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## FOREWORD

At the Eleventh Conference on the Design of Exnerimente $\mathrm{N}=\mathrm{s}$. Joseph Cameron and Walter Foster discussed the possibility of holding the next meeting at the National Bureau of Standards. Talke with Dr. Badrig Kurkjian brought out the fact that he would be willing to investigate the possibility of the Harry Diamond Laboratories serving in the role of the second host. The efforts of these three individuals brought about the desired results. The Army Mathematics Steering Committee, the sponsor of these meetings on behalf of the Office of Chief of Research and Development, was pleased to hear from Dr. Allen V. Astin, Director of the National Bureau of Standards, and Lt. Colonel M. S. Hochmuth, Commanding Officer of Harry Diamond Laboratories, that their organizations would serve as joint hosts for the Twelfth Conference. Both Messars. Astin and Hochmuth graciously agreed to give welcoming addresses at the start of the conference. Their talks set the stage for this interesting scientific meeting. Incidentally, the Harry Diamond Laboratories and the National Bureau of Standards served as joint hosts for the first three conferences of this series. At-those meetings, as well as this one, Mr. John Wheeler, Chairman on Local Arrangements, is well remembered by those in attendance for his excellent execution of the many details which must be handled for smooth running symposia.

The conference was conducted at the new quarters of the National Bureau of Standards at Gaithersburg, Maryland. This afforded the attendees an opportunity to become acquainted with these new facilities, and some of the many scientific experiments being conducted by the staff of the Bureau. They also learned of some of the types of data which NBS could furnish that would be helpful in the conduction of their own research. For the benefit of those who did not get to this meeting, we mention here some of the special equipment now on the Gaithersburg campus. There are three 35 -foot grating spectrographs. One operates in the vacuum ultraviolet region, another in the visible region, while the third is used for the short wave ultraviolet region. The NBS LINAC is a 100 Mec linear electron accelerator capable of producing one of the world's most intense high-energy electron beams. Neutron irradiation experiments can be conducted with the new 10 -megawatt nuclear research facility. The world's largest testing machine, a 12 -million pound compression and tension tester, is about ready for use. This monster rises almost 100 feet above its base. These and many other new scientific machines are to be found at these well-equipped laboratories.

The program of the Twelfth Conference featured the following four invited addresses;

# Operations Research <br> Professor Brian W. Conolly, Saclant ASW Resparsh Centue <br> Statistics as a Diagnostic Tool in Data Analysis <br> Dr. John Mandel, National Bureau of Standards 

Planning and Analysis of Observational Studies Professor W. G. Cochran, Harvard University

## Sample Censoring

Professor Norman L. Johnson, University of North Carolina at Chapel Hill

Besides these talks, the members of the audience were able to select from 24 contributed scientific papers topics that best suited their own needs. These papers were presented in eight technical and two clinical sessions. We are pleased to say that Dr. Frederick F. Stephan, Presient of the American Statistical Association was able to attend the banquet. He was called on to present the second Wilks Memorial Medal to General Leslie E. Simon.

This volume of the Proceedings contains 24 of the papers which were presented at this meeting. The Army Mathematics Steering Committee has asked that these articles on modern principles on the design of experiments, together with the application of these ideas, be made available in the form of this technical manual. Members of this committee take this opportunity to express their thanks to the many speakers and other research workers who participated in the conference.

The conference had an attendance of 125 scientists; and 50 organiza.tions were represented. Speakers and panelists came from George Washington University, Harvard University, the National Bureau of Standards, the National Institutes of Health, North Atlantic Treaty Organization, North Carolina State University at Raleigh, Phillips Petroleum Company, Stanford University, University of California at Los Angeles, University of Chicago, University of Georgia, University of Michigan, University of North Carolina at Chapel Hill, University of Wisconsin, Virginia Polytechnic Institute and thirteen Army facilities.

The Chairman wishes to express his appreciation to his Advisory Committee (Joseph Cameron, F. G. Dressel, Walter D. Foster, Bernard Greenberg, Boyd Harshbarger, J. S. Hunter, H. L. Lucas, Jr., Clifford Maloney and Henry B. Mann) for their assistance in formulating the program and selecting the invited speakers.

Frank E. Grubbs Conference Chairman
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# OPERATIONS RESEARCH 

Profesant 틀an Wr. Cüsuity<br>North Atlantic Treaty Organization<br>Saclant ASW Research Center

## INTRODUCTION.

1. It is a privilege and a pleasure to be invited to make a presentation on Operational Research at a specialist statistical conference. Those individuals who choose to make Operational Research their profession come from the ranks of engineers, physicists, chemists, mathematicians as well as statisticians. All have a contribution to make to Operational Research. I myself, for example, am a mathematician by basic training, with a pronounced interest in obtaining practical and verifiable solutions to real life problems,
2. The name Operational Research is itself perhaps not a very good description of the type of activity that O. R. workers usually undertake. I do not propose to be so controversial as to suggest an alternative. My theme is rather to suggest that, as it has developed, modern O. R. has come to depend more and more heavily on the science and techniques of statistics and probability theory. And it is not difficult to see why this is so.
3. In O. R. we are usually concerned with studying the workings of a complex system or process such as the manufacture of an automobile; the organization of an airport; the routing of city traffic; a telephone exchange; the detection, classification and destruction of an enemy target. If we like to call these systems or processes "operations", and the study we make of them "research", then we arrive at the name Operations Research by which O.R. is designated in the U.S. The fact that O. R. is called "Operational Research" in Europe is presumably by analogy with our practice to call research in physics physical research, and research in mathematics mathematical research.
4. The objective of O.R. studies is normally to discover how to optimize in some sense the output of the process: e.g. produce an adequate automobile at a minimal cost; achieve an airport organization which maximizes passenger flow with a minimum of incovenience and the best employment of facilities; maximize the probability of destruction of the enemy target. In order to do thi we have to try to understand the structure of the process.

[^2]5. The complex processes which O. R. investigates are normally decomposable into a number of subsidiary nroresees on each of which the uitimate output depends. If one regards these as parameters of the system as a whole, then the study consists first in determining their interrelation, and the way they affect the output. This leads to the creation of a more or less mathematical model - a set of equations which characterises the process. If the model is verified in the sense that it can be used to predict measurable outputs, then the analysis of the process and its optimization reduces to the application of appropriate mathematical techniques to the model.
6. One reason why modern $O, R$, has come to be heavily dependent on probability and atatistics is the greater recognition of the need to assess the effect of chance on the outcome of a process; rather than to work through out with average values. Nowadays we are interested in the probability distributions of the outcomes of the subsidiary processes in order to discover the probability distribution of the overall outcome. Under these circumstances we have to deal with stochastic processes and our analysis depends on the specialized techniques developed by the experts.
7. I think that in fact O. R. and atatistics have much to offer each other. Erlang was a Danish engineer and an O.R. worker whose interest was the Danish telephone service. His work in the early 20th century founded queueing theory which in all its increasing complexity is the subject of many research papers published in both statistical and O. R. research periodicals. Those who are concerned with military exercies know that one has to deal with experiments whose design cannot be altogether controlled, that the samples are small, and the variables many: a situation shocking to a classical statistician, but a challenge.
8. During the remainder of this presentation I intend to be more specific. In order to illustrate my thesis of the statistical interest which is to be found in O. R. studies and the dependence of the analysis on statistical expertise I shall describe two problems from a military O. R. context, which I hope you will find entertaining.

## PROBLEM 1.

9. During anti-submarine operations there inevitably occur evenis which have a nuisance value, and which one would like to eliminate. The elimination is partly a matter of equipment design, and partly of training in its use.
10. For the purposes of this presentation I am concerned only with finding a simple stochastic process which describes the occurrence of the
events in time in the hope that such a description may throw light on the basic phenomenon. I have no wartime reongte of the cietita, thuugin iknow they have always occurred. I am therefore dependent on naval exercises fo: ${ }^{1} \mathrm{lat} \%$
11. Suppose, then, that I have obtained from the records of one ship during a recent exercise the times $t_{n}$ of occurrence of the events which $I$ shall denote by $E_{n}(n \geq 1)$. I measure time from the beginning of the exercise. An immediate dificuilty arises out of the fortunate fact that the $E_{n}$ do not occur at a tremendously high rate. Threeper day might be a typical avorage taken over all ships. Exercises of the right sort do not take place frequently and, when they do, they are of a limited duration. Thus, typically, at the end of a week 1 might have a few tens of events for each ship. At the beginnig I want to consider each ship's records separately, so my sample is not very great.
12. Adopting the good practice of making a simple initial hypothesis 1 look at the time series ( $t_{n}$ ) for each ship and ask if there are indications that the events (which a priori might be thought of as having random origin) occur in a Poisson stream. The answer is that they do not appear to do so, but rather that in all cases there is evidence of cluster (a preponderance of short inter-event time intervals as compared with a Poisson stream with the same mean). Moreover the mean intervals of the event distributions seem to be quite different from each other, and I do not find evidence which supports the hypothesis that the $\mathrm{E}_{\mathrm{n}}$ for ship A could be generated by adjustment of the mean from the stream of $E_{n}$ for ship $B$.
13. Since there appears to be clustering I next ask myself if a particular stream $E_{n}$ could have been generated by a contagious process, and for this purpose I choose a Polya process defined in the following form: Suppose that the process begins at time $t=0$ and that no event $E$ occurs at that time. The instantaneous probability that the $(n+1)^{\text {th }}$ pólya event takes place in the small interval ( $t, t+d t$ ) is given by $\beta_{n+1}(t) d t$ where

$$
\begin{equation*}
\beta_{n+1}(t)=\frac{\lambda(1+\tan )}{(1+a \lambda t)} \tag{13.1}
\end{equation*}
$$

The parameters $\lambda$ and a are supposed to be real, $\lambda$ is positive and a nonnegative. There is apparently no other reatriction on $\underline{a}$, though $I$ shall make some more remarks on that subject later. When a is zero the Polya process clearly becomes a Poisson process with mean interval length $1 / \lambda$ time units.
14. I now give without proof a few key theoretical results of a Pólya process as defined, Let $P_{n}(T)$ be the probability that exactly $n$ Pólya events
occur during the interval $(0, T)$ and define $p_{0}(0)=1$. The generating function $P(x, T)$ of $p_{n}(T)$ is then

$$
\begin{equation*}
P(x, T)=[1+a \lambda T(1-x)]^{-1 / a} \tag{14.1}
\end{equation*}
$$

The mean and variance of $n$ are

$$
\begin{equation*}
E(n)=\lambda T \tag{14,8}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}(n)=a \lambda^{2} T^{2}+\lambda T \tag{14,3}
\end{equation*}
$$

The exercise data give me a series of time intervals between events. The likelihood of a series of $n$ events occurring at the instants $t_{1}, t_{2}, \ldots, t_{n}$ is

$$
\begin{equation*}
P_{n}\left(t_{1}, t_{2}, \ldots t_{n}\right)=\frac{\prod_{n}^{n-1}(1+r a)}{\left(1+a \lambda t_{n}\right)^{n+1 / a}} \tag{14.4}
\end{equation*}
$$

The maximum likelihood estimator of $\lambda$ is simply $n / t_{n}$, but that of a is more complicated.
15. The distribution of the intervals between events is of particular interest. It turns out that, for any $n$, the p.d.f. $g_{n}(T)$ of the interval between the $n^{\text {th }}$ and the $(n+1)^{\text {th }}$ events, whenever the first $n$ events took place, is

$$
\begin{equation*}
g_{n}(\tau)=\frac{\lambda}{(1+a \lambda \tau)^{1+1 / a}} \tag{15.1}
\end{equation*}
$$

and is independent of $n$. The interpretation of this is that if we generate a lot of Pólya processes, each having the same parameters a and $\lambda$, and then examine the time intervals between, say, the second and third events in all the processes, we should find that they all are distributed according to (15.1).
16. The $r^{\text {th }}$ moment $\mu_{r}$ about zero of an interval between two given events is

$$
\begin{equation*}
\mu_{r}=\frac{r!}{x^{n}(!=(1!-2 a) \ldots(i-r a j} \tag{16.1}
\end{equation*}
$$

and this clearly exista only if none of the terms in the denominator is zero. Thus if $a=1$ the interval length distribution has all its moments infinite: if a $\quad \frac{1}{2}$, the firat moment is finite, but none of the higher moments is.
17. I return to my fundamental problem. I have an observed series of events and I want to make statements about the hypothesis that they are generated according to a Pólya process. How do I estimate a and $\lambda$ from the observations?
18. In order to throw light on this problem sequences of Fólya intervals were generated, each having the same a and $\lambda$. The idea was to compare estimates of a and $\lambda$ obtained by various means with their known values. In fact the problem of estimation remains open, but some features of Pólya processes have been revealed which were a surprise to me.
19. The digital computer generation of the Polya intervals was carried out as follows. Suppose that $n$ events have been generated and that they occurred at times $t_{1}, t_{2}, \ldots t_{n}$. We require the probability $h_{n+1}\left(t_{n+1} / t_{1}, t_{2}, \ldots t_{n}\right) d t_{n+1}$ that the $(n+1)^{t h}$ event occurs in the interval $\left(t_{n+1}, t_{n+1}+d t_{n+1}\right)$, given that the first $n$ occurred at times $t_{1}, t_{2}, \ldots t_{n}$. Clearly,

$$
\begin{equation*}
h_{n+1}\left(t_{n+1} / t_{1}, \ldots t_{n}\right)=\frac{p_{n+1}\left(t_{1}, t_{2}, \ldots t_{n+1}\right)}{p_{n}\left(t_{1}, t_{2}, \ldots t_{n}\right)} \tag{19.1}
\end{equation*}
$$

Where the $p$ are given by (14.4). Thie says that the conditional probability density of the $(n+1)^{\text {th }}$ interval $T$ is.

$$
\begin{equation*}
h_{n+1}\left(\tau / t_{1}, t_{2}, \ldots t_{n}\right)=\frac{\lambda(1+n a)\left(1+a \lambda t_{n}\right)^{n+1 / a}}{\left(1+a \lambda t_{n}+a \lambda \tau\right)^{n+1+1 / a}} . \tag{19.2}
\end{equation*}
$$

The conditional probability that the $(n+1)^{\text {th }}$ interval is less than $T$ is:

$$
\begin{equation*}
i_{n+1} i T / i_{1}, i_{2}, \ldots r_{n} j=1-\left[\frac{1+a \lambda t_{n}}{1+a \lambda t_{n}+a \lambda T}\right]^{n+1 / a} \tag{19,3}
\end{equation*}
$$

To obtain the intervals one generates a sequence of random numbers $r_{n}$ independently and uniformly distributed on $0 \leq r_{n}<1$, and then solves ${ }^{n}$

$$
\begin{equation*}
r_{n+1}=\left[\frac{1+a \lambda t_{n}}{1+a \lambda t_{n}+a \lambda t_{n+1}}\right]^{n+1 / a} \tag{19.4}
\end{equation*}
$$

for ${ }^{T}{ }_{n+1}$.

## EXPERIMENT 1.

20. I am now going to describe briefly some of the experiments which were carried out. For the first we generated 5 independent sequences of 1000 Pólya intervals, for each of which we assigned $\lambda=4 / 30, a=\frac{1}{4}$. This was to give $1 / \lambda(1-a)$, the mean interval length, the value 10 which corresponded with observation. The means and standard deviation of the interval lengthe were as follows.

| Means and Standard Deviations of 5 Independent |
| :---: |
| Sequences of 1000 Pólya Intervals |
| with the same Parameters |

Sequence No.
Mean
Standard Deviation
1

$$
2.708
$$

3.164

2
21.804
22.964

3
6.428
6.874

4
7. 349
8. 304

5
9.519
10.290

This Table was the first surprise. We expected each sequence to have a mean and standard deviation reasonably close to the theoretical values of 10 and $10 \sqrt{2}$ respectively. The first sequence was also "looked at" just after the $100^{\text {th }}$ event and the means and standard deviation were found to be 2.450 and 2.615 respectively. Thus it appeared that the processes were settling down to a steady state quite rapidly, but a steady state which could be vastly different from one process to another, even though the parameters
were the same. On the face of it, then, it appears that estimation of a and $\lambda$ based on a perfectly valid sequence might well give completely

21. The measure used of the mean interval after the $n^{\text {th }}$ event at time $t_{n}$ was
(21.1)

$$
x=t_{n} / n .
$$

The sampling density function of $x$ is:

$$
\begin{equation*}
\frac{(n \lambda) x^{n-1} \cdot \prod_{r=1}^{n-1}(1+r a)}{(n-1)!(1+n a . \lambda x)^{n+1 / a}} \tag{21.2}
\end{equation*}
$$

and the expectation and variance of $x$ are respectively
(21.3)

$$
\mathbb{E}(x)=1 / \lambda(1-a) ;
$$

$$
\operatorname{Var}(x)=(1-a+a n) /\left[n \lambda^{2}(1-a)^{2}(1-2 a)\right] .
$$

Now the mean of the five sequence means is 9.561 and the atandard devia. tion is about 7. The variation of the sequence means is thus less surprising, but no less discomforting.
22. The theoretical reason for the stability of Pólya sequencea about widely differing means seem: to be that the whole pattern of a nequence is on the average governed by the firat interval. This can be seen by conBidering the conditional expected value $E\left(T / t_{1}, t_{2} \ldots t_{n}\right)$ of the $(n+1)$ th interval $T$, given the timea $t_{1}, t_{2}, \ldots t_{n}$ of occurrence of the first $n$ events. Then

$$
\begin{equation*}
E\left(r / t_{1}, t_{2} \ldots t_{n}\right)=\frac{1+a \lambda t_{n}}{\lambda\{1+a(n-1)\}}=\frac{1}{\beta_{n}\left(t_{n}\right)} . \tag{22.1}
\end{equation*}
$$

Thus the conditional expected value of the eecond interval is $\left(1+a \lambda t_{1}\right) / \lambda$. If $t_{1}$ ie greater than its expected value $1 / \lambda(1-a)$ then

$$
E\left(T / t_{i}\right)>\frac{1}{\lambda}+\frac{a}{\lambda(i-a i)}=\frac{1}{\lambda_{1}^{\prime}(i-a)}
$$

i. e. the second interval also tends to be greater than its expected value. And so on for all successive intervals.

## EXPERIMENT 2.

23. The second experiment was an extension of the first. 500 independent sequences of 500 Pólya intervals were generated, all having the same parameters $a=\frac{1}{4}, \lambda=4 / 30$. We were looking for something constant in all the gequences. Since the value of the instantaneous probability density of an event, just after the generation of the $n^{\text {th }}$ event is

$$
\beta_{n+1}\left(t_{n}\right)=\frac{\lambda(1+a n)}{\left(1+a \lambda t_{n}^{\prime}\right)}
$$

and since we were measuring the mean interval length by the estimator $t_{n} / n$ we felt that the product $\beta_{n+1}\left(t_{n}\right) \cdot\left(t_{n} / n\right)$ should be constant (1) for long enough sequences. This turns uut to be the case. The table [See Table 1 near the end of this article.] shows some typical values corresponding to the $500^{\text {th }}$ event in each sequence. The products are all very close to the theoretical value $1 / \lambda$, in this case $30 / 4=7.5$. Unfortunately this constancy is not of much practical use. It does provide some feeling that the computer program is working as it should.
24. It was also decided to group all the 250000 intervals into a histogram which is shown in Table 2. If we make the hypothesis that this represents a random sample from the event-independent distribution of Pólya intervals

$$
P_{r}(d \tau)=\lambda d \tau /(1+a \lambda \tau)^{1+1 / a}
$$

the mean and standard deviations are theoretically 10 and $10 \sqrt{2}$, and the observed values look close. But are they close enough on the basis of 250000 observations? I cannot answer that question at the moment.
25. The observed frequencies in cells of one time unit long are tabulated in the column "observed", while the "expected" frequencies were calculated on the basis of the event-independent distribution. The last column gives $x^{2}$. Overall this is enormous. There is a deficiency of
observed short intervals and an excess of long ones. There are also other oddities. A Poisson process with the same mean (9.866...) would give a frequency of about 24000 in the $(0,1)$ range, so at least there is evidcacc of itie dubiering one expects in a Polya process. I think perhaps that the sample cannot be considered random and independent, and this may be the explanation for the poor agrecment. We also produced a histogram of the 500 process means and this is available if anyone is interested.

## EXPERIMENT 3.

26. Our faith in the theory, of the event independent intervai distribution was a little shaken by the previous experiment. The next experiment was conducted in order to restore confidence. 1000 independent Pólya process (with $\lambda=4 / 30$ and $a=\frac{1}{4}$, as usual) were generated as far as the $12^{\text {th }}$ interval. For each process the lengths of the $4^{\text {th }}$ and of the $11^{\text {th }}$ intervals were grouped into histograms. These are shown in Tables 3 and 4. We did not instruct the computer to group cells with low irequencies, but even so there is satisfactory behaviour according to the hypothesis of the event independent distribution.

## EXPERIMENT 4.

27. We have carried out various other experiments. The last which I will mention concerns the correlation between intervals in a Pólya process. Theoretically we appeared to find that the correlation between any pair of intervals is a, provided that $a<\frac{1}{2}$. For $a \geq \frac{1}{2}$ there is trouble over the convergence of the integrals for the second moments.
28. Table 5 concerns sequences of Pólya intervals for fixed $\lambda=4 / 30$ and a varying from 0.1 to 0.9 . For each a, 1000 sequences were generated and the Table gives the mean and standard deviation of the first and terth intervals, the mean value of the product of these intervals ("prod"), and finallv the correlation coefficient calculated from observed values.
29. Without information on the sampling distribution of the correlation coefficient it is difficult to make meaningful statements about the se results. There are signs of agreement between theory and observation for $a=0.1$, 0.2 and 0.3 . For $a \geq 0.5$ the second moments do not exist, in theory, and a certain wildness will be observed in the results.
30. This concludes my description of some experiments with Pólya processes. We have subsequently formed the opinion that the Polya process is not a good model for the natural phenomenon, but we do feel that it has been interesting to study the behaviour of the processes. I feel there is room for a good deal more statistical investigation of these processes.

For example the problems of parameter estimation and sampling distributions are still open, not to mention the interpretation of the apparent seitaichivn un a which resuits from the non-existence of some of the moments for certain values. Perhaps some of you know the answers to these questions, and if $I$, as a representative of Operational Research, have called your attention to a typical $O$. $R$. investigation where expert statistical advice is needed I have:succeeded in my objective.

## PROBLEM 2.

31. My second example concerns a tactical problem. We were interested in a situation in which a tactical unit has the task of penetrating a barrier patrolled by opposing forces. For the purposes of the example, the barrier forces will be regarded as a point which moves according to the general rules along a line perpendicular to the general expected direction of penetration of the opposing forces.
32. The situation is illustrated in the next figure.


The area of interest is the rectangle $A B C D$. The line EF is patrolled by the barrier forces $S$. Its opponent $P$ has the task of moving from some point on the boundary $A B$ to $C D$. That is to say, $P$ wants to traverse $E F$ without being intercepted by $S$.
33. $S$, the intercepter, is provided with exact information about the whereabouts of $P$ either
(a) continuously;
(b) at regularly spaced intervals;
(c) at random intervals having a negative exponential distribution.
$P$, the penetrator, is supposed to have a number of penetration strategies, for instance:
(a) a straight unvarying track from $A$ to $C$;
(i) a track composed of a straight portion and one change of course at an arbitrarily selected moment before reaching EF,
(c) a random zig~zag.

Strategies are also postulated for $S$. It can, for example,
(a) Predict the track of $P$ on the basis of the most recent information, and strive to reach the point of intersection of that track with EF in order to intercept P.
(b) Attempt to equate its $x$-coordinate with the last reported coordinate of $P$.
(c) Attempt to reach a point such that, whatever $P$ does, the interception time is a minimum.
34. With three information categories, three strategies for $P$ and three strategies for $S$, we have a total of 27 combinations to study. What is a suitable criterion of effectiveness? One obvious choice which will be considered here is the shortest distance between $P$ and $S$ during an attempted penetration. If necessary this can later be translated into probabilities of detection and kill.
35. We found in fact that the major part of this study could be carried out analytically. The combination of random information with any of the other possibilities defied analysis, however, and for these cases we resorted to a digital computer simulation. Now it is particularly important when employing digital computer simulation to invoke a check on what one is doing. What, then, would be a suitable check?
36. I would like you to consider the situation in which at time $t=0$ $S$ is at $E$ and $P$ at $A, P^{\prime} s$ strategy is pursue the diagonal track $A C$, while $S$, when it receives information as to P's position, attempts to equate its $x$-coordinate with the last reported $x$-coordinate of $P$. Assuming that the distances between $A$ and $E$ are large we then are naturally led to consider a situation which, evolving over a sufficiently long time consists of a chase of $P$.by $S$.
37. In projection along an x-axis parallel to AB, P moves continuously from left to right at a speed $v$, say. $S$, when it receives information about the $x$-coordinate of $P$, tries to equate its own $x$-coordinate with the last reported $x$-coordinate of $P$. It moves with constant speed $u$. If $S$ arrives
at the last reported $x$-coordinate of $P$ before further information arrives it stops and waits. Otherurige it cantiniaci.
38. It turns out that cne can obtain theoretically the statistical distribution of the distance between $P$ and $S$ parallel to the $x-a x i s$ at an "information instant", assuming a steady state has come about. This quantity can be output very simply from the computer program and, if it conforms with theory, it gives a measure of confidence in the random mechanisms which the computer has been programmed to simulate. I would not like to consider the theoretical problem of the distribution of the difference between the $x$-coordinates of $P$ and $S$ at an information instant.
39. Let $\delta \mathrm{m}$ be the distance measured parallel to the $x$-axis between $P$ and $S$ at the $i^{m}$ stant $\Sigma_{m}$ when information is transmitted to $S$ for the $m^{\text {th }}$ time since $t=0$. With obvious notation, since

$$
x_{p}\left(\Sigma_{m}\right)=x_{p}\left(\Sigma_{m-1}\right)+v T_{m}
$$

and

$$
\left\{\begin{array}{l}
x_{s}\left(\Sigma_{m}\right)=x_{p}\left(\Sigma_{m-1}\right) \text { if } x_{s}\left(\Sigma_{m-1}\right)+L T_{m} \geq x_{p}\left(\Sigma_{m-1}\right) \\
x_{s}\left(\Sigma_{m}\right)=x_{s}\left(\Sigma_{m-1}^{\prime}\right)+u T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m}<x_{p}\left(\Sigma_{m-1}\right) ;
\end{array}\right.
$$

we have

$$
\begin{aligned}
& \delta_{m}=v T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m} \geq x_{p}\left(\Sigma_{m-1}\right) ; \\
& \delta_{m}=\delta_{m-1}+(v-u) T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m}<x_{p}\left(\Sigma_{m-1}\right)
\end{aligned}
$$

or

$$
\begin{aligned}
& \delta_{m}=v T_{m} \text { if } \delta_{m-1} \leq u T_{m} ; \\
& \delta_{m}=\delta_{n_{1}-1}-u T_{m}+v T_{m} \text { if } \delta_{m-1}>u T_{m} .
\end{aligned}
$$

Writing $r_{m+1}=\delta_{m}-u T_{m+1}$, we have
(a) a straight unvarying track from $A$ to $C$;
(b) a track composed of a straight portion and one change of $\varepsilon$ curse at an aribirarily selected moment before reaching EF;
(c) a random zig-zag.

Strategies are also postulated for S. It can, for example,
(a) Predict the track of $P$ on the basis of the most recent information, and strive to reach the point of intersection of that track with EF in order to intercept P.
(b) Attempt to equate its $x$-coordinate with the last reported coordinate of $P$.
(c) Attempt to reach a point such that, whatever $P$ does, the interception time is a minimum.
34. With three information categories, three strategies for $P$ and three strategies for $S$, we have a total of 27 combinations to study. What is a suitable criterion of effectiveness? One obvious choice which will be considered here is the shortest distance between $P$ and $S$ during an attempted penetration. If necessary this can later be translated into probabilities of detection and kill.
35. We found in fact that the major part of this study could be carried out analytically. The combination of random information with any of the other possibilities defied analysis. however, and for these cases we resorted to a digital computer simulation. Now it is particularly important when employing digital computer simulation to invoke a check on what one is doing. What, then, would be a suitable check?
36. I would like you to consider the situation in which at time $t=0$ $S$ is at $E$ and $P$ at $A$. $P^{\prime} s$ strategy is pursue the diagonal track $A C$, while $S$, when it receives information as to $P^{\prime}$ 's position, attempts to equate its $x$-coordinate with the last reported $x$-coordinate of $P$. Assuming that the distances between $A$ and $E$ are large we then are naturally led to consider a situation which, evolving over a sufficiently long time consists of a chase of $P$. by $S$.
37. In projection along an x-axis parallel to $A B, P$ moves continuously from left to right at a speed $v$, say, $S$, when it receives information about the $x$-coordinate of $P$, tries to equate its own $x$-coordinate with the last reported $x$-coordinate of $P$. It moves with constant speed $u$. If $S$ arrives
at the last reported $x$-conrdinate of $P$ before further information arrives it stops and waits. Otherwise it continues.
38. It turns out that one can obtain theoretically the statistical distribution of the distance between $P$ and $S$ parallel to the $x-a x i s$ at an "information instant", assuming a steady state has come about. This quantity can be output very simply from the computer program and, if it conforms with theory, it gives a measure of confidence in the random mechanisins which the computer has been programmed to simulate. I would not like to consider the theoretical problem of the distribution of the difference between the $x$-coordinates of $P$ and $S$ at an information instant.
39. Let $\delta \mathrm{m}$ be the distance measured parallel to the x -axis between $P$ and $S$ at the instant $\Sigma_{m}$ when information is transmitted to $S$ for the $m^{\text {th }}$ time aince $t=0$. With obvious notation, since

$$
x_{p}\left(\Sigma_{m}\right)=x_{p}\left(\Sigma_{m-1}\right)+v T_{m}
$$

and

$$
\left\{\begin{array}{l}
x_{s}\left(\Sigma_{m}\right)=x_{p}\left(\Sigma_{m-1}\right) \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m} \geq x_{p}\left(\Sigma_{m-1}\right) \\
x_{s}\left(\Sigma_{m}\right)=x_{s}\left(\Sigma_{m-1}\right)+u T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m}<x_{p}\left(\Sigma_{m-1}\right)
\end{array}\right.
$$

we have

$$
\begin{aligned}
& \delta_{m}=v T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m} \geq x_{p}\left(\Sigma_{m-1}\right) \\
& \delta_{m}=\delta_{m-1}+(v-u) T_{m} \text { if } x_{s}\left(\Sigma_{m-1}\right)+u T_{m}<x_{p}\left(\Sigma_{m-1}\right)
\end{aligned}
$$

or

$$
\begin{aligned}
& \delta_{m}=v T_{m} \text { if } \delta_{m-1} \leq u T_{m} ; \\
& \delta_{m}=\delta_{m-1}-u T_{m}+v T_{m} \text { if } \delta_{m-1}>u T_{m} .
\end{aligned}
$$

Writing $r_{m+1}=\delta_{m}-u T_{m+1}$, we have

$$
\begin{aligned}
& \delta_{m}=v T_{m} \text { if } r_{m} \leq 0 \\
& \delta_{m}=v T_{m}+r_{m} \text { if } r_{m} v n \\
& \delta_{m}=\max \left[v T_{m}, v T_{m}+r_{m}\right] .
\end{aligned}
$$

i.e.
40. The last equation is extremely reminiscent of the equation for waiting time in a conventional queueing process. In fact the distribution function of $\delta_{\mathrm{m}}$ can be easily derived theoretically. The agreement of independent calculations of this theoretical result (in the steady state) with the empirical distribution derived directly from the computer program inspires confidence in the latter as a representation of the real-life situation which it was desired to simulate.
41. I would now like to point out that the situation I have described here is formally a rather unusual single server queueing set-up in which arrival and service intervals are correlated. The connection was observed by Mr. Cruon when a paper on this subject was presented to the NATO Conference on Queueing Theory in 1965.
42. Denote the $m^{\text {th }}$ piece of information by $I_{m}$. It arrives at time $\Sigma_{m}$. Let us now interpret $I_{m}$ as a customer who demands as service that $S$ be moved from wherever it is to a position with $x$ coordinate equal to that of $P$ at time $\Sigma_{m}$. Since the distance between $P$ and $S$ at time $\Sigma_{m}$ is $\delta_{m}$ then obviously if waiting time includes time to complete service, and since $S$ moves with speed $u$, the waiting time of $I_{m}$ is $\delta_{m} / u$.
43. The arrival intervals $T \delta$ the customers $I_{m}$ are by definition distributed according to a negative exponential distribution with mean $T$. If we say that service on $I_{m}$ cannot begin until $S$ reaches the position specified by $I_{m-1}$ then the actual service time of $I_{m}$ is $\frac{1}{u}\left[x_{p}\left(\Sigma_{m}\right)-x_{p}\left(\Sigma_{m-1}\right)\right]=\frac{v T}{u}$, say. Thus, service time in this model. is also negative exponentially distributed with mean $\lambda \tau$, where $T=v / u$.
44. Writing

$$
a_{n}=\frac{(-)^{n-1} \lambda^{\frac{1}{2} n(n-1)}}{(1-\lambda)\left(1-\lambda^{2}\right) \ldots\left(1-\lambda^{n}\right)}
$$

we have for the steady state distribution of $\delta$

$$
P_{r}[0<\delta \leq x]=1-\underset{n \geq 1}{ } a_{n} \exp \left[\frac{-x}{v T}\left(1+\frac{1}{\lambda}+\ldots+\frac{1}{\lambda^{n-1}}\right)\right] .
$$

We have constructed a table which shows the comparison between theory and simulation of the distribution of $\delta$ for 1000 trials. It can be seen from this table that the agreement is satisfactory. Consequently one can have confidence that the random mechanisms employed in the simulation of the major problem are in fact behaving as they should. Equally we have an instance of how an Operational Research problem in an apparently completely unrelated field led, as a by-product, to an unusual queueing situation.
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EXPERIMENT II

| bota／lambdz＝ | ． 38392241 | man $=19.631328$ |
| :---: | :---: | :---: |
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| ta／lamidz＝ | ．－3074320 | －mean＝ 0.0625514 |
| ta／lambdz＝ | 1.3062571 | －mean $=5.7373652$ |
| ta／lant $\cdot$ dz $=$ | ．4：771174 | 17.61550 |
| ta／lami dz＝ | ．：4335117 | me |
| a／lami | ． 32586100 |  |
| ota／lamirdz | ．กก427377 | mean $=$ ع． 3036050 |
| liota／las：odz： |  | ：nean＝1－．130707 |
| ota／lanidz | ． 76361413 | me |
| Lota／laml ${ }^{\text {dz }}$ | ． 61532436 | moen＝ 12.156744 |
| Lota／lamidz | 1．1310546 | $?$ |
| te | ．42163119 | $\because$ me |
| beta／lamudz＝ | 1．35E403＊ | $\because$ mear＝ |
| ta／laEldz | ． 751702 00 | mean＝e．：561003 |
| beta／lamidz | 1．1763884 | mean $=6.2664350$ |
| lieta／lambdz＝ | 1.1500356 | mea |
| hota／lambdz | 1.1400523 | mean $=$ C． $.555 ¢ 077$ |
| leta／lami．dz＝ | 1．95：7565 | mean＝ 5.5409340 |
| bota／laml．dz＝ | 1.4050486 | mean＝5．017c757 |
| bota／laml：dz＝ | 1.5370755 | mean $=4.0504430$ |
| ota／lambdz＝ | ． 50.150150 | mean $=$ ¢． 2350760 |
| ota／lambdz＝ | ．65057223 | mean $=11$ |
| beta／lamidz＝ | ． 73515344 | mo |
| beta／lami，dz＝： | 1.1762045 | moan $=5.4$ |
| beta／lamt，dz＝ | ．72325066 | mean $=11.34553$ |
| ！：ota／lanbdz＝ | ．73E？5341 | moan＝ |
| beta／lamt | $\therefore . .12700 \%$ | moan $=3.3400$ |
| beta／lantidz＝ | ． 6753615 | mean＝ |
| hota／lanl．dz | 1．242S634 | nean $=$ |
| ota／lam | 1．3535053 | man＝5．52545cc |
| Lota／lambdz＝ | ． 93217350 | mean $=\mathrm{C}$. |
| heta／lant dz＝ | ．4．1ここ331： | （）moan＝12．770554 |
| lota／2ambdr： | 1． .765374 | moan＝ $0.9 .65030 \%$ |
| beta／lamldz＝ | 1.4548 .36 | mean＝ |
| hota／lanldz＝ | ．70404010 | ． $5: 231$ |
| ＂eta，＇2art：dz＝ | ． 37 233732 | moars $=15.201130$ |
| hota／lanisdz＝ | ． 055701.34 | moan＝7．34こCr． |
| heta．laci：dz | ．51001450 | mean＝C．$=701504$ |
| eta，lam！${ }^{\text {a }}$ dz | 1．rsuener | nean＝7．$=35454$ |
| cta／Jami dz＝ | 1.210 .454 | mean $=5.0725603$ |
| hota／laniddz＝ | ． 42213244 | mear $=17.4326$ |
| leta／lamidzz＝ | ． 34000.742 | nean $=$ C．n3255¢i |
| Nota／lamldz＝ | 1．11256： | an $=0.554$ |
| iota／1am：dz＝ | ． 5185005 | moan $=11.43 ¢ 751$ |
| 1－ta／lamldz＝ | 1．7¢0n517 | moan＝4．1：7c7E1 |
| locta／lamidz＝ | ． C 2573640 | $\because$ mean $=10.50 \mathrm{Ga10}$ |
| Yota，lamidz＝ | ． 62102464 | moan＝11．nng20\％ |
| lota／lamidz＝ | ． 4020606 \％ | noan－： 1 －．77504 |
| l：ota／lam！dz＝ | －¢ ¢nc711 | moan＝7．CiJC724 |
| lota／lamidz＝ | 1．1015514i | moan $=0.754$ |
| Leta／lamidz＝ | ． C 2254531 | mean $=7.766 C 43$ |
| l．ota／lamldz＝ | 1.4554341 | mean＝5．13433¢ |
| tota／lam＇dz＝ | 2． 317961 | ．6＾6715 |
| ： $\mathrm{Cota} / \mathrm{lamld} \mathrm{dz}=$ | 1．5701021 | －mean＝ 4. |
| lota／1an！dz＝ | ． 31 0¢7625 | $\bigcirc$ moan $=23.7604 \approx$ |
| Lota／lamidz＝ | ． 71664550 | mean $=10.40 \times 17$ |
| l．eta／lamidz＝ | 1．910～47．1 | $\bigcirc$ moan＝ 3.581550 |
| 1：0ta／lanl：dz＝ | ． 75055111 | mean＝¢．02052 |
| ligta／lamidz： | ．r2550330 | mear＝ 0.1 ¢ 5 5n2 |
| leta／lanildz＝ | ．54056360 | mean－ 13 |
| ota／lam！dz | 1．10180 | coan＝6．67ercy |

TABLE 1 （continued）

## EXPFRIRENT II

（c）

| ta／1ambdz＝ | 2．5662482 | $\rho$ mean $n=2.8859421$ |
| :---: | :---: | :---: |
| ？ota／lan！dz＝ | 1．137735．． | mean＝¢．tr－ncel |
| l：ota／？and $\mathrm{d}=$ | ．－3¢751： | поа：$=11.153365$ |
| ：ota／lam＇dz＝ | 1.1204614 | －coan：$=.4645302$ |
| lota／lamidz＝ | 1．1－5n317 | roan－C．assiñ |
| ：cta／lanidz＝ | －．9335176 | noan＝$\because .3 .4$ C37 |
| ：ota／lamidz＝ | ． 54338000 |  |
| ！ota／lan！ $\mathrm{c} z=$ | ． 0.11150 er |  |
| hota／lanlidz＝ | －1661080 | P mean－－ 1 1977：5： |
| ：cta／lam！dz＝ | ．10036523 | monr－ 17.50551 c |
| lota／lamidz：$=$ | 1．n51r1？ | mear：＝7．40n5715 |
| lota／lamidz＝ | ．74747533 | mean－ $1 \sim$ ．njanst |
| ！ota／lan！ciz | ．66177414 | p ncan－ 11.305063 |
| tota／lam！dr－ | ． 5 \％atas： | rean－ 12.30506 |
| ：cta／land d | 1．$\because \cdot 1$－477 | mens：－ |
| l ota／lanidz |  | 5．02n－1．．．343nno |
| 1：0ta／lamldz－ | －．1－3n53 | $\because$ moan：＂．${ }^{\text {c－3na71 }}$ |
| tcta／lamidz－ | ．$-1 \times 5150$ | ＋：On－ |
| leta／lan！da： | 1．5．5015 | mea：－$\therefore$ |
|  | 1． | nee：：－－ |
| ：eta 1 amlda＝ | －$: 50 \cdot 1 \sim 5$ | ricn？ |
| ＇0\％a／1ac：－1z＝ | ．nen－7\％ | mone：－ 1 |
| ＇otn／larshtz＝ | 1．00～5cts | rea：$=$ |
| ：otr．／laz：dz＝ | －19serer |  |
| －ota＇jaml da＝ | 1．ramer | near－ 3.1 |
| ：－i．i．／lar：de＝ | 1．…ar | － |
| lota／lan dre： | －1manar | mos．： |
|  | －－－－＝ | co：r |
| ！¢fa／］ari dz－． | 1．9n：50ns | can＝ |
| leta／lail dz＝ | $1.51 .0 ก 11$ | nean＝ |
| ！cta／laniola＝ | 1．1 ${ }^{\text {n }} 481$ ： | nea：＝＂， |
|  |  | rea－ |
| c：a／lani dze | ．7－7xar | cas：－ |
| cta／lar：dra＝ | 1．ancoeri |  |
| －te／lar－ | ？ |  |
| cinilar：ex＝ | 1．－1ロス．37 |  |
| cta，＇）am tre | ． 1.151 .11 |  |
| ota，laml！z－： | 1．1＂ワ． | rea：＝？．？ |
| cta，lane Mo－ | 1．9．07：3 | $\because$ nea：－ 1 |
| ctastam | 1.1 ¢ 1 ¢ | no．：$=$ |
| c．a／last $18=$ |  | neat：－ |
| －a／la－rl：$=$ | ．15．1－9 | renn－－．1145 |
| o．s last ： 2 － | ． 4 ： 7 － | \％n：．11．5jer |
| cta＇lan＇ z － | 1．191～0： | －cm：＝$\therefore . \therefore 1$ |
| ¢ria／lanl ！a－ | ：．19ア． | －$\times$ ：：－． |
| cia．lane dz：－ | 1．$\because \because=0 \cdot 0$ | ：．ea：$=5.15$ |
| ota，］nmida＝ | 1．17040\％ |  |
| ota／laridz＝ | crener | nos：－ $11.0 \mathrm{Ca}-21$ |
| cta／ramidz：－ | $\therefore 1 \cdot \therefore 1$ | －ca：－ |
| iola／lami．lz： | ．0xsrn $: 7$ | －：ニ：：－ 1 |
| 2ta／lar＇dz＝ | ． 4 －：$\because:$ | ncan： $1:$ |
| ：ota／lan：dz－ | ． 751000.4 | p renal 1 ．， 21 |
| co：a／larn de＝ | － 7 のncato | теса：＝－．5－51－5 |
| $\therefore: 2 /!a=2: 8 z=$ | 1． 715 s | roa：：＝こ．：7Eros |
| ：ota／lar！A：＝ | 1．＂5：${ }^{-1}$ | nca：：7．1－ser |
| －ota／lanl dre | C－8403 | noan－12．45 |
| ：ota／lan＇dr＝ | 1．：37คํ | nean＝ |
| ota／lan： | ．435011：－ | noan＝ 1 ； |
|  |  |  |

TABLE 1 （continucd）

## Best Available Copy

| ／lambdz＝ | ． 14126939 | P mean $=$ |
| :---: | :---: | :---: |
| ：cta／lamidz＝ | ． 17470716 | $\cdots$ no |
| －ota／lan：${ }^{\text {dz }}$＝ | 1． $41 \times 7: 1$ | $\cdots$ |
| Nota／lamicar＝ | ． $4372435^{\circ}$ | $\cdots$ noan－！$-\because 37177$ |
| icta／lanidz＝ | ．mbr4：03 | $\because$ near：$\because \therefore 575348$ |
| ：cta／？ani $\mathrm{l}==$ | － 1 －3374 | $\cdots$ mean $=7.50 y^{-77}$ |
| ；0ta／ianids＝ | 1.1577645 | － |
| Sota／lan＇dz＝ | ． 01637460 | ＊mear＝1－．13563n |
| ＇eta，lari．dz | ． $3: 5 \mathrm{~J}$ 700\％ | p sca：＝ |
| lota／？ambdz＝ | ． |  |
| Cota／amidz＝ | ．0ヶ75！400 | ；moan＝1．444： 51 |
| lota／lami c！$=$ | 1．921：30 | mo |
| bo：a／lar： $\mathrm{dz}^{\text {dz }}$＝ | ．630：50．1r3 |  |
| ！oia／laniudz＝ | 1．140：576 | －$\quad \mathrm{nean}=\mathrm{C} .33 i 112$ |
| lota／lani－dz＝ | ：． 500 －inJ | moan＝ |
| lecta／lamidz＝ | 1．．．201：20 |  |
| tota，！anl $\mathrm{dz}=$ | 1．aripercn |  |
| lota，19risidz＝ | － 5172080 | 5 |
|  | －7ニス：ィッご |  |
| ieta，lani．da＝ | ． 011 crion | $\because$ ncan＝ |
| lota，＇amidz＝ | 1．：111：7C | noan $=4.11$ ：44． |
| botajlam：al：－ | ．7．．12．551 | $\bigcirc$ noa |
| cta，laridaz＝ | 1．1101C： | mean＝ |
| 1－ctasaraidz＝ | ． Ca | －noars＝ 11.00 |
| cta／anide $=$ | ． 5 － 0.9030 | mean＝10．1込 |
| rota | 1.100 .771 |  |
| Fetailanidz＝ |  | mo |
|  | －re： | ：roa：：$=.1$ |
| otc．lame dre | 1．4171：．1． | nean＝ |
|  | ．n 23e43：\％ | mean＝7C． |
| ＇ėa， 1 lan＇ | －r125．5－ | noan＝1＂．7．4． |
| ！ 0 ：a／han＇： | $\therefore 2371350$ | noar |
|  | ．$\because: \times 1$ ：${ }^{\text {\％}}$ | zoan＝ 1 － |
| cta．lan＇de－ | 1．1：5～3゙ | $\because$ moan－ |
| ota，＇lam＇， | ．$\times$ ¢100 | －noan＝！．＂ヶt |
| cota／radat＝ | 1．100e 1 | ncan＝ 7. |
| ＇ota．${ }^{\text {anar＇u！}}$ | ． 3.061 | noan $=1:$ |
| 0ะa／ram＇（\％ | 1．2977：5 | moan＝5，1．5112 |
|  | 1． $2: 30810$ | tucan＝¢0． 7 ここ7 |
| ${ }^{1} 0 \pm a / 1$ ¢na dz $=$ | 1．$-2 n \div 1$ | ํonn＝ $7 \therefore .31$ |
| cota／lamidz＝ | － $\operatorname{sensjas}$ | noan＝ 11.3 ¢ 33 |
|  | 1．$\therefore 5311$ \％ | $\bigcirc$ moan＝ 5.1 |
| ：eta／lanidz＝ | 1．$\because 103 \mathrm{sc}$ | noa：：－ 1 ！ |
| ：cta／lan：dz＝ | ． 2 ercoinis | mean $=11.4$ |
| －ctalar－ | －$\because 37 \square=0$ | －： |
|  | 1．1－ 1 | ． |
| cta／latid | －$\because 604.1 n$ | rean＝¢． 11 |
| icta／ramide＝ | $\because . \because 13 \times 733$ | 35 |
| lota／lanidz＝ | 1．9073＂\％ | $\because$ coan $=7 . \times 557$ |
| $\because$ cia／1asadz＝ | ． 51 l （120： | moan＝15．0104 |
| ！．cta／lan＇ 3 z＝ |  | －oan＝ |
| ！ota／ham！dz＝ | ． 5 cos ${ }^{\text {a }}$ | noan＝ 12.70573 |
| ：0t－． $12 \mathrm{mldz=}$ | 1．204J： 20 | $\because$ noan＝5．735－r57 |
| lota／lari it：$=$ | 1．$\because 45715$ |  |
| lota，${ }^{\text {dar！}}$ ］z＝ | ． 1 ：5c．55 | noan $=34.57171$ |
| lota，${ }^{\text {daras }}$ dz＝ | 1．123：505 | $\because$ noan $=$ 6．06in4？ |
| lotajlamidz＝ | 1． 7 70ccr 1 | noan $=7.0040 \mathrm{c} 1$ |
| ＇ota／lamidz＝ | 1．35：．4487 | moan $=5.505155$ |
| ：eta／lamidz－ | ． $552 \mathrm{C} 511 \%$ | moan＝13．63434 |
| ：a／lam！dz＝ | ． 3 21 Gzer1 | －moan＝ |
| －$\theta$［a／］amldz $=$ | 5004：3！ | mean $=14.750$ |


| TSPARISETT IJ |  | （e） |
| :---: | :---: | :---: |
| bete／lambdz＝ | 1．1174040 | $p$ monn＝6．7056988 |
| $\text { -eta } / \text { ?ani } 1 z=$ | － 15.3576 | nowr－：$\therefore 1=450$ |
| ：cta／1am：17\％ | ．5：55．37； | coan＝ $15.8 \times 1 \mathrm{H}^{4}$ |
| ：oia／lan！c！r＝ | $\therefore 150$ | $\cdots \mathrm{n}$ |
| cota／1ane proz | $\cdots 1 \times \cdots$ | －mas：－ 11.0 － 1 |
| －ota．＇Aam＊！a－＊ | ． 28031 il | ก |
| ＇nia．${ }^{\text {can：}}$ ，！－－ | $1 . \therefore 1$ | noan＝ $6 . .41$ ．．． |
| ：ciaflar：dz＝ |  |  |
| ：o：a，1ax：！z： | ． $7 \times 9 .$. | － $1 \times .4 .18$ |
|  | 1．．1－15 | $\therefore$ |
|  | $1 . \therefore 121 \%$ | $\because$ |
| －csa，〕 ariv re＝ | 1．③！ | non：n－ |
|  | $\therefore$ ¢ | \％02． 1 － |
| ：oina， |  |  |
|  |  | ¢．09：： |
|  | － 41 | ‥0：．1 $=$－ |
|  | －－ | nom：： |
| －otathan dz－ | －．．．${ }^{\text {a }}$ | ： |
|  | 吅：${ }^{\text {a }}$ | ：oa：－－－－ |
| －※¢ | 1. | ：$\times 1 \times 7 \times$ |
| －0．2，－\％：$:=$ | 1．：．＂ |  |
| ！cte＇tn！dra＝ | 1．3：7177 | แฺล： 6 － 11 － |
|  |  | ncas－- |
|  | 1．855．1 | こロ： |
|  | $1.45 \% 1$ | ＊ッチ＂$=\because .1$ is • 1 |
|  | ，$\therefore$ ： 5 ：5\％ | －Encz：11．：7 |
|  | ，$\because: .6 \square^{-n}$ | ．ra： |
|  | $\therefore \cdots 1$ | － |
|  | － 7 | roa：： 1 |
|  | ：．．． $7 \cdots$ | mos：－ |
|  | 1．17＂${ }^{\prime}$ ？ | －rai＊－ |
|  | －$\because \because=$ | nat． |
|  | 1. |  |
| －ota，$\times$－ | 1．$\because$ \％ |  |
|  | －${ }^{1} 17 \cdot \cdots$ | rnare－ |
|  | 1．75 | Cas－¢or |
| －＊－＂$\quad$－ | 1．1 ${ }^{\prime}$ ： | rat＝ |
| ー：sツ：$\because$ | －．nj： 1 | $1: 3$ |
| ：，3．1．．$\therefore:=$ | ．$\because \because \because 1$ | \％onc．．$\because .$. |
|  | $1.111 \cdot 1$ | ：4 ละ－！＂！ |
| ¢ 2 ＇ヵ：$\because$－ | ．$\therefore$－ | ：¢ п．，－！－－ |
|  | 1．1 ． 1.1 | ：$\because$ ： P |
|  | 1．1：3．7： | mrar＝$\vdots$. |
| $\therefore \therefore$＇$\therefore$＇$\because=$ | －$\because: 1 \%$ | Eno： |
| －＊＊，＇л： | $1 . \because 1 \quad \because$ |  |
|  | 5－5．．．） | ． 1 |
|  | ． 8.7 \％ | 1．08： |
|  | － $50 \%$ \＆ | ：$\times$ ¢．．． |
| －$\because$ ara゙ $\because$－ | \％ | ：゙ロa－－．－－ |
|  | 1．$\because: 3:$ | －08： |
| ．．．：$=$ | 1. | ：$: 3.1 \mathrm{i}$ |
| $\therefore \therefore . .1$＇：$\square^{\prime} \times \cdots$ | 4． | －203： |
|  | 1．．0． | 12．．${ }^{\text {ce }}$ |
| $\because{ }^{\circ}$ | －•．． | ， |
|  | 1．．．．＇ |  |
|  |  | Tri＝$\therefore$－ 0 |
| $\because 6$ |  | 7. |
| せ＂：＂a， | －－－－． |  |
| ciarlast 18\％ | $\square^{+} 4^{-r a n}$ | nozr－1．：．．．． |
|  | 1．4457rc＊ | moan－\％ |
| ：oia＇lau：＇r！＝ | 1．37－7ก玉1 | 1.0 |
| －ota／lav：＇ta： | 1．151： 54 | noan $=\therefore$－ |
| c allamy $10=$ | ． 2.47505 | moan－ $1^{\text {m }}$ |



| bete／lambdz＝ | ． 30063233 | P mean $=25.087059$ |
| :---: | :---: | :---: |
| l：ota／lambdz＝ | ． 27749743 | －mean＝E．5554312 |
| －ata／lanhiz＝ | ．6954c310 | $\because$ moan $=1 r$ |
| ！ota／las： $\mathrm{l}^{\text {¢ }}$ | ． 71 －2515 | mean $=10.552 .703$ |
| lota／lami dz＝ | ．r．720621 | meant 0.601 .71 ！ |
| rota／lan dz $=$ | ． 5 SASC430 |  |
| ！ota，lar．＇dz＝ | ． 711001 ！ |  |
| lcta／lari ${ }^{\text {d }}=$ | $\therefore$ atireas | mean＝7， 7.10505 |
| 10ta／lanicriz＝ | ． 6970.958 | noar：$=11.6$－ 73 ？ |
| ：eta．1atic： $\mathrm{l}=$ | － | mon＂： 1 ．－mes |
| 1．eta／lamiclare | 1．947173 | moa：1＝7： 40.047 |
| ： 0 ta／7 arimiar | ． 7 mon $1^{\text {a }}$ |  |
| ：0¢a／rar： 17 ra | 1．nn－nes！ | 0a11＝ 7.12 20 |
| Hota／lani dz＝ | 1．7rerat？ | nean－ $4.1 \pm 1396$ |
|  | ． 611245 | noan＝ 1 ・ヘ～＂12¢ |
| fotu／？a：：، $=$ | 1．n7＂50 | noan $=6$ ． |
| ：ctin＇as． 1 ：$=$ |  | moan＝5． 5.34543 |
| 1．912．＇antidz＝ |  | C．45553 |
| ：Pra／latidu＝ | 1．51：5m－ | \％oant－4．ここ75520 |
| －no 1 at dr＝ | －rctinc： | anar－ |
| ：cmosant le＝ | ．7ヶ103．\％ | an＝ $1 \times 3 \pm 1$ |
|  |  | can－10． $0^{-2} 75$ |
| ：t6，＇lars le＝ | 1．＂2511＂5 | mea！＝$\quad \mathrm{P}$ ． 15 |
| $\because$ nce． 1 ani dz＝ | ．Senerl |  |
|  | 1．11－rces |  |
|  | ．$\because 14 \mathrm{cmCr}$ | noan＝ 0 － |
| bnta Matadz＝ | ．50．4127：17 | moan $=10.3645$ |
| ；ota lat：d！＝ | ． 07 crera | moan＝11．～－5712 |
| －Mtarar：dz＝ | －rsseners | nean－ $11 . \cdots$ ！ |
|  | 1．171150： | r．car：： 0817 |
| －1．0 0 Mati dz＝ | －rcsen－j | proan＝－C＇7：cti |
|  | 1．359625 | －recan＝－5．：1こえら1， |
| ＇ot．／latidz＝ | ．5840¢630 | ：mear－ 1 ．irisun |
|  | 1． |  |
|  | 1．～ヶ\％7n |  |
| $\because$－ta ！at．edz＝ | ． $6 \times-0004$ | nomn－1．．－95343 |
| －：成の，tu＝ |  | ：102：：－｀． ：7＂ |
|  | 1． 1 118： | men：：－－．－2：145 |
| n：0年art dz＝ | ．－2111：7\％ | пеа：．$=.7 \times 4130$ |
| $\therefore$－$\quad 13 \times \mathrm{C}=$ | 1．-10 |  |
|  | ．$\because=5 \cdots 1$ | Ron＂：．$\therefore$ ：$:$ ：＂ |
| ca／baus dz： | ．$-\times \mathrm{cos}$ |  |
|  | ． $6 \times \cdots$ | men：：： 11.04 ¢「77 |
| sia／factuz＝ |  |  |
| n．nitant dz＝ | $1.10 \% \%$ | men－：${ }^{\text {a }}$－2712 |
| －a 0 － |  |  |
| －${ }^{\text {lar：}} \mathrm{d}$ ：$=$ | 1 | $\therefore \therefore \mathrm{a}=1 \therefore 74550$ |
| －A，\％as：dz＝ | 1． $1^{\text {a－1．：}}$ |  |
| $\because 1 \mathrm{ar}$ dz＝ | －$\times 1$ aren | mon：＝－60．435 |
| $\cdots a ;$ anl $d=$ | ．－scejoss | ：care ： 1.154755 |
| －vaclat dre | 1．$\because 7 \mathrm{7}$ ？re1 | nea：＝ $3.15 \mathrm{~T}^{\prime \prime} 72$ |
| －©－Tand dz： | －4eras？ | ncas：－7． |
| －cialar：dz＝ | －ran：o | rosn－ 1 ＇．${ }^{\text {crajc }}$ |
|  |  | rea：－－． 2111154 |
| intarnaridu＝ | 1．-718 Br | mean－ $2.7740: 708$ |
| 1くtaflas：d＝ | $\therefore 777773$ | roa：：－． 4 5a0． |
| 10：n／1a：${ }^{\prime}$ dz ${ }^{\text {a }}$ | 1.092101 | 10en＂，7．315：575 |
| c！a／lan！dz： | 1．77000．15 | near－ $4, \cdots 12010$ |
| lota／lantid：$=$ | 1． 3.54440 | noan $=5.3570450$ |
| luta／lami $1 z=$ | ． 2.713704 | noan＝！． 7500334 |
| l．ota／lanlidz＝ | ． 4 30：96n： | mon：n－ 1 c．ersilus |
| t．ota／larid dz＝ | ． 10163147 | $\because$ noan $=10.033050$ |
| l：eta／lamldz＝ | － 14060 ns | noan $=$ e．2？355 |

EXPCRIMENT II
beta／lenbdz＝ 1，0 $1 a / 1 a m \cdot d z=$ ：ota／arnl：tz＝ lota／＾en＇dzé iota／lari disi＝
 －otaノJaii c：z＝ －oinhar $:=$
 －a：a／lai it＝ ：ona／aat！！z＝ ＇cin，＂am＇de：－

 ：cia，lametre －ois，lan！c？＝ －via，lar：diz－

 ！cta，- ：！：＝ leta，1ar：dz＝ －vialation ：cia／2e：．idu－ ictar： but．$\therefore==$
bia：
 ©a，2ax－m： costan ：：＝ c．a ！ar：d：－


 －cぃa： $2:=$ 0．a：： 0 ：：：$:-$ Ca／tar：d：：＝
ca／ian：$:=$




 G－Ma：．$!:=$

 －2，ans 4
 ＇cta／lan：l！－ oia／lam：！ $\mathrm{r}=$

| ． 68586293 | $p$ mean $=10.962646$ |
| :---: | :---: |
| －6：453 310 | $\because$ noan $=$ ！： 0.045469 |
| －77n¢56： | neatr＝．7－1：910 |
| 1．$-77 \times 157$ |  |
| $\because \because$ |  |
| 1.7634007 | $\therefore$ nea：－A．$\because$ ．．． 75 |
| 1．wnoner | moa．－－7： |
| 1．1\％ก\％ 7 \％ | пох：：－．$冖$ |
| 1.1 | －nca：＝－ $10: 757$ |
| －aincı | $\because$ поап： 1 ¢ 1 ？ |
| $\therefore 90153$ | $\cdots$ mea：＝．$\because$ ， |
| －．．． 1 1．55 |  |
| $\therefore 1.133 \%$ | mean＝ $0 \therefore 15$ |
| ． | ，noze＝ $1 \therefore .0$ ， |
| 1．17：r－： | ․xnen： $6.0 .753 \times 1$ |
| ． 1 sercos | mona＝．$\because: 5055$ |
| － 5.57577 |  |
| ． 5 ¢0－53：5 |  |
|  |  |
| ． 25504345 | $0-0 a n=1 \cdot .350 \sim 20$ |
| ．$\because 5.0 \cdots$ |  |
| ． $55: 7452$ | r mean＝ 1 ．$\because 6 \cdot \mathrm{r}$ |
| －1：1：177 | 1 rear 1 ． $130 \leq 5$ |
| $\because 770 \%$ | －Lent：$\because \because$ ？ |
| 1．1513．4． | $\because$ moar＝ |
| ． $7 \times 47^{*} 9$ | $\because \operatorname{moc} n-1 . \because ミ 31$ |
| ． $7: 18 . \cdots$ | $\because$ near－$\because \therefore 30 r 7$ |
| $1.6 \% 157$ | －r－－－－－ |
| 1．．゙いごい | 1．ear＝ |
| 1．$\because$ ： 1 | －ann－－ 7 ¢ |
| 1．05c3～n． | $\therefore$ moz：－$\therefore$－ 514 |
| －127007． |  |
| 1．：ゴーロー： | $\because$ mon－－ $1 \times \cdots$－ |
| $\therefore \therefore$ achloi | ven－$\because \cdot 17$ |
| 1． | $\because$ tea：： |
| ．$-2: 50$ | ：onr．－-Saj 7 |
|  | ㅈ．n：－1 ．-6050 |
| ．${ }^{\text {arasom }}$ | ：uan：1＂1753 |
| ． 71 1．\％ | －\％． |
| 1．0．1．11－9． | \％oa！：－$\square^{*}$ |
| ．．． $7 \times 5{ }^{\circ}$ |  |
| ．\％－2－2 |  |
| ． 7 7．70 | muer－．$\because$ rent |
| － $25^{-r} 1$ | пea：－7． －$^{\text {－}}$ |
| ．$\because$－3： |  |
| ． 1.17578 | roa：－ 11.1 ，${ }^{\text {a }}$ |
|  |  |
| 1． $1: \%$ | －0¢： |
| ． 0 ¢ | ：．ean－11． $111{ }^{\text {a }}$ |
| ． $7 \times 3$ | －ロッ：．－，－ |
| ． 478 | roas：1．7575 |
| ．：$: \times 1$ | ：¢а：：－1 ．．7．．． |
| 1．．．．． 1 |  |
| 1．$\because \because: \%$ | ：cz：－：${ }^{\text {a }}$ |
| i ．．n． $3 .:$ ： |  |
| \％． $1: 3$ |  |
| ． $1: \%$ \％ |  |
|  | ：6n－： |
| ．75：5：1 | －oar－－ |
| $\cdots$－nを？3＂ |  |
| ．．．－－－ | ：ca－1 0 － |
| $1.1{ }^{-1} \ldots$ | noan－．x．j．：rs |
| ．1＂7： | －：a：：＝ 7 | TABLE 1 （．ontimucd）


| $\cdots$－．：mon moner |
| :---: |


| ．．． | saman． 1 | $\because$ |  |
| :---: | :---: | :---: | :---: |
| － | $\because: 15.0$ | ．$\because$ |  |
| $\cdots$ | ここご： | $\therefore 7$ |  |
| ；$\because$ ： | 1．－1．． | $\because .1$ |  |
| 1－5：\％ | 163． | $\therefore \times$ |  |
| $1 \therefore 8$ | 1．9．\％．7 | ． 1 |  |
| $1 \therefore 7$ | 1257： | $\cdots$ |  |
| $1 \cdots$ | 1． | 1. | I |
| $\because$ | $\because$ | 1 |  |
| \％ | $\cdots$ | $\cdots$ |  |
| － | \％irs | $\because \because$ |  |
| － | $\therefore \therefore$ | $\cdots 1$ |  |
| $\cdots$ | $\cdots$ | 1.7 |  |
| $\therefore 1:$ | \＆13．． 1 | － |  |
| －：． | ．7：． |  |  |
| $\cdots$ | 56.6 | ． 1 |  |
| － | \％－．． | $\therefore$ ； |  |
| $\because$ |  | $\because$ |  |
| $\therefore$ | $\therefore: \because$. | －．＂． |  |
|  | $\cdots$ | 1. |  |
| 1 ${ }^{\text {a }}$ | $\cdots 1$. | 1.7 |  |
| $1 \because$ | $1 \because \because$ | 1.1 |  |
| 1． | 13. | ：． |  |
| 130 | $1: \%$ | $\therefore$ ： |  |
| 1：シ． |  | $\therefore \mathrm{B}$ |  |
| $1 \cdots$ | 11. | 1．＂ |  |
| 11：－ | $1 \cdots$. | $\therefore \because$ |  |
| $1:$ | $\therefore .7$ | $\bullet$ • |  |
| $\cdots$ | ．-1. | ．$\because$ |  |
| $\cdots$ | $\cdots$ | 1.1 |  |
| 17 | $\because$ | $1 \cdots$ |  |
| 71 | $7 \times$ | $\because$ |  |
| 7． | $\because \cdot 1$ | ．$\quad 1$ |  |
| $\cdots$ | ：．．． | ． |  |
| $\cdots:$ | こ\％： | 3. |  |
|  | 3.3 ． | ？．： |  |
| ： | $\because .7$ | $\because 1$ |  |
| \％ | $\therefore \because$ | $\therefore .7$ |  |
| $\because$ | $\because \cdot$ ． | ．- |  |
| $\therefore:$ | $\therefore: 5$ | ． 1 |  |
| － | ： 2.7 |  |  |
| $\cdots$ | $\cdots$ | － |  |
| ． 1 | ． | ．$:$ |  |
| $: 1$ |  | $\therefore$ |  |
| $\cdots$ | －1． | $\therefore$ ． |  |
| 7 | 2． 1 | 1. |  |

EXPERIMENT II (j)


## rexithiment II (k)


$-1$
rucr

$-1-$

## Best Available Copy

TAMLE: $2($ contimucd $)$

## EMPERDTEMT III

No．of repetitions $=$ 1000
$a=.250000001=\quad .13333330$


| －－ | 1 | 136 | 122.9 | 1.39 |
| :---: | :---: | :---: | :---: | :---: |
| $1-$ | 2 | 103 | 1.4 .0 | U． 32 |
| 2－ | 3 | ？ | ¢． 5 | 2.12 |
| 5－ | 4 | 5 | 76.9 | 2.24 |
| $4-$ | 5 | 51 | GC． 4 | 3.56 |
| 5－ | 6 | 70 | 57.5 | 2.71 |
| 6－ | 7 | 4？ | 5：． 1 | －in |
| 7－ | $\div$ | 42 | 43.7 | ． 7 |
| $\cdots$ | s | 3 － | 3 C .3 | $\therefore 1$. |
| －－ | 1. | 3 | 33.7 | ． 41 |
| $1-$ | 11 | 24 | 20．＾ | 1.11 |
| $11-$ | 12 | 31 | 26.3 | $\because,-2$ |
| 12－ | 15 | 25 | 23.4 | .11 |
| 13－ | 14 | 14 | 2.0 | 2.23 |
| 11－ | 15 | 1. | 1.0 | ． 2 |
| 15－ | 10 | 14 | 1 C .6 | 1.41 |
| 10－ | 17 | 2 | 14.9 | 1.74 |
| 17－ | 1： | 11 | 13.1 | ． 43 |
| 1 r | 15 | 14 | 12.1 | $\cdots .31$ |
| 10－ | 2： | 11 | $1: .9$ | $\because 8$ |
| $\underline{-}$ | 21 | 3 | 0.0 | 4．7＂ |
| 21－ | 23 | 11 | 9 |  |
| 22－ | 23 | ： | $\cdots 1$ | 2.6 |
| 23－ | 24 | 7 | －． 4 | $\therefore .52$ |
| 2A－ | 25 | 4 | 0.7 | 1.11 |
| 25－ | 20 | 5 | 6.2 | ． 23 |
| － | 27 | 2 | 2．c | 2.51 |
| こ－ | － | $\bigcirc$ | 3.2 | S． 14 |
| こ． | ar |  | 4．－ | 2.35 |
| ？n－ | \％ | 2 | 4.2 | 1．27 |
| $\cdots$－ | ＝ | $\because$ | 4. | $1 . \because$ |
| $31-$ | 3.0 | 4 | 2．5 | $\because \cdot 3$ |
| 32－ | 32 | 1 | 3.4 | ． 11 |
| 23－ | 34 |  | 2.1 | .11 |
| 84－ | 35 | 3 | 2.6 | $\therefore$ |
| ご－ | 50 | $\pm$ | 2．－ | .1 |
| ：－ | 37 | 2 | 8.5 | ． 1 |
| ここ－ | ？ | 1 | 2.3 | ． 75 |
| 3 － | $\because$ | 3 | 2.1 | ． 34 |
| E－ | 4 | 2 | 2. | － |
| 4 － | 41 | 1 | 1．2 | ． 1 |
| 41 | 4.7 | ： | 1.7 | $\therefore$ |
| 8－ | 43 | $\therefore$ | 1.6 | ． |
| 45－ | 4.4 |  | 1.5 | 1.51 |
| 4A－ | 45 |  | 1.1 | 1.11 |
| 43－ | 40 | 2 | 1.2 | ． 55 |
| 4：－ | $4:$ | 1 | $1 . ?$ | ． 5 |
| 4：－ | ． | 2 | $1 . ?$ | ．c1 |
| 1 － | 4 |  | 1.1 | 1．$:$ |
| 4 － | 3. | 1 | 1. | － |
| vor |  |  |  |  |


$\because A B L E+$


```
    . 10000000
mean of firnt int= :".1161853moan of tenth int= r.6574202
sd of first int= \cdots.7"A1161gd of tenth int= 0.02n5430
prod= SO.14141C
corr,-ouff.= .172r24:5
t= .? 涼.
noan of first int= 1, IS.CC45inan of +anial int= 0.9224272
sd of first int= 14,17745jad nf tonth int= 13.115371
prod= 142.5J007
corr.coe:'.= .22073:229
```



```
moan of first int= 1.0.50C1.oan of tenth inte 11.401051
su of firat int= 1C.31315ed of tenth int= 17.73714C
prod= 220.302e9
corr.coeff,= .30.30.)6C4
a= .4%%jujno
mean of firgt int= 14.1.an71mon: of tonth int= 11.20.104
```



```
prod= 714.".237:?
corr.cou!s.= ..sc7c's © 
n= .5......:
moan s:Pirat int= 1N.4: smoon or tontli int= 14.013.71
sd of first int= 2n.N 4.5ant of tonth int= 24.4 <3T3
prod= 3nc.1r.3.%
corr,nooff. = .genm15:2
a= ,O
yoan of first int= a1.3"ju%1moan of tonth int= 2.0..1%
Ed of "irat int= 75.435%7"md of tonth int= 1.23.313r
prod= 3360. '740
corr,noof%== .#5212171
a= .7!?.!
moan of first int= 2.esG"igoan of tonth int= ma,AMc\pi\Omega2
od of first int= 1.131000sd of tenth int= 72.730':7
prot= 331 . C72
Corrocoeff.= .17%43 \:3
a= .".):.!!;
moan or first int= 2.0.3!7momn of tonth int= 2-35:701
ad of first int= 1:37.4.57)nd of tontl int= 112.53274
pred= 7147.lerr
corr.cooff.= .4 73: 5.
a=
roan offirat int= G., 7214meat of tunth int= 37."yucoz
sd of firat int= G;'Ga72ad or tont: fnt= 104."53:7
prod= FCE44.1.31
ocrr,coolf:= . T1:0.5%
```


$=1.10000000 \quad 1=10.000000$

$a=\quad .30000000 \quad 1=10.000000$
$0 \quad 0.32 ?$
$1 \quad "!r_{4}$
$\begin{array}{ll}\because & r: 4 c \\ \because & 1 . \therefore 3\end{array}$
$1 \therefore \therefore 9$
$\therefore \therefore 29$
$\therefore 7 r s$
2.".37
こ. 3:.
$4.1: 7$
$4.7 \cong 2$
$4.7: 9$
5.3.7
$5.41 ?$
r.cn
$\therefore \therefore .51$
$\therefore 78$
$\therefore .78$
$=10.000000$

,

Best Available

| $a=$ | ． $70000000 \quad 1=$ |  | 10.000000 | 56 | 2.921 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0.014 |  |  |  |
|  | 1 | $\bigcirc \cdot 1$ |  | 57 | \％．n¢ |
|  | こ | $\therefore \times 17$ |  | 5 | a．ron |
|  | 3 | －1．0 |  | $5!$ | 3.771 |
|  | 4 | ¢． 150 |  | Gr | 2．15＂ |
|  | 5 | C．Erer |  | C1 | $3.10 r$ |
|  | E | ¢．non |  | c： | 2 Cr |
|  | 7 | $0.51{ }^{-1}$ |  | $3:$ | 2．$=14$ |
|  | － | $\bigcirc .0 \times 8$ |  | 3 | \％．35．C |
|  | $!$ | r．155 |  | O8 | 2.503 |
|  | $1{ }^{\circ}$ | －．475 |  | 00 | 2.315 |
|  | 11 | －．35\％ |  | 67 | S． 5 \％ |
|  | $1:$ | c． 5 \％ 7 |  | － | 3．635 |
|  | 1. | $\cdots$ | ！ | \％ | \％．ic： |
|  | 1： | 「．7＂ |  | －r | 3.76 |
|  | 15 | $\cdots$ |  | 71 | $\bigcirc .775$ |
|  | 1 ： | $\because: 17$ |  | － | $\because \cdots$ |
|  | 17 | ค． n ¢ |  | ？ | $\therefore{ }^{-1}$ |
|  | $1{ }^{-}$ |  |  | $\square$ | こ．ご |
|  | 1 ！ | $\because 1 \times$ |  | 7 | ㅈ․ |
|  | \％ |  |  | － | $\therefore$ |
|  | 21 | r．r3 |  | $7 \%$ | $\therefore \therefore=1$ |
|  | $\because$ | 1．15 |  | 7 | $\therefore \because$ |
|  | 3 | 1.05 |  | ？ | $\because$ |
|  | 2. | $1.1 \%$ |  | 0 | 4.31 |
|  | $\because$ | $1 . \therefore 1$ |  | 1 | \＆．15＂ |
|  | ： | 1．215 |  | $\because$ | 4．85 |
|  | $\because$ | 1．${ }^{\prime \prime}$ |  | 3 | 1.415 |
|  | $\because$ | 1． 2.41 |  | $\therefore$ | ：45\％ |
|  | $\because$ | $1 . .377$ |  | $\bigcirc$ | 4.4 |
|  | 3 r | 1．：90 |  | ＂？ | $\therefore$－3n |
|  | $\bigcirc 1$ | 1．9：1 |  | －7 | 1．35n |
|  | $\because$ | 1．81＂ |  | $\cdots$ | $\therefore{ }^{4}$ |
|  | 20 | 1.87 |  | $\because$ | 48 |
|  | $\because$ | 1．7． |  | $\cdots$ | $\therefore-11$ |
|  | 25 | 1.767 |  | ¢1 | 4.70 |
|  | － | 1．．17 |  | n？ | 4． 50 |
|  | $\because$ | $1 .-14$ |  | ！ | $\therefore \because$ |
|  | 5 | 1．ここ： |  | $\cdots$ | 4． |
|  | $3{ }^{-}$ | 1．ar |  | ${ }^{5}$ | 4.90 |
|  | 4 | $\therefore . \therefore .1$ |  | － | 5.075 |
|  | $\therefore 1$ | $\because \sim$ |  | $\because$ | 3． 10 |
|  | c： | ¢．3n： |  | － | －． $1 \times$ |
|  | 43 | $\therefore \therefore$ |  | ＇$!$ | 5.174 |
|  | $\because$ | ．-9 |  |  |  |
|  | 45 | 2.507 |  |  |  |
|  | $4{ }^{\circ}$ | $\cdots{ }^{\circ} \mathrm{r}$ |  |  |  |
|  | 4 | ．$\times$ |  |  |  |
|  | $4{ }^{-}$ | $\because$ |  |  |  |
|  | ： | ． 751 |  |  |  |
|  | $\therefore$ | $\because .7 \bigcirc 1$ |  |  |  |
|  | 31 | 2．？？ |  |  |  |
|  | 3： | －． 6 |  |  |  |
|  | 33 | 3.85 |  |  |  |
|  | 54 | －．0＂4 |  |  |  |
|  | 35 | 20ヶ1\％ |  |  |  |

Best Available Copy
TABLE 5 （continued）

| $3=$ | 1.1 | 0000 | $1=$ | 10.000000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0.114 |  |  | 51 | 16.205 |
|  | 1 | $\bigcirc .17 \%$ |  |  | ご | 19.95 |
|  | 2 | $\bigcirc .17$ |  |  | 5.3 | 17.278 |
|  | 0 | $\because \mathrm{O}$ |  |  | 3： | 17．0c： |
|  | ： | r． $51 \%$ |  |  | 53 | 1 － 6 |
|  | 5 | $\bigcirc .50 \%$ |  |  | 3 | 1 －7\％ |
|  | 5 | 0.745 |  |  | 5 | －． 1 |
|  | 7 | $\cdots$ |  |  | ご | 1 1．．．n＇ |
|  | － | $\because \bigcirc$ |  |  | 5 | 1！．65？ |
|  | － | $\because 1^{-}$ |  |  | or | Tr．ate |
|  | 15 | 1． 40 |  |  | $\therefore 1$ | $\cdots$ |
|  | 11 | －．14－3 |  |  | $\because$ | ：1．i． 7 |
|  | 15 |  |  |  | $0:$ | ：1．7． |
|  | $1:$ | ars |  |  | 01 | 1．75 |
|  | 14 | 2．1： |  |  | $\cdots$ | i．${ }^{\circ}$ |
|  | 15 |  |  |  | $\cdots$ | 1．-2 |
|  | $1{ }^{\circ}$ | $\therefore 1$ |  |  | $\because$ |  |
|  | $1:$ | i．1．7 |  |  | $\because$ | $\cdots$ |
|  | $1{ }^{-1}$ | $\cdot \cdot \cdot$ |  |  | $\because$ | －․ㅜ |
|  | 1 | 4.501 |  |  | $7{ }^{\text {7 }}$ | ．${ }^{\circ}$ |
|  | $\because$ | ：． |  |  | 71 | $\therefore \quad \because$ |
|  | 81 | $\therefore .8 \times 1$ |  |  | $\cdots$ | $\therefore \square$ |
|  | $\cdots$ | B．1－ |  |  | T | － |
|  | $\because$ | ミ．ここ： |  |  | －： | $\because \because$ |
|  | $\therefore$ | －－－ |  |  | $\cdots$ | $\therefore$ |
|  | $\therefore$ | $\bigcirc ?$ | ． |  | － | ：．$-:$ |
|  | $\therefore$ | $\bigcirc$ |  |  | 7 |  |
|  | ．． | －．71 |  |  | $\div$ | ＊． |
|  | ？ | －． |  |  | － | $\because \because$ |
|  | － | ．1： |  |  | ： | $\cdots \therefore$ |
|  | ． 1 | ． 1 |  |  |  | $\because \because$ |
|  | $\because$ | ． 0 |  |  | $\therefore$ | ．．．．7． |
|  | $\therefore$ | $\because \because$ |  |  | $\cdots$ | $\cdots$ |
|  | $\because$ | ． 73. |  |  | $\because$ | ：-5 |
|  | $\because$ | ．n？ |  |  | $\sim$ | $\cdots$ |
|  | $\rightarrow$ ： | $\therefore$ ： |  |  | －－ | ○＇${ }^{\prime \prime}$ |
|  | $\because 7$ | $\cdots$ |  |  |  | －． 13. |
|  | \％ | ：．$\because 1$ |  |  | $\because$ | $\cdots$ |
|  | $\because$ | 1． 5.5 |  |  | － | － |
|  | $\because$ | 11． 55 |  |  | $\cdots$ | $\therefore .17$ |
|  | $\therefore 1$ | ： $1 . \cdots \mathrm{r}$ |  |  | $\because$ | ！．．${ }^{\text {a }}$ |
|  | 4 | 1 ． |  |  | $\because$ | $\cdots \mathrm{r} . \therefore$ |
|  | 4 | $1 \times .1$ r |  |  | $\cdots$ | $\cdots$ |
|  | ： | $1 \therefore \therefore$ |  |  | － | $\cdots \mathrm{ra}$ |
|  | ： | 1.1 |  |  |  | －． 1 － |
|  | ： | 1 $\because .7 \times$ |  |  | － | －． 1 ： |
|  | ：－ | 1：． |  |  | － | $\therefore .10$ |
|  | ； | 1： $3:$ |  |  | $\cdots$ | \％$\quad \cdots$ |
|  | $\therefore$ | i .5 ？ |  |  |  |  |
|  | － | 1－5： |  |  |  |  |

EXPERIMENT V
(i)

## $2=1.3000000 \quad 1=10.000000$




# COMPUTATIONAL CONSIDERATIONS IN 

MULTIPLE LINEAR REGRESSION

Harold J. Breaux<br>U. S. Army Ballistic Research Laboratories<br>Aberdeen Proving Ground, Maryland

## INTRODUCTION

The statistical theury concerned with multiple linear regression and simple, partial and multiple correlation is highly developed and has been one of the most useful tools of analysis provided by statistics. The widespread availability of modern high speed computing machinery makes practical the solution of many regression problems which beforehand might not have been attempted due to the inherent computational difficulties. High speed computing machinery enhances the value of multiple linear regression by removing the computational drudgery and making possible more eophisticated procedures of analysis. Despite the tremendous speed and computing capabilities of modern computers, much can be gained by the skillful design of computer programs designed to solve the normal equations and provide the associated statistical data for estimating significance of variables and prediction intervals. The computational labor associated with multiple linear regression arises in the formation and solution of the normal equations. Efficient algorithms for solving the normal equations are described in the commonly used texts of statistics and numerical analysis, however, only recently has any widespread effort been made to fully take adrantage of the capabilities of computers for doing "exploratory" type regression computations. In problems where many variablea are involved the analyst may have only intuitive suspicion regarding those variables which are significant. When this is true it is desirable to define a "candidate" linearmodel which includes all the variables which are conceivably significant. The exploratory experiment then would consist of entering this candidate model and. the appropriate available data to a computer program specifically designed to analyse this model, and output a reduced model containing only significant variables.

One way to design such a program is to have it obtain the solution to all the "sui-set" models that can be formed from the collection of variables in the candidate and choose the one which bcst meets the significance criteria.

[^3]If this model contains $N$ variables there are $2^{i v}-1$ sub-set models. This method is made practical for as many as ? 0 variables by a "binary algorithm" decribed by Lotto [1], 1951, and Garside [2], 1965. This binary algorithm defines the optimurn path of elimination so that the Gauss-Jordan algorithm goes through the fewest recursions when generating the $2^{N}-1$ solutions. The method has the advantage of being always able to identify the "optimum model". For the purpose of this paper the optimum model is defined as that model containing only variables which are statistically significant at a chosen level of significance and which has the minimum variance of residuals among the sub-models that have all terms significant at that level.

The scope of some regression problems is such, however, that more than twenty variables are required in the candidate model. Such a problem is one described by the author in BRI Report No. 1348*, "The Computation of Firing Tables for Guided Missiles", [3]. In this problem it is desirable to define a candidate model containing 100 or more terms. A very practical solution was obtained using "Stepwise Multiple Linear Regression'. The program was patterned after the computational scheme described by M. A. Fifroymson [4] and is documented in BKL Report No. 1330 [5]. For documentation of similar type programs see References [6], [7] and [8].

Stepwise Multiole Regression takes advantage of the fact that the Gauss-Jordan algorithm, when used to solve the normal equations with N variables, yields intermediate solutions to N regression problems containing respectively $1,2, \ldots$ and $N$ variables. The procedure advances in stages. In the "forward" version the variable which enters into the regression is the one which at that stage results in the greatest reduction in the sum of squares of residuals. The power of the procedure is further enhanced by removing variables at later stages that may have become insignificant. The decision to add or remove variables is made by use of " $t$ " on' " $f$ " tests of significance. The procedurc advances until an equilbrium point is reached where no significant reduction in the sum of squares of residuals is to be gained by adding variables into the regression and where a significant increase arises if a variable is removed. The "backward" version of the procedure begins with all variables in regression and proceeds in the opposite direction to achieve the equiiibrium stage. The relative advantage and disadvantages of the two procedures is dependent upon the application however, it seems desirable for a well designed computer program to contain a capability for ooth.

[^4]
## MATHEMATICAL BASIS OF THE ST FPPWTSF

## REGRESSION

The mathematical basis of the stepwise regression is that the transformation rules of the Gauss-Tordan algorithm correspond to recurrence relations that exist between covariances of residuals, regression coefficients, and inverse elements of partitions of the covariance matrix. These relations are conveniently expressed by taking advantag. of Yule's notation [9]. In this notation the regression equation is written in the form

$$
\begin{align*}
x_{n}=b_{n 1.23 \ldots n-:} x_{1} & +b_{n 2.13 \ldots n-1} x_{2}+\ldots . \\
& +b_{n, n-1.12 \ldots n-2} x_{n-i} \tag{1}
\end{align*}
$$

The first subscript of $b$ is that corresponding to the dependent variable $X$, the second subscript corresponds to the independent rariable attrached to the regression coefficient. These two subscriyts are called the primary subscripts. The remaining subscripts on the right of the period are those of the remaining independent variables and are called secondary subscripts. For a particular observation equation (1) takes the form

$$
\begin{equation*}
x_{j n}=b_{1} x_{j 1}+b_{2} x_{j 2}+\ldots+b_{n-1} x_{j, n-1}+e_{j} \tag{2}
\end{equation*}
$$

$e_{j}$ is a residual and is the difforence between the predicted value and the observed value of $X_{n}{ }^{*}$. In Yule's notation the residuals are denoted as $X_{n}$. 12... $n-1$, Since regrossions containing fewer than the ( $n-1$ ) independent variables are of interest it is convenient to introduce the notation

$$
\begin{equation*}
q=1,2, \ldots(i-1),(k+1), \ldots p \tag{3}
\end{equation*}
$$

Note that $q$ is a set of subscripts containing the digits 1 through $p$, excluding $i$, $j$, and $k$. Furthermore $q$ is a sub-set of the ( $n-1$ ) stubscripts of the independent variables.

[^5]The covariance of the variables $X_{i}$ and $X_{j}$ is defined as

$$
s_{i j}=\sum X_{i} x_{j} / f
$$

where $f$ is the degrees of freedom and the summation extends over the m data points. Any variable can be considered as the dependent variable e. g. . the residuals $X_{i . q}$ and $X_{j, q}$ will be of interest. The covariance of residuals is defined as

$$
s_{i j \cdot q}=\sum X_{i \cdot q} X_{j \cdot q} / f
$$

Using the above notation, the normal equations can be written in the form

$$
\begin{equation*}
\sum X_{n, 12 \ldots n-1} X_{k}=0, k=1,2, \ldots, n-1 \tag{4}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
s_{1 k} b_{1}+s_{2 k} b_{2}+\ldots+s_{n-1}{ }_{k} b_{n-1} & =s_{n k} \\
k & =1,2, \ldots, n-1 \tag{5}
\end{align*}
$$

The complete covariance matrix is

|  | ${ }^{5} 11$ | ${ }^{8} 12$ | 1 n |
| :---: | :---: | :---: | :---: |
|  | 821 | ${ }^{8} 22$ | $\cdots{ }^{-3} 2{ }^{\text {n }}$ |
| S |  |  |  |
|  | $s_{n 1}$ | ${ }_{812}$ | $\cdots{ }^{8} \mathrm{n}$ |

This matrix corresponds to the augrnented matrix of coefficients usually considered in solving a system of linear equations with the addition of the nth row. The nth row is added so that the variance of reaiduals, $s_{n n}$. $q$ will be made available through matrix manipulations, thus avoiding the need for computing residuals a.t each stage.

The matrix element $X_{i j}, q$ ij $k$ is defined as the $i j$ ' th element of
the inverse of the partition of the covariance matrix formed by taking all the rows and columns of indices $q, i, j, k$.

The recurrence relations between the b's, $c$ 's and s's that are of interest in stepwise multiple regression are tabulated in Table 1.

The aolution of the normal equations by the Gauss-Jordan algorithm is equivalent to the successive application of linear transformations to transformed matrices, the initial matrix being the covariance matrix. The successive matrices that are generated by the recursive equations can be denoted as $A_{0}, A_{1}, \ldots A_{n-1}$.
$A_{k}(k=1,2, \ldots n-1)$ is the matrix formed by applying the transformation.

$$
\begin{array}{ll}
a_{i j}^{k}=a_{i j}^{k-1}-a_{i k}^{k-1} a_{k j}^{k-1} / a_{k k}^{k-1}, \begin{array}{l}
i=1,2, \ldots,(k-1)(k+1) \ldots, n \\
j=1,2, \ldots,(k-1)(k+1) \ldots, n
\end{array} \\
a_{i k}^{k}=-a_{i k}^{k-1} / a_{k k}^{k-1} & i=1,2, \ldots,(k-1)(k+1) \ldots, n \\
a_{. j}^{k}=a_{k j}^{k-1} / a_{k k}^{k-1} & j=1,2, \ldots,(k-1)(k+1) \ldots, n \\
a_{k k}^{k}=1 / a_{k-1}^{k-1} & 1=j=k
\end{array}
$$

to the matrix $A_{k-1}$, This transformation is denoted as $T_{k}$. The superscripts denote the fact that the matrix $A_{k-1}$ is being operated on to yield $A_{k}$. The sequence corresponds to the introduction of the variables into the regression in the order $1,2, \ldots n-1$. In general the sequence would be different, however, no loss of generality arises, since one can renumber the variables in any arbitrary fashion. By use of the recurrence formulas one can prove the following theorem:

TABLE 1
RECURRENCE FORMULAS

1. $c_{i j . q i j k}=c_{i j, q i j}{ }^{-b_{k i . q j}} d_{k j, q i} / s_{k k, q i j}$
2. $c_{i k, q i j k}=\quad-b_{k i, q, j} / s_{k k, q i j}$
3. $b_{j i . q k}=b_{j i, q}{ }^{-b_{k i . q}} s_{k i . q i} / s_{k k, q i}$
4. $\quad c_{k j, q i j k}=\quad d_{k j, q i} / s_{k k . q i j}$
5. $c_{k k, q i j k}=1 / s_{k k, q i j}$
6. $b_{j k, q}=\quad s_{k j, q} / s_{k k \cdot q}$
7. $d_{i j, q k}=d_{i j . q}-_{k j \cdot q}{ }_{i k \cdot q j} / s_{k k, q j}$

8. $s_{i j, q k}=\quad_{i j, q}{ }^{-s}{ }_{i k, q} s_{k j, q} / s_{k k, q}$
9. $c_{i j, q i j}=c_{i j . q i j k}{ }^{-c_{i k . q i j k}} c_{i k . q i j k} / c_{k k, q i j k}$
10. $b_{k i . q j}=-c_{k i . q j} / c_{k k, q i j k}$
11. $b_{j i . q}=b_{j i, q k}-c_{i k, q i} b_{j k, q i} / c_{k k . q i k}$
12. $d_{k j, q i}=c_{k j, q i j k} / c_{k k . q i j k}$
13. $s_{k k . q i j}=1 / c_{k k . q i j k}$

14. $d_{i j . q}=d_{i j . q}{ }^{-d_{i k}, q j}{ }^{c_{j k}}{ }_{i j k} / c_{k k, q j k}$
15. $s_{i k . q}=-q_{k i, q} / c_{k k . q k}$
16. $s_{i j . q}=s_{i j . q k}{ }^{-d_{i k}} q^{b}{ }_{j k . c_{1}} / c_{k k . q k}$

## THEOREM: *

The matrix $A_{K}$, defined above, contains four partitions, the respective partitions having elements as follows:

$$
\begin{array}{rl}
a_{i j}=c_{i j}, 12 \ldots k^{\prime} & i=1,2, \ldots k, j=1,2, \ldots k \\
a_{i j}=b_{j i, 12 \ldots i-1, i+1 \ldots k} & i=1,2, \ldots k, j=k+1, k+2, \ldots n \\
a_{i j}=d_{i j, 12 \ldots i-1, i+1 \ldots k^{\prime}} \quad i=k+1, k+2, \ldots n, j=1,2, \ldots n \\
a_{i j}=a_{i j, 12 \ldots k^{\prime}} \quad & i=k+1, k+2, \ldots n, j=k+1, k+2, \ldots n
\end{array}
$$

The consequence of the above theorem can be generalized as follows: The collection of variables whose subscripts are represented by the values taken by $k$ in the successive application of $T_{K}$ are said to be in regression if $k$ appears an odd number of timea in the collection. Alternatively, a variable is said not to be in regression if its subscript does not appear in the collection, or if it appears an even number of times. If the subscript appears twice, e.g., the corresponding variable was entered into the regression and then removed. The nine recurrence formulas, 10. through 18. can be used to prove that the application of the transformation $T_{k}$ to $A_{k}$ generates the matrix $A_{k-1}$, i. e., the variable is removed from regression by the same algorithm with which it is entered.
*The derivation of the eighteen recurrence formulas and the proof of this theorem are contained in the author's Masters' Thesis, soon to be presented to the Graduate School, Department of Statistics and Computer Science, University of Delaware, Newark, Delaware. The thesis also contains a discussion of storage saving considerations in the programming of the procedure.

The content of the matrix at any stage is as follows:
${ }^{{ }^{a}}{ }_{i j}=s_{i j}$ when neither $X_{i}$ nor $X_{j}$ are in regression
$a_{i j}=b_{j i}$ when $X_{i}$ is in regression but not. $X_{j}$
$a_{i j}=d_{i j}$ when $X_{j}$ is in regression but not $X_{i}$
$a_{i j}=c_{i j}$ when both $X_{i}$ and $X_{j}$ are in regression.

## CHOOSING THE KEY ELEMENT

In forward stepwise regression the variable which is entered into regression is the one which yields the greatest reduction in the variance of residuals at that stage. For an arbitrary variable $X_{i}$ that is not in regression it is seen from the recurrence formula 9. that the variance reduction is given by the quantity.

$$
\begin{equation*}
v_{i}=a_{i n} a_{n i} / a_{i i}=s_{i n . q} s_{n i . q} / s_{i i . q} \tag{9}
\end{equation*}
$$

For an arbitrary variable $X_{i}$ that is in regression the variance increase resulting from the removal of $X_{i}$ from regression is given by 18.

$$
\begin{equation*}
v_{i}=a_{i n} a_{n i} / a_{i i}=d_{n i . q} b_{n i . q} / k_{i i . q i} \tag{10}
\end{equation*}
$$

For $X_{i}$ not in regression $V_{i}$ is positive and for $X_{i}$ in regression $V_{i}$ is negative.

After determining the key element it is necessary to test whether the variance reduction due to entering the key variable is statistically significant. By inspection of 9. it is seen that for $i=j=n$

$$
\begin{equation*}
\left.s_{n n, q k}=s_{n n, q}{ }^{\left(1-s_{n k, q}\right.} s_{k n, q} / s_{n n, q} s_{k k, q}\right)^{\prime} \tag{11}
\end{equation*}
$$

 moment coefficient of correlation between $X_{n, q}$ and $X_{k . q}$.

This quantity is denoted as $r_{n k, ~}$ and is often referred to as a partial correlation coefficient. Equation (11) can be written in the form

$$
r_{n k, q}^{2}=s_{n k, q} s_{k n, q} / s_{n n, q} s_{k k, q}=\left(s_{n n, q}{ }^{-s_{n n, q k}}\right)^{(12)}{ }_{n n, q}^{(12)}
$$

By inspection $r_{n k .}^{2}$ qives the fractional variance reduction obtained by adding $X_{k}$ into the regression. If $r_{n k .} q$ is statistically different from zero, then we observe that the fractional variance reduction due to $X_{k}$ is significant and that $X_{k}$ should be brought into regression. For forward recursion $r_{n k .}^{2}$ can be computed directly from the first expression of (12). For backwards recursion, i.e., to test whether a variable $X_{k}$ can be removed from regression, $r_{n k .}^{2}$ can be computed from the formula

$$
\begin{equation*}
r_{n k \cdot q}^{2}=V_{k} /\left(s_{n n \cdot q k}+V_{k}\right) \tag{13}
\end{equation*}
$$

A test of significance for $r_{n k .} q$ is listed by Graybill [10]. If the true coefficient $\bar{r}_{n k, q}$, for which $r_{n k, q}$ is an estimate, is zero the quantity

$$
\begin{equation*}
t=r_{n k \cdot q}(f-2)^{\frac{1}{2}} /\left(1-r_{n k \cdot q}^{2}\right)^{\frac{1}{2}} \tag{14}
\end{equation*}
$$

is distributed as the Student $t$ distribution. A test of the hypothesis $r_{n k . q} \neq 0$ against the alternative $r_{n k . q}=0$ is performed as follows: The quantity $t$ is compared against the one-tailed $t$ statistic, $t(f-2, c)$ appropriate to the degrees of freedom, $f$, and the confidence level, $c$. The hypothesis is accepted if $t>t(f-2, c)$.

The test is used in two ways:
(A) At the beginning of a stage $V_{i}$ is computed for all subscripts, $i=1,2, \ldots n-1$. The largest positive $V_{i}$ identifies the key variable which should be tested for entering into the regression. The quantity $r_{n k .} q^{\text {is computed using equation (12) and the } t \text { test described above is }}$ performed. If $t>t(f-2, c)$ the variable $X_{k}$ is entered into regression by performing the transformation $T_{k}$.
 for all $i$. The negative $V_{i}$ identify the variables that are not in regression. The negative $V_{i}$ of smallest magnitude identifies the key variable to test for removal, ${ }^{r}{ }_{n k}, q^{\text {is computed using equation (13). If } t>t(f-2, c)}$ the correlation is significant and the variable $X_{k}$ should remain in regression. If $t<t(f-2, c)$ the variable can be removed from regression without significantly increasing the variance of residuals. $X_{k}$ is removed from the regression by applying $T_{k}$. The procedure is repeated until all insignificant variables have been removed.

The modification of ( $A$ ) and ( $B$ ) above for backward regression is quite simple. Initially the recursion is controlled to proceed all the way forward, yielding the inverse of the covariance matrix. On the way back, after any variable is removed, the determination is made as to whether a variable removed previously has become significant. If not, then the least significant variable in regression is removed, provided again that the resulting variance increase is not significant.
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# ESTIMATION OF ERROR RATES IN DISCRIMINANT ANALYSIS* 

Peter A. Lachenbruch and M. Ray Mickey University of North Carolina
Chapel Hill, North Carolina and University of California, Los Angeles, California

ABSTRACT. Several methods of estimating error rates in Discriminant Analysis are evaluated by sampling methods. Multivariate normal samples are generated on a computer which have various true probabilities of misclassification for different combinations of sample sizes and different numbers of parameters. The two methods in most common use are found to be significantly poorex than some new methods that are proposed.

[^6]SOME STATISTIC AL APPLICATIONS IN THE TESTING OF MILIT ARY VEHICLE RUBBER COMPONFNTS*

Emil H. Jebe
Willow Run Laboratories
The University of Michigan, Ann Arbor, Michigan
SUMMARY. This paper utilizes the results of four test programs for rubber components of military vehicles to illustrate a variety of statistical applications. Twc of the programs were concerned with the testing of rubber bushings, an element of the track for track-laying vehicles. A third program was conducted to evaluate experimental types of track pads while the fourth example discussed reliability evaluation for track pads and track shoes.

Two of the test programs were based on experimental designs suggr sted by the author while the other two may be described as:
(1) A factorial arrangement for two factors with missing treatment combinations.
(2) A "road test" without controls or any basis for comparative evaluation.

The statistical applications described for these test programs include the following:
a. Unweighted least squares analysis,
b. Orthogonal polynomials for unequal spacing of a factor,
c. Use of the Kronecker or Direct Product of matrices to form the Contrast or Design Matrix,
d. Weighted Least Squares analysis,
e. Use of a single replicate with confounding in a $3 \times 3 \times 2 \times 2$ experiment for four factors,
f. Estimation of experimental error by a number of techniques, e. g., regression residuals, Half Normal Plot, etc.,
g. Use of "uniformity trial" analyses of data from previous tests. to design a new experiment,
WWillow Run Laboratories, Project 07312, Institute of Science and Technology, The University of Michigan. Prepared under Contract No. DA-20-113-AMC 05927(T) with USATAC, Warren, Michigan. Revised 10 February 1967.
h. Reliability estimation based on
(1) The binomial distribution, and
(2) Johns and Lieberman (1966) (Technometrics 8, 135, February issue).

INTRODUCTION. Since 1962 the author has had a unique opportunity to participate in a number of investigations of rubber products for military applications. These studies have been conducted by engineers of the Components Research and Development Laboratories (CRDL), Research and Engineering Directorate, USATAC. My participation has been through several contracts between The University of Michigan and USATAC. Among the types of products investigated have been bushings, pads, shoes and tires. The latter needs no definition, but the other threc are components or elements of the track for our tracked vehicles, e.g., tanks and personnel carriers.

A few words of non-military explanation may be helpful for these components. The rubber bushing is bonded to a track link pin. A close fitting metal tube is squeezed over the rubber bushings which are bonded in clusters of 2,3 or more on the pin. This assembly is then inserted into a cylindrical opening in the track shoe. Addition of center guides and end connectors to a group of shoes makes possible the assembly of a complete track. The rubber bushing is a key element in this complete assembly in that it provides a non-lubricated bearing and a load taking element such that the vehicle can travel at high speed without prohibitive noise. Another key part of the track is the friction and load bearing surface between the vehicle and the road. The outer face of the track shoe provides this surface. Again this face of the shoe is made of rubber but it may be provided in two ways. One way is to bond and mold rubber to the desired shape directly on the steel surface of the track shoe. Another way is to make shoe pads of desired shape and bolt them to the track shoe. The pad is made by bonding rubber on a metal plate with welded bolt attached.

As the author understands the situation, polymer science and rubber technology are not yet able to predict reliably the outcome of many military applications. The outcome of interest is durability or life of the component. Hence, various laboratory and field tests need to be undertaken to investigate the suitability and durability of specific applications. Our participation in these tests has comprised:
(1) Analysis of laboratory tests (without an experimental design imposed),
(2) Design of experiments for laboratory and field tests,
(3) Analysis of previous field tests to obtain information for designing new field tests,

(5) Estimation of reliability from road test resulta,

In presenting this paper the author wishes to acknowledge the contributions of his colleagues and co-workers, R. A. King and J. W. Curtis. Further, the strong support, encouragement and active interest of USATAS personnel has made it possible to present this report;.

Least Squares Analysis of a $6 \times 3$ Factorial Arrangement for Rubber Bushings with Missing Treatment Combinations. The first problem presented to me concerned the analysis of results of fatigue testing a large number of rubber bushings on a laboratory test machine. This machine is designed to simulate the actual field applications of the bushings. Adjustments of the machine permit variations of (1) the radial load (in psi) on the bushing, (2) the angle of torsional twist (plus or minus in degrees), and (3) the cycling rate for the selected load and angle. During fatigue testing the rubber deteriorates so that the load squeezed the bushing and permits a carefully positioned microswitch to close and stop the machine. A counter mounted on the machine permits recording the torsional cycles to failure at the time the switch closes.

Engineers charged with analysis of these data on cycles to failure were disturbed or baffled by the tremendous spread or variability of the results. Further, plotting of average results showed a non-linear response (Figures 1 and 2) which made prediction appear extremely hazardous [1] **. Table 1 indicates the variability for two groups of tests. Table 2 provides a general summary of these results.

In approaching the analysis of these data, one found that no experimental design had been imposed on the test sequence. Although it appeared

WIn this regard the author wishes to mention Messrs. P. L. Goud, C. Banton, C. D. Rose, F. Spencer, E. Kvet, R. Westerman, and Miss C. Cicillini. Statements and opinions expressed in this paper, however, are those of the author and do not express USATAC position or policy. The author also wishes to express his appreciation for the comments of Professor H. .B. Mann, Army Mathematics Research Center, Univ, of Wisconsin, made after the presentation of the paper on 19 October 1966.
\% Numbers in brackets refer to references. These Figures 1 and 2 are reproduced from Figures 6 and 8 of Reference 1 .


Figure 1. Fatigue Life of Rubber Hushing Track Pins ats it Function of Radial Loading, at Different Degrees of Torsional Twist (Figure 6 of [1]).


Figure 2. Fatligue Life of Rubber Bushing Track Pins as a Function of Torsional Twist, at Differeat Levels of Radial Loading. (Figure 8 of [1]).

TABLE 1.
Cycles to Failure for Rubber Bushings Tested at Two Conditions

Test No. 20
144,900
242,700
$3 \quad 34,900$
$4 \quad 32,600$
541,500
640,200
783,500
$8 \quad 35,000$

Load 1500 psi
Angle $\pm 22.5$ degrees
Cycling Rates for Both Groups -255 cpm

Source: Table Il of [1].
"Rejected later as outlier.

TABLE 2. Layout of Rubber Bushing Test Conducted at USATAC, Warren, Michigan, 1962


Table 2 continued

2250

$$
\begin{aligned}
n_{61} & =8 \\
\bar{C} & =342 \\
\mathrm{R} & =490 \\
\bar{y} & =2.5014 \\
s^{2} & =0.02930
\end{aligned}
$$

$n_{62}=6$
$\bar{C}=76$
$R=55$
$\bar{y}=1.8697$
$s^{2}=0.01296$

$$
\begin{aligned}
n_{63} & =8 \\
\bar{C} & =14.5 \\
\mathrm{R} & =4.4 \\
\bar{y} & =1.1582 \\
s^{2} & =0.00201
\end{aligned}
$$

$\overline{\mathrm{C}}=$ Average cycles to failure in cell $\times 10^{-3}$. Cycles recorded are Torsional Cycles for the Bushing.
$\because R=$ Observed range for Cycles to fallure in cell $\times 10^{-3}$. $m \bar{y}_{i j}=\sum_{k}\left(\log C_{i j k}\right) / n_{i j}, \quad k=1,2, \ldots n_{i j}$ $:\left\{\sum_{k}\left(y_{i j k}-\bar{y}\right)^{2} /\left(n_{i j}-1\right)\right.$
'In Cell 4,1, one test result was rejected as an "outlier".
that a factorial arrangement had been desired for the factors Load (L) and Angle (A), such a program was not completed. Table 2 shows a $6 \times 3$ layuui bui six ceils are empty; eitner no tallures were obtained or no tests were conducted. Thus, a least squares analysis became necessary. Next, the queation of homogeneity of variance had to bc considered. Clearly, differences in dispersion for treatment combinations as shown by Table 1 should be removed. Without previous experience in this field, the writer selected the log normal distribution as a plausible model for the within cell results. Cells 3,3 and 6,3 were selected to take a first look at the results of the $\log$ transformation. In Table 2 the respective ranges in original scale were 8,800 and 4,400 ; the $\varepsilon^{2}$ shown for the transform are 0,00202 and 0.00201. Corresponding results for cells 3,1 and 6,1 were $2,288,000$ and 490,000 for ranges and $s^{2}$ of 0.01906 and 0.02930 , respectively. Somewhat encouraged by these results the log transformation was accepted $\%$ [2].

Plotting the transformed data further showed the usefulness of the transformation. Figures 3 and 4 show the transformed results $\%$. It is seen that the response is approximately linear for either factor for a selected level of the other factor. Some interaction between the factors Load and Angle was indicated by the non-paralielism of the straight lines sketched in the figures.

The next step was selection of a specific regression model and writing out of the $X$ matrix, As a preliminary model, it was assumed that a cell mean, $\bar{y}_{i j}$, could be represented as:

$$
\bar{y}_{i j}=\beta_{o} X_{0}+\beta_{1} L_{i}+\beta_{11} L_{i}^{2}+\beta_{2} A_{j}+\beta_{22} A_{j}^{2}+\beta_{12}\left(L_{i} A_{j}\right)+\bar{\epsilon}_{i j}
$$

with $i=1,2, \ldots, 6$ and $j=1,2,3$, but not over all $i, j$. The missing cells reduced the data vector, $\bar{y}$, to dimensions $12 \times 1$ (the 12 values are shown in Table 2). Small variations in the $n_{i j}$ and variations in $s^{2}$ values were ignored at this stage sothat the $\bar{\epsilon}_{i j}$ were assurried to have uniform variance.

[^7]

Figure 3. Logarithm of Torsional Fatigue Life as a Function of Radial Load, at Different Degrees of Torsional rwist (Figure 7 of [1]).


Figure 4. Logarithm of Torsional Fatigue Life as a Fanction of Torsional Twist, at Different Levels of Radiul Loading. (Figure 9 of [1].

A convenient coding for Angle is seen to be $-1,0,+1$ since the spacing was uniform at intervals of $\pm 7.5$ degrees. This coding for $A$ also uses the orthogonal nolynomial rneftiniente fer the lincar difcu uf $A$. Similarly, a convenient coding for Load was found by taking 150 lbs as the unit and centering on 1800 as zero. The coded values became -4, $-2,0$, $+1,+2,+3$. With these values of coded $A$ and $L$, our first $X$ matrix appears as in Table 3.

## TABLE 3. X Matrix for Preliminary Model Fitted to Rubber Bushing Data (Response $=$ Average of Log Cycles to Failure)

| $\mathbf{X}_{0}$ | $L$ | $L_{2}$ | $A$ | $A^{2}$ | $L A$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 0 | 0 | -1 | 1 | 0 |
| 1 | +1 | 1 | -1 | 1 | -1 |
| 1 | +2 | 4 | -1 | 1 | -2 |
| 1 | +3 | 9 | -1 | 1 | -3 |
| 1 | -4 | 16 | 0 | 0 | 0 |
| 1 | -2 | 4 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | +3 | 9 | 0 | 0 | 0 |
| 1 | -4 | 16 | +1 | 1 | -4 |
| 1 | -2 | 4 | +1 | 1 | -2 |
| 1 | 0 | 0 | +1 | 1 | 0 |
| 1 | +3 | 9 | +1 | 1 | +3 |

From Table 3, the $A$ matrix $=X^{T} X$ is obtained as shown in Table 4.

TABLE 4. Cross-Product Matrix A for Solution of Normal Equations: $A B=G^{*}$

| $X_{0}$ | $L$ | $L^{2}$ | $A$ | $A^{2}$ | $A x L$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 12 | 0 | 72 | 0 | 8 | -9 |
| 0 | 72 | -54 | -9 | 3 | 15 |
| 72 | -54 | 804 | 15 | 43 | -81 |
| 0 | -9 | 15 | 8 | 0 | 3 |
| 8 | 3 | 43 | 0 | 8 | -9 |
| -9 | 15 | -81 | 3 | -9 | 43 |

From the solution of the normal equations $A B=G$, which is given by $B=C G$, where $C=A^{-1}$, the regression coefficients obtained are shown in Table 7 under First Equation. The summary analysis of variance appears in Table 5.

TABLE 5. Analysis of Variance for Fitting Preliminary Model to Mean of Log of Cycles to Failure

| Source of Variation | Degrees of <br> Freedom | Sum of <br> Squares |
| :--- | :---: | :---: |
| Total | 12 | 66.4389 |
| Mean (correction term) | 1 | 60.9171 |
| Reduction in Sum of Squares |  |  |
| $\quad$ for Regression | 5 | 5.3943 |
| Remainder | 6 | 0.1275 |
| Within Cells (from Table 2) | 77 | $0.18268 * ;$ |

Extension of Table 5 (based upon fitting the $Z$ model with design matrix given in Table 8):

Add Reduction in S. S.
Remainder

3
0.07387

3
0.05363
*In this compact notation, $G=X^{T} Y$ where $Y$ is the vector of means given in Table 2 in six rows and three columns.

2; The actual within cells sum of squares was 1.096091 ; e divisor of 6 has been used to place the Remainder SS and Within Cells SS on a comparable basis.

The results presented above are incomplete or inadequate in three respects. First, the regression coefficients are correlated; one would like orthogonal estimates of the effects of Load and Angle and their inieraction. Second, the Kemainder Mean Square, 0.0212 , obtained from Table 5, when compared with the Within Cells Mean Square, 0.00237, indieates a lack of fit for the regression cquation used ( $F$ value -8.9 with 6 and 77 degrees of freedom). The Within Cells Mean Square used here may be an underestimate of the proper experimental error due to the lack of randomization in this test program. Third, there is the hornogeneity of variance problem already noted in relation to Table 2.

In considering the first point, non-orthogonality of the estimates, one possible approach might be to use a "Missing Value" formula and fill in the six empty cells. Without blocking applied in the experiment, the standard formula for any experimental design could not be used to fill in the missing treatment combinations. Rather naively at the time, I assumed that plausible estimates might be obtained by applying the Randomized Complete Blocks formula for a missing datum to the rows and columns of the two-way layout for the factors Load and Angle. By iterative application of this formula, the six empty cells were filled. Then a second regression equation was obtained. It was found, however, that predictions from this eecond equation were much worse than for the first equation. For the same 12 observed points, the sum of squares of deviations was 0.33025 , about three times the remainder sum of squares of 0.12750 shown in Table 5 for the First Equation.

Why was this decrease in "goodness of fit" observed even though we now had orthogonally estimated regression coefficients (given in Table 7 under the column headed Second Equation)? If there had been only one or two missing treatment combinations, perhaps, the results would have been satisfactory. The consequence of the application of the Randomized Complete Blocks missing value formula to be Load-Angle two-way table was to minimize the Load x Angle interaction. This interaction has 10 degrees of freedom in this Load-Angle table but due to the six empty cells only four degrees of freedom can be estimated. Filling in the empty cells by minimizing these four degrees of freedom apparently had distorted the response surface so that the goodness of fit achieved by the First Equation was destroyed. This view of the problem is supported by a re-examination of Figures $\rfloor$ and 4 , which indicate some interaction that may be largely the Load linear by Angle linear component, and Table 7. In the latter, the values for the ${ }^{\text {aL }}$ (linear by linear) regression coefficient are +0.1038 and +0.0278 , respectively, for the equations being compared. This reduc.tion, by a factor of four almost, in this component of interaction regression coefficient appears to be due to the minimization of the overall interaction.

These unsatisfactory results for the second equation posed a dilemma
 Discussions with Professor Paul Dwyer* brought out two suggestions from him. He did remark that trying to supply one-third of the observations by the missing value approach is 'too much like trying to pull yourself up by your own bootstraps". Essentially, his suggestions were to make sub-analyses using subsets of the twelve observed points to form orthogonal structures. The data points used for these analyses are shown in Table 6 .

TABLE 6. Data Points Used for Orthogonal Sub-analyses of Rubber Bushing Fatique Life Data

Angle of Torsional Twist
First Sub-analysis ( 8 points)

| Load | $\pm 7.5$ | $\pm 15.0$ | $\pm 22.5$ |
| :---: | :---: | :---: | :---: |
| 1200 | 0 | x | x |
| 1500 | 0 | $\mathbf{x}$ | $x$ |
| 1800 | - | x | x |
| 1950 | - | 0 | 0 |
| 2100 | - | 0 | 0 |
| 2250 | - | x | x |
|  | Second Sub-analysis (6 points) |  |  |
| 1200 | 0 | - | - |
| 1500 | 0 | - | - |
| 1800 | $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ |
| 1950 | - | 0 | 0 |
| 2100 | - | 0 | 0 |
| 2250 | x | x | x |
|  | 0 indicates missing values <br> - datum observed but not used. <br> $x$ datum used for analysis |  |  |

Observed values appear in Table 2.
*Department of Mathematics and Statistical Research Laboratory, The University of Michigan, Ann Arbor, Michigan.

The results of these sub-analyses are presented in terms of regression coefficients for the "Third Equation" and "Fourth Equation" in Table 7. * A study of lable ( shows that these sub-analyses support the results for the First Equation. Perhaps, one should be criticized at this point for not presenting standard crrors of the reglession cofficients. The regression model of the First Equation gave such a good fit and signs of the coefficients were proper so this model was accepted and a report written [1] . Further, extrapolations attempted by the test engineer from these accelerated test results and the regression model gave plausible results.

Personally, I was not yet satisfied and I continued to think about how to improve the analysis. If the data had been complete, one could have worked out the orthogonal polynomial values for the unequal spacing on Radial Load [3]. Forming the Kronecker Product of the Contrast Matrices for Radial Load and Angle of Torsional Twist would then have given an $18 \times 18$ contract matrix for a complete analysis in terms of single degrees of freedom. From this view, it occurred to me, "Why not proceed in this way to obtain the design matrix for the 12 observed points?" Details are omitted but the resulting matrix is given in Table 8. Here is it seen that additional interaction terms have been added to the model over the First Equation whose design matrix was given in Table 3. If we designate this matrix in Table 8 as $Z$, then a comparison of $Z^{T} Z$ with $X^{T} X$, given above in Table 4, provides some basis for evaluating the fifth approach to the analysis. The matrix $Z^{T} Z$ in terms of its first 6 rows and 6 columns is given in Table 9, for making this comparison.

It appears that most of the off-diagonal elements shown in Table 9 have been reduced in relative magnitude. Transformation of Tables 4 and 9 to the correlation matrices shows explicitly that the dependence among predictors has been reduced:: What this means is that use of the $Z$ matrix will give regression coefficients that are less correlated than the coefficients obtained in the first equation. The wegression coefficients obtaince by use of $Z$ appear in Table 7 under "Fifth Equation". Extension of Table 5 to include the $Z$ model shows an added reduction in sum of squares of 0.07387 with 3 degrees of frecdom leaving a new Remainder S. S. of 0.05363 with 3 degrees of freedom.

Setting aside temporarily the inadequacy of goodness of fit noted on page 64 , we consider the homogeneity $\sim f$ variance situation. Even though much improved by the logarithmic transformation, it is still apparent in

TTable X of Enclosure 23 [1].
$\%$ These correlation matrices have been omitted from this paper.

TABLE 7. List of Regression Coefficients Obtained by the Various Analyscs

| Term | First Equation | Second Equation | Third Equation | Fourth Equation | Fifth Equation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{0}$ | 2.2494 | 2.2364 | 1.9539 | 2.0997 | 2. 5243 |
| $\mathrm{b}_{1}$ | -0.1759 | -0.1526 | -0.1231 | -0.1710 | -0.2950 |
| $\mathrm{b}_{\mathrm{A}}$ | -0.9395 | -0.8768 | -0.9442 | -0.8366 | $-1.2321$ |
| ${ }^{\text {b LLL }}$ | +0.0025 | -0.0083 | +0.0042 | --- | +0.0294 |
| ${ }^{\text {b A.A }}$ | +0.0994 | -0.0225 | --- | +0.0178 | +0.1272 |
| ${ }^{\mathrm{b}}{ }^{\text {AL }}$ | +0.1038 | +0.0278 | +0.0753 | +0.1100 | +0.2780 |
|  | linear by linear |  | . |  |  |
| ${ }^{\text {b }}$ LAA | - | +0.0109 | --- | --- | -0.0682 |
|  | linear by quadratic |  |  |  |  |
| $\mathrm{b}_{\text {LI. A }}$ | --- | +0.0105 | --- | -0.0207 | -0.0391 |
|  | quadratic x linear |  | -0.0120 |  |  |
| $\mathrm{b}_{\text {LLAA }}$ | --- | +0.0071 | --- | - | +0.0078 |
|  | quadratic $\times$ quadrat |  |  |  |  |

TABLE 8. Design Matrix Based on Forming Orthogonal Polynomials For Iodad and Angle - Ruhber Ruching Eipasimant


| 1 | 0 | $-5.667^{2 \%}$ | -1 | +1 | 0 | 0 | 5.667 | -5.667 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | -3.608 | -1 | +1 | -1 | +1 | 3.608 | -3.608 |
| 1 | 2 | +0.451 | -1 | +1 | -2 | +2 | -0.451 | +0.451 |
| 1 | 3 | +6.510 | -1 | +1 | -3 | +3 | -6.510 | +6.510 |
| 1 | -4 | +6.098 | 0 | -2 | 0 | +8 | 0 | -12.196 |
| 1 | -2 | -3.784 | 0 | -2 | 0 | +4 | 0 | +7.568 |
| 1 | 0 | -5.667 | 0 | -2 | 0 | 0 | 0 | +11.334 |
| 1 | +3 | +6.510 | 0 | -2 | 0 | -6 | 0 | -13.020 |
| 1 | -4 | +6.098 | +1 | +1 | -4 | -4 | 6.098 | +6.098 |
| 1 | -2 | -3.784 | +1 | +1 | -2 | -2 | -3.784 | -3.784 |
| 1 | 0 | -5.667 | +1 | +1 | 0 | 0 | -5.667 | -5.667 |
| 1 | +3 | +6.510 | +1 | +1 | +3 | +3 | +6.510 | +6.510 |

$$
\begin{aligned}
\therefore \quad L \times L & =\text { linear by linear } \\
L \times Q & =\text { linear by quadratic } \\
Q \times L & =\text { quadratic by linear } \\
Q \times Q & =\text { quadratic by quadratic }
\end{aligned}
$$

$\therefore$ See referet ce 3 for computation of values in this column.

TABLE 9. The Matrix $Z^{T} Z$ with Last Three Rows and Columns Deleted

| 12.0 | 0 | 4.0 | 0 | 0 | -9.0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 72.0 | 22.24 | -9.0 | +9.0 | +15.0 |
| 4.0 | 22.24 | 339.71 | +5.47 | -5.47 | -14.12 |
| 0 | -9.0 | +5.47 | +8.0 | 0 | +3.0 |
| 0 | +9.0 | -5.47 | 0 | +24.0 | -9.0 |
| -9.0 | +15.0 | -14.12 | +3.0 | -9.0 | 43.0 |

Table 2 that the $\overline{\mathrm{y}}_{\mathrm{ij}}$ differ considerably in precision. Therefore, a weighted least squares analysis is indicated. Two methods of weighting were used. One method used the individual $\mathrm{s}_{\mathrm{ij}}^{2}$ shown in Table 2, i.e., $0.01906,0.01361$, etc., with $w_{i j}=n_{i j} / s_{i j}^{2}$. The other method pooled sums of squares for the cells where the $s_{i j}^{2}$ were similar in magnitude, and obtained a set of three values of $s_{p}^{2}$ to be used with the $n_{i j}$ of Table 2 to obtain the set of $w_{i j}=n_{i j} / s_{p(i j)}^{2}$.

Calculations using these two sets of weights just described were repeated with the $Z$ model already given above. The regression coefficients obtained are presented in Table 7A (Sixth Equation results are for use of the individual $s_{i j}^{2}$; Seventh Equation results refers to the pooling method to obtain only three different values of $s^{2}$ used in forming the weights). It is seen that the regression coefficients obtained by the two different weighted least squares analyses are quite similar; differences observed are less than or of the order of the standarderrors of the differences. Further comparison of the regression coefficients with those obtained for the Fifth Equation, given in Table 7, reveals some differences that may be judged statistically significant. In terms of practical application for making predictions of bushing fatigue life there may be little to choose between the se threc equations. In view of the somewhat more reliable weights ised to obtain the Seventh Equation results, a statistical choice would lead to this equation, other things being equal.

The results for the weighted regression analyses also permit comment on the goodness of fit issue, which was deferred above. The lower section of Täble 7A displays the Residual Mean Squares for the Fifth, Sixth and Scuenth Equations. With only three degrees of freedom available for estimating these quantities, no sharp judgments can be made. Qualitatively, the weighted analysis has reduced the residual variation by more than a factor of two, and the goodness of fit has clearly been improved. Yet the ratio of Residual to Within Cells is still large ( $\mathrm{P}<0.05$ ). If one does regard the Within Cells as an underestimate of the experimental error as noted above, then one may conclude that a satisfactory fit has been obtained with
\#The $\mathrm{s}_{\mathrm{p}(\mathrm{ij})}^{2}$ indicates the value of $\mathrm{s}^{2}$ used for each cell after the pooling operation. The author is indebted to Ralph A. King for this suggestion for obtaining more reliable weights. The sample weights obtained by the two methods appear to be the best surrogates available for the $\sigma_{i j}^{2}$ which are unknown.

TABLE 7A. Regression Coefficients Obtained by Weighted Least Squares Analysis Using Model $Z$ and Residual Mean Squares for Three Equations

| Regression Coefficient | Sixth Equation | Seventh Equation |
| :---: | :---: | :---: |
| $b_{o}$ | +2.4982 | +2.4980 |
| $b_{L}$ | -0.2830 | -0.2805 |
| $b_{A}$ | -1.2093 | -1.2002 |
| $b_{\text {LL }}$ | +0.0282 | +0.0272 |
| $b_{A A}$ | +0.1217 | +0.1140 |
| $b_{A L}$ | +0.2596 | +0.2552 |
| $b_{\text {LAA }}$ | -0.0618 | -0.0601 |
| $b_{\text {LLA }}$ | -0.0331 | -0.0328 |
| $b_{\text {LLAA }}$ | +0.0052 | +0.0056 |

Residual Mean Squares

| Source | Degrees of Freedom | Mean Square |
| :--- | :---: | :---: |
| Fifth Equation | 3 | 0.01787 |
| Sixth Equation | 3 | 0.00693 |
| Seventh Equation | 3 | 0.00740 |
| Within Cells | 77 | 0.00237 |

the weighted analysis.; This concludes the story on the first rubber bushing analysis.

Design and Analysis of a $3 \times 3 \times 2 \times 2$ Experiment on Rubber Dushings. After completion of the earlier work described above, an opportunity arose to design an experimental program for learning more about rubber bushings. At first, a rather ambitious program was considered which would have involved "experiments with mixtures" (Refer Scheffe [4] and [5] and more recent papers in Technometrics). Suitable bushings prepared from mixtures of natural and synthetic rubbers could not be obtained at the time. Other parameters to be varied in the experiment may be described as Process variables and Test variables. It was desired to retain two levels each of Radial Load and of Angle of Torsional Twist to provide a check on the results for these factors as reported above. These were the Test variables. As Process variables, three levels each of Cure Temperature and Cure Time for production of the bushings were to be tested. Thus, the factorial arrangement became a $3 \times 3 \times 2 \times 2$ which requires 36 tests for a single replicate. Two replicates would have required 72 bushings to be tested which I regarded as too large an experiment. After some thought I recommended a single replicate to be carried out in a completely randomized design. At this point the problems began. Complete randomization for the production and testing of the 36 rubber bushings was regarded

[^8]as impractical, too costly, and too time consuming. My arguments for complete randomization did not convince the engineers that it shonld he adopted. Then we started to examine possible compromises. Complete randomization for Cure Time, Radial Load and Angle of Torsional Twist could be carried out. Cure Temperature involved bringing the cure press (heated Platten Press) to the desired temperature and holding it there for the ncessary Cure Time. The engineers wanted to reduce the number of times for a press cycle to a minimum. Now, the Cure Temperature could have been made a Main Plot treatment in a Split-Plot design with the $3 \times 2 \times 2$ arrangement utilizing 12 split-plots. Replication on Cure Temperature would then have forced the total size of the experiment back to at least 72 bushings.

At this stage it appeared to me that some type of replication for Cure Temperature must be included in the test program. A study of Kempthorne's book provided a possible solution (Reference 6). The 12 splitplot treatments were divided into two main plots of six split-plots each by confounding the Load by Angle (linear x linear) interaction with the main plots". This contruction of the design required only six press cycles with six bushings cured in each run, two at each of the three Cure Times.

Analysis of the resulting data when this test program had been completed was, of course, considerably more complicated than that outlined by Kempthorne since we imposed an added factor at three levels (refer pp. 351-355 of (6)). Details are given in Reference 7 .

Here, I shall only try to describe some of the major features of the analysis and interpretation. The actual layout of the program for the 36 experimental units is given in Table 10. It is to be noted that I insisted on equal spacings for the three levels factors: Cure Temperature at 306, 315 and 324 degrees $F$. and Cure Time at 15,30 and 45 minutes. Such equal spacings make the analysis much easier but should not be required for all test programs.

Our first approach to the analysis was to write ouit a Design Matrix that included the General Mean, Blocks, all main effects and all two-factor interactions. Full column rank was maintained for this matrix by the usual devices, orthogonal polynomials for the contrasts and subtraction of the

[^9]TABLE 10. STRUCTURE AND RANDOMIZATION LAYOUT FOR THE SPLIT-PLOT DESIGN WITH CONFOUNDING.
Nuntivers in parenilieste reíer io replicaies and biocks in Kempthorne. [6]

Block 1
Cerrperature 306 (2-2)

| $\mathbf{t}$ | $\mathbf{L}$ | A |  |
| :---: | :---: | :---: | :---: |
| 1 | 0 | $:$ | 13 |
| 1 | 1 | 0 | 14 |
| 2 | 0 | 0 | 18 |
| $\mathbf{2}$ | 1 | 1 | 17 |
| 0 | 1 | 1 | 15 |
| 0 | 0 | 0 | 16 |

Temperature 315 (3-1)

| $\mathbf{t}$ | $\mathbf{L}$ | A |  |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 3 |
| 2 | 1 | 1 | 5 |
| 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 2 |
| 2 | 0 | 0 | 4 |
| 1 | 0 | 1 | 6 |

Temperature 324 (1-2)

| t | L | A |  |
| ---: | ---: | ---: | ---: |
| 2 | 1 | 1 | 10 |
| 1 | 0 | 0 | 12 |
| 2 | 0 | 0 | 7 |
| 0 | 1 | 0 | 9 |
| 0 | 0 | 1 | 8 |
| 1 | 1 | 1 | 11 |

Block 2
Temperature 315 (3-2)

| $\mathbf{t}$ | L | A |  |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 27 |
| 0 | 1 | 1 | 28 |
| 0 | 0 | 0 | 25 |
| 2 | 0 | 1 | 29 |
| 2 | 1 | 0 | 26 |
| 1 | 0 | 0 | 30 |

Temperature 324 (1-1)

| $\mathbf{t}$ | $\mathbf{L}$ | A |  |
| :--- | :--- | :--- | :--- |
| $\mathbf{2}$ | 0 | 1 | 33 |
| 0 | 0 | 0 | 35 |
| 0 | 1 | 1 | 34 |
| 2 | 1 | 0 | 31 |
| 1 | 1 | 0 | 36 |
| 1 | 0 | 1 | 32 |

Temperature 306 (2-1)

| $\mathbf{t}$ | $\mathbf{L}$ | A |  |
| :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 19 |
| 1 | 1 | 1 | 20 |
| 0 | 1 | 0 | 23 |
| 0 | 0 | 1 | 24 |
| 2 | 1 | 0 | 22 |
| 2 | 0 | 1 | 21 |

Each group of six rubber bushing receives the cure temperature indicated. Two groups at the same temperature form the complete set of $12=3 \times 2 \times 2$ for the split-plot treatments. For $t, L, A$ the symbols designate, respectively, $0=15 \mathrm{~min}$. $1=30 \mathrm{~min} ., 2=45 \mathrm{~min}$. ; $0=180 \neq 1=220 \nRightarrow ;$ $0= \pm 7.5$ degrees, $1= \pm 9$ degrees. Note $t=$ Cure Time, $L=$ Radial Load, and $\bar{A}=$ Angle of Torsional Twist. The 4th column in each grouping shows the randomization order for taking the observations over the entire experiment.
column for block 2 from the column for block 1 . The resulting matrix was $36 \times 21$. Least Squares was then applied to estimate these 21 effects or their regression coefficients. Again, the transformation $Y_{j}=\log C_{j}$ (where $C_{i}$ is cycles to Failure) was employed. Original data and logarithms to base 10 appear in Table 11. The regression coefficients obtained are listed in Table 12.

An interpretation of these results is given by quoting three paragraphs from reference 7:
"From the analysis of variance we may deduce that the regression equation comprising blocks, main effects and two-factor interactions provides a good fit to the data. A little over $97 \%$ of the total variation about the mean is associated with these effects leaving only about $3 \%$ of this total as residual variation.
"From the inverse matrix (obtained in the course of the regression computations) it is found that all of the effects listed in Table 3 are orthogonal (i.e., independent) except Blocks and the Load x Angle interaction. These two effects have a small correlation and are independent of the other 19 effects listed. Further, the diagonal elements of the inverse matrix, $c_{i i}$, are the elements needed for obtaining the standarderrors of the regression coefficients. Specifically, the standard errors are given by $\left(c_{i i}\right)^{1 / 2} \mathbf{s}_{e}$, where $s_{e}$ is the standard deviation of the residuals, given as 0.0908 . These standard errors range from about 0.012 to 0.023 . Thus, it is found that Radial Load, Angle of Torsional Twist and Cure Time (Linear) which show the largest effects in relation to their sampling errors, should be regarded as real or significant effects. On the other hand, the Cure Temperature (Linear) coefficient is slightly smaller than twice its standard error; thus, it may be regarded as a significant effect. Interestingly enough, two of the interaction coefficients are fairly large in relation to their sampling errors. These are Temperature $\times$ Time (Linear) and Time (Linear) $\times$ Angle.
"From the signs of the regression coefficients, one may obtain the direction of the effect. Cure Temperature has a positive coefficient so we conclude that a higher temperature, i. e., 324 degrees $F$., is to be preferred. The quadratic coefficient for temperature is negative which is to be expected. Turning to Cure Time, the coefficient is negative so that a shorter cure time is best, i.e., 15 minutes. Here the quadratic coefficient is positive, but not reliably estimated. The Load and the Angle coefficients are both negative as expected; thus, increasing the level of either shortens the fatigue life."

TABLE 11. FATIGUE LIFE OF RUBBER BUSHINGS. Original Data-Cycles to Failure and Logarithms of these Values.

| Bushing No. | Cycles | Logarithm | Bushing No. | Cycles | Logarithm |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 \% | 114,300 | $5.0580 \% \%$ | 19 | 279,900 | 5.4470 |
| 2 | 173,300 | 5.2388 | 20 | 36,000 | 4.5563 |
| 3 | 134,100 | 5. 1274 | 21 | 72,600 | $4.86 \cup 9$ |
| 4 | 246,900 | 5. 3925 | 22 | 109,700 | 5.0402 |
| 5 | 36,600 | 4.5635 | 23 | 154,500 | 5.1889 |
| 6 | 119,200 | 5.0763 | 24 | 123,300 | 5.0910 |
| 7 | 194,400 | 5.2887 | 25 | 459,100 | 5.6619 |
| 8 | 127,000 | 5.1038 | 26 | 59,500 | 4.7745 |
| 9 | 231,100 | 5.3638 | 27 | 42,000 | 4.6232 |
| 10 | 32,000 | 4.505i | 28 | 67,800 | 4.8312 |
| 11 | 27,700 | 4.4425 | 29 | 79,000 | 4.8976 |
| 12 | 279,200 | 5.4459 | 30 | 257,100 | 5.4101 |
| 13 | 60,200 | 4.7796 | 31 | 77,500 | 4.8893 |
| 14 | 98,800 | 4.9948 | 32 | 132,000 | 5. 1206 |
| 15 | 41,300 | 4.6160 | 33 | 88,700 | 4.9479 |
| 16 | 416,000 | 5.6191 | 34 | 63,600 | 4.8035 |
| 17 | 34,700 | 4.5403 | 35 | 722,200 | 5.8587 |
| 18 | 254,600 | 5.4059 | 36 | 165,700 | 5.2193 |

"Treatments applied to each of these bushings were shown in Table 10 refer corresponding numbers, column 4 of each main plot set.
? : Tabulated here with only four decimals in the mantissac. The computer obtained natural logarithms which were converted to common logarithms for ease of interpretation.

TABLE 12. REGRESSION COEFFICIENTS OBTAINED FROM
 CYCLES TO FAILURE FOR RUBBER BUSHINGS

## Coefficient*

Name of Eifect
General Mean
Blocks
5. 049560
0.019315
0.035382
-0.002519
-0.141561
0.01754 h
-0. 202377
-0. 244741
$-0.051940$
-0. 010474
0.006171
0.005603
$-0.011462$
0.002001
-0.002537
-0.001801
0.004561
$-0.021679$
0.036779
0.001657
0.008773

Cure Temperature - Linear

- Quadratic

Cure Time - Linear

- Quadratic

Radial Load - Linear
Angle of Torsional Twist
Temp. (Linear) $\times$ time (Linear)
Temp. (Linear) $x$ time (Quad)
Temp. (Quad) x time (Linear)
Temp. (Quad) $x$ time (Quad)
Temp. (Linear) x Load
Temp. (Quad) $\times$ Load
time (Linear) x Load
time (Quad) $\times$ Load
Temp (Linear) $\times$ Angle
Temp. (Quad) $\times$ Angle
time (Linear) $x$ Angle
time (Quad) $x$ Angle
Load $x$ Angle
*It is to be noted that the magnitude of these coefficients depends on the scale of the effect used in fitting the regression. Thus, Blocks were coded as -1 and +1 ; Temperature was coded as one unit = 9 degrees $F$.; time was coded as one unit $=15$ minutes; one unit of Radial Load $=20(20)$ and one unit of Angle of Torsional $\mathrm{Twist}=0.75$ degrees.

Further effort in the analysis of these data was devoted to: (1) Estimation of the main plot experimental error for Cure Temperature, and (2) estimation of the split-plot experimental error by various methods. It is true that the regression residual sum of squares 0.123566 with 15 degrees of freedom giving a mean square of 0.008238 is an estimator of experimental variation under appropriate assumptions but it is still a mixture of the main plot and split-plot components just mentioned. Hence, the sentences just quoted may not be valid statements for judging the Cure Temperature effects.

If blocks are ignored, it is possible to estimate each of the 35 individual degree of freedom effects because of the balanced structure for the factorial arrangement. Actually somewhat more is ignored because of the structure of the main plots for Cure Temperature; some of the higher orcler interactions for Cure Temperature are confounded with blocks. To obtain the sum of squares for each of these 35 effects the full contrast matrix was prepared on the conputer by forming the Kronecker or Direct Product of the individual contrast matrices for Temperature, Time, Load and Angle [8] [9]. Our next step was to obtain some estimates of experimental error by applying several techniques that have been suggested in the literature in recent years[10], [11], [12]. Among those used were Daniel's 'Halif Normal Plot"and the "Gammia Plots" and ":smallest ordered contrasts" by Wilk, et al.

While the details about the application of these techniques would be informative and interesting, only the results are shown in Table 13. Thib table shows the source for the cstimate, degrecs of freedom (actual or approximate), $s^{2}$ ano $s$ values, and how or where obtained by a reference. Comparison values from the earlier analysis also are given. Among the problems encountered in making the se analyses were the rather large values of the sums of squares associated with certain 3 and 4 factor interactions. No satisfactory explanation has been iound for such results".

Returning to the problem of improving the assessment of the Cure Temperature effects, the analysis of variance shown in Table 14 was prepared.

From this Table 14 it could be judged that the levels of Cure Temperature used in this experiment did not affect the Fatigue Lific of the Rubber Bushings. The presence of the confounding with Blocks already

Tit is now clear to the author that the complete design matrix should have been constructed in order that the matrix product, $\mathrm{X}^{\mathrm{T}} \times(39 \times 39)$ could have been examined for the nature and degree of confounding present.

TABLE 13. Summary of Estimates of Experimental Error


[^10]TABLE 14. Analysis of Variance for Studying the Cure Temperature Effect

| Source of Variation | d.f. | S. S. | Mean Square |
| :---: | :---: | :---: | :---: |
| Blocks | 1 | 0.012272 | . 012272 |
| Temperature (Linear) | 1 | 0.030044 | . 030044 |
| (Quad.) | 1 | 0. 000457 | . 000457 |
| Error (from Temperature by Blocks Interaction) | 2 | 0.037401 | . 018700 |
| Other Effects | 17 | 4.261991 | $\mathbf{x x x x}$ |
| (by subtraction from regression analysis) |  |  |  |
| Remainder <br> (3 and 4 factor interactions) | 13 | 0.086165 | . 006628 |

FIGURE 5. Cure Temperature Effects in Blocks 1 and 2. Rubber Bushing Fatigue Life Experiment:

:Points plotted are anti-logs of average logarithms of cycles to failure.
mentioned which enters into this cror and the small degrees of freedom raise doubts about such a conclusion. The Cure Temperature results by Blocks are shown in Figure 5. This writer's present opinion is that further experimentation is needed with adequate replication of the Cure Temperature ievels and with wider spread, perhaps, 300 to 335 degrees $F$.

Evaluation of Experimental Types of Track Pads. Attention is directed to another component of the track, the track pad of the Personnel Carrier. We were asked to design a test program for evaluating 14 types of experimental composition pads. Two types of production pads were available as controls. Hence, 16 treatments were to be evaluated. Only one Mll 3 vehicle would be available for carrying out an accelerated road test program. A further restriction was that only seven pads of each of the experimental types could be made available for this progriam. After several conferences with the interested engincers, the following resume was recorded (quoted from reference [3] ):
"Two objective responses could be measured for each individual track pad:
(1) Decrease in thickness (due to wear) of the pad in respect to its height above the grouser shoe to which it is bolted (later referred to as "height loss'), and
(2) Weight loss of the individual pad from its initial woight.

Both of the se responses had been measured in previous Army tests with principal dependence placed on the weight loss. Other responses could be considered such as volume loss of the pad from its initial volume and subjective 'scores' or 'ratings' based on chunking and cracking or pieces of material broken off of the pad during use.
"A recent test conducted by the Food Machinery Corporation (FMC), San Jose, California, had utilized the height loss measurement for evaluating the results. Obtaining these measurements had been facilitated by the construction of a special caliper. The level surface of the grouser lug formed the reference for this caliper Which was really a type of 'depth gauge'. CRDL constructed a similar gauge for this test program.
'In considering the se responses it was pointed out that it should be useful to examine the response data in relation to physical and chemical properties of the pad material compositions for the various type of pads. Exampies might be tensile streng'n, hardness and laboratory abrasion resistance.

"It was expected that total test driving of about 500 miles would Le içuitcu tu feveai difíferences, iíany existed, among the experimental type pads. Test driving would be terminated or test pads would be replaced if wear had progressed to the point that the metal grousers would come into contact with the road surface. Replacement of pads, however, could affect wear of the pads on adjacent shoes. Hence, it was recommended that replacement pads be production type pads whose height above grouser had been gound down or worn to that of the pads on adjacent shoes. Height measurements of pads were to be made: 1) After initial run-in, 2) Each 100 miles thereafter, and 3) At termination. It was suggested also that initial and final weights for individual pads be obtained for all pad types. *11

The real problem encountered in setting up the test program was agreement on the selection of an "experimental unit". Based on their "experience", A'TAC engineers tended to lavor an experimental unit or plot comprising a cluster of 10 consecutive pads of the same type. The basis for this opinion was that averaging of results from 10 pads would provide a fairly stable average. The left and right sides of the vehicle seemed to form natural blocks for the experimental design. Obviously, with only seven pads on hand for the experimental types, this cluster of 10 could not be obtained. Putting all seven in a cluster would not permit replication.

At this point, it was found that data from previous tests conducted by the Army at several sites was on hand. These data were obtained and analyzed from the "uniformity trial" point of view":". Cluster sizes of $2,3,4,6,8,12,13$, and 18 were studied in the se analyses with the smaller clusters formed from the larger clusters. It was found that size of cluster did not affect conclusions for any of the previous tests. A peculiar feature of the M113 vehicle added interest to the problem of determining the cluster size; one side of the vehicle has 64 track shoes and the other side has 63.

With the uniformity analyses information available, a cluster size of 4 was established on one side so that $16 \times 4=64$ and on the other side a cluster size of 3 was used with $16 \times 3=48$. The remaining 15 pads on this side were filled in with standard pads and limited supplies of a few other experimental pads. Hence, the experimental design may be described as a Randomized

[^11]Complete Block for 16 treatments in two replicates with each track of the vehicle forming a block. While normal driving provides a natural randomization on the wear nf the pade, a different zandonization was used for ine treatments on each track.

No difficulties were experienced in carrying out the 500 mile accelerated test program. There were some dcubts in my mind about the scheduled 500 miles being sufficient to show up differences among the treatments since other Army tests had comprised total mileages of 1000 , 1500 , or 2000 miles. The program could not be extended for this test, however, because the vehicle had to be returned to another agency.

With respect to analysis, we followed the suggestions of George Box (1950) on analysis of growth and wear curves [14]. Differences between successive measurentents of pad height above grouser were formed, e.g., $H_{i}-H_{i-1}$ for $i=1$ through 5. These differences appeared to be reasonably distributed so the analysis of variance was applied directly to these differences without transformation. In order to help understand the analysis of variance (Table 15), Figure 6 explains the structural arrangement of the se differences.

It will be noted that Table 15 shows only 14 degrees of freedom for treatments (Types of Pads); this happened because only one Control Type was available when the driving program was started. This one control 'rype was duplicated on each track. To simplify the computer programming, only one cluster in each block was used for the Control Type of Pad. A list of means for the Pad Types in each block and overall is given in Table 16.

Now what about interpretation? Statistically, I was quite pleased with these results. We used Multiple Comparisons Procedures to grap the experimental pad types into significantly different groups [19]. Our next step was to try to relate the values of these means to other available physical and chemical data on the experimental Types of Pads. Unfortunately, no significant regressions could be obtained. Hence, it is my personal opinion that there is still room for a lot of research on military track pads in order that we can find the determinants of longer life for this element of the vehicle track.

Reliability Analysis for Track Components. As a final example in this paper I shall present briefly some attempts at reliability evaluation. • Recently, the Army has conducted some "road Testing" of a new track design for the tank. This new design comprised a track made up with track shoes whose grouser shape was formed by replaceable pads. Road testing was conducted at three sites using three vehicles at one site and two each at the other sites, or a total of seven vehicles. Total distance driven

FIGURE 6. Structural Arrangement of Differences for Analysis of Height Loss of Track Pads

1. Block $=$ Side of Vehicle
2. Treatments (16) randomized over plots in each block,
3. Plot = Cluster of 3 or 4 consecutive pads (3 on left side ; 4 on right side).
4. Split-Plot $=$ Unit of travel ( 100 miles) (labeled as Period in Analysis of Variance).
5. Individual $\mathrm{Pad}=$ Subsampling unit within the split-plot.
6. Height of Pad recorded at $0,100,200,300,400,500$ miles.
7. Differences taken for each pad for each increment of wear ( 100 miles) giving a total of $7 \times 16 \times 5=560$ differences. Difference $=$ Height Loss.

TABLE 15．Analysis of Yariance of Track Pad Test Results： 15 Pad Types Mr anted on Both Tracks of Mll 13 Personnel Carrier with Hoignt Tince Moseured for ？Dade こf Each Typに ごvio 5 Periods of 100 Miles Each＊

| Source of Variation | Degrecs of Freedom | Sum of Squares $\%$ ； | Miean <br> Square | F必的家 <br> Ratios |
| :---: | :---: | :---: | :---: | :---: |
| Uncorrected Total | 525 | 299566 | － | － |
| Correction Term for Overall Mean | 1 | 209121 | 209121 | － |
| Sides of Vehicle | 1 | 392 | 392 |  |
| Types of Pads | 14 | 50696 | 3621 | $\sim 91$ |
| Error（a） | 14 | 555 | 39.6 |  |
| Periods | 4 | 7655 | 1914 | $\sim 23$ |
| Types $\times$ Periods | 56 | 7681 | 137 | $\sim 1.7$ |
| Periods x Sides | 4 | 250 | 62 |  |
| Types $\times$ Periods $\times$ Sides | 56 | 4675 | 83 |  |
| Error（b）＊＊\％ | 60 | 4925 | 82.1 |  |
| Pads Within Types |  |  |  |  |
| Left Side | 30 | 2406 | 80 |  |
| Right Side | 45 | 2203 | 49 |  |
| Pads Within Types x Periods |  |  |  |  |
| Left Side | 120 | 9588 | 80 |  |
| Right Side | 180 | 4344 | 24 |  |

：Variable analyzed is Height Loss for a single Period of each individual pad within a Type，i．e．， 7 pads for each Type $x 15$ Types $x 5$ Periods gives 525 measurements of Height Loss．Units are the same as in Table 16，but squared here．
$\because:$ Addition may not check in this column because of rounding to whole numbers in sums of squares for each source of variation．
＊\％${ }^{2}$ Error（b）is sum of two preceding sources which appear to be homogeneous． ＊$\%$ 米：F ratios are computed using Error（a）for Sides and Types，and Error（b） for Periods and Types $\times$ Periods．This procedure conforms to the split－ plot structure of the experimental plan with Periods considered as the split－plot treatments．

TABLE 16. Average Height Losses of Track Pad Types for 500 Mile Test Program* Rased on 3 Pads on lifft. Side and 4 Pade on Right Side. Averages are in Thousandths of an Inch: $14.63=.01463^{\prime \prime}$

| Type No. | CRDL Code L | Left Side | Right Side | Overall | $\operatorname{Rank}^{* *}$ \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Sl31C2F2 | 16. 33 | 13.35 | 14.63 | 6 |
| 2 | 2138 | 17.67 | 17.75 | 17.71 | 11 |
| 3 | Z138C | 13.87 | 13.60 | 13.71 | 3 |
| 4 | 2138C1F | 14.60 | 16.95 | 15.94 | 8 |
| 5 | Z138CF1 | 14.53 | 11.00 | 12.51 | 2 |
| 6 | Z138F2 | 16.07 | 12.55 | 14.06 | 4 |
| 7 | Z121F | 30.33 | 28.10 | 29.06 | 17 |
| 8 | Z140 | 20.13 | 18.35 | 19.11 | 12 |
| 9 | S131C2F22 | 52.53 | 46.40 | 49.03 | 19 |
| 10 | Z138C2 | 15.87 | 14.05 | 14.83 | 7 |
| 11 | Z138C 3DF 3 | 16.93 | 16.80 | 16.86 | 10 |
| 12 | 2116CF2 | 35.87 | 33.25 | 34.37 | 18 |
| 13 | SI31C2F2BD | 16.73 | 15.65 | 16.11 | 9 |
| 14 | Z128CF | 12.93 | 9.35 | 10.89 | 1 |
| 15 | Comm'l SBR | 19.93 | 21.00 | 20.54 | 14 |
| 16 | A-0 | 13.60(2) | 15.20 (2) | 14.40 | 5 |
| 17 | C-0 | 21.80 (4) | 17.90 (2) | 20.50 | 13 |
| 18 | C-10 | 25.12 (5) | - | 25.12 | 16 |
| 15 L | Comm'l SBR ${ }^{\text {\% }}$ \% | * 20.71 (7) | - | 20.71 | 15 |

*Averages are calculated on a per Period basis. Multiplication by 5 gives Average Total Height Loss, Standard deviation of a Type Average $=$ $[\text { Error }(a) /(35)]^{1 / 2}=(39.6 / 35)^{1 / 2}=1.063$ units (refer Table 15).
*: Rank is in order from lowest to highest Height Loss.
*:*Numbers of Pads averaged in last four rows.
n:\%; in the variance analysis to simplify the programming and weighting of data problems. Comm'l SBR is designated as the principal control. Type C-10 is considered a secondary control.

TABL 17. Order Statistics for Pad Set Miles with Some Summary Statistics

## Urder

| Line No. | Statistic No. | Miles Completed | Summary Statistics |
| :---: | :---: | :---: | :---: |
| 1 |  | 389 | First three values not counted |
| 2 |  | 904 |  |
| 3 |  | 939 |  |
| 4 | 1 | 1667 | $\mathrm{M}_{1}$, smallest value |
| 5 | 2 | 1994 |  |
| 6 | 3 | 2096 |  |
| 7 | 4 | 2250 | $Q_{1}$, first quartile |
| 8 | 5 | 2250 |  |
| 9 | 6 | 2300 |  |
| 10 | 7 | 2338 |  |
| 11 | 8 | 2430 | Median |
| 12 | 9 | 2496 |  |
| 13 | 10 | 2570 |  |
| 14 | 11 | 2628 |  |
| 15 | 12 | 2677 | Q ${ }^{\text {, third }}$ quartile |
| 16 | 13 | 2706 |  |
| 17 | 14 | 2750 |  |
| 18 | $\mathrm{n}=15$ | 2813 | $\mathrm{M}_{15}$, largest val ue |
|  | Total | 35,965 | Mean about 2400 miles |

TABLE 18. Reliability Estimation for Pad Sets Under the
Test Conditions of the Program

|  | Lower Confidence |
| :---: | :---: |
| Estimate for | Limit |
| $\mathrm{m}_{0}=2000$ miles | $(\gamma=0.90)$ |

A. Binomia!
0.933
0.764
B. Johns and Lieberman
0.914
0.811
$M_{0}=0$
C. Three parameter
0.955
0.881 approximation
$\hat{M}_{0}=1667$
exceeded 35,000 miles. In covering this distance, complete pad sets were repiaced when worn uni, and sume iniividuai isack situes were replaced although no complete track set was replaced or judged completely worn out.

After much thought about the problem, it appeared to us that a reliability statement might be rnade about the pad sets and for the first track shoe replacement on each vehicle. Table 17 shows the order statistics data for the 18 pad sets used [15]. Three short mileages were omitted from our analysis for obvious reasons and une value of 1994 miles was counted as a "success" in attaining 2,000 miles. It is to be noted that our reliability estimates apply to the coaditions of the road test and not to Army use in general. In Table 18 the results are shown for three approaches to the problem [15] \%. Johns and Lieberman refer to their recent Technometrics paper [16]. The binomial result is for $14 / 15=0.933$ and use of a binomial table [17]. The third result is a crude approximation that I obtained from the Johns and Lieberman approach.

Information about the first track shoe replacements is given in Table 19 [15] \%\%. Again, an observation has been omitted in the analysis.

TABLE 19. Mileage at Replacement of First Track Shoe During Road-Testing of New Track Design of Seven Vehicles

| Vehicle <br> Number <br> 1 | Replacement <br> Mileage | Number of |
| :---: | :---: | :---: |
| 2 | 2745 | Nhoes Replaced |
| 3 | 2992 | 1 |
| 1 | 3000 | 2 |
| 4 | 3315 | 4 |
| 5 | 3686 | 1 |

[^12]Table 19 shows the mileages arranged as order statistics; vehicle numbers are arbitrary designations. From the lowest value, 2745 miles, and the sample size, $n=\%$, we may estimate with $b 0 \%$ confidence that $90 \%$ of vehicles road-tested under similar accelerated conditions will have their first track shoc replacements after 2745 miles. This result is a nonparametric tolerance limit [18]. If a higher confidence statement is desired, then the tolerance proportion or reliability stated must be lowered. For $90 \%$ confidence, the figure becomes $72 \%$ first track shoe replacements after 2745 miles, which is a one-sided binomial limit [17]. One would like to apply the Johns and Lieberman technique to these track shoe date but the smallest sample size for which they have worked out their tables is $n=10$ [16].
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 siage to the production stage, changes will occur as a result of value engineering applications, changes in technology, improved materials and hardware items, preproduction engineering, and the discovery of inadvertent errors. These changes are incorporated through the use of and Engineering Order (an EO). In one stage of the EO, a Provisioning List (PL) is generated which subsequently ends up in our Supply and Maintenance Directorate as a PDS (Provisioning Data Sheet). A Provisioning List contains all the parts needed to support the change, whereas a FDS is a computer-produced sheet for each part listed on the PL. It is used as a worksheet to identify that part within the Federal Cataloging System.

Due to the different types and classes of parts, and to the priority required, a PDS will flow through this portion of the S\& M Directorate along different routes. Also due to the lack of different kinds of information, a PDS will take still other routes.

Current regulations provided a 90 -day time limit to process a PDS through the S\&M Directorate, PDS's which exceeded this time limit were considered delinquent.

Since a PDS represe its a single line iten in a PL and a PL could contain from one to 1000 or more line items, any PDS which exceeded the time limit caused the entire PL to become delinquent. Management was concerned about the se delinquencies and wanted to know, since each PDS flowed through various routes and stations, what the average length of each station and route actually was, and could the 90 -day time limit be reduced.
PDS ROUTES


SIIDF ? Srhematir of pnc rnitos. The first ster intolued the
determination of the various routes. This slide is a schematic of these routes. Six basic stations were identified: staition number l through station number 6. Each station performs one or more functions during the flow cycle of the PDS. These are identified by the alpha characters after each station number. For example, Station 4 has but a single function whereas Station $2 E$ indicates that this is the fifth function performed by that station. By counting all possible combinations of routes in this schematic, one can easily determine that there are fifteen different routes for an ADP initiation, and the same number of routes for a local initiation. This is true for a single type of a PDS, but due to priorities, there are three types of PDS's to consider. These are colored tor easy identification: a white PDS for routine or low priority items, a yellow PDS for high priority items, and a green PDS for emergency items. Adding these various types of PDS's into the schematic, it maximum of forty-five different rontes is now possible for each initiation. To complicate matters still further, a green PDS, ased for emergencies, is also used as a delinquency flag. Should any FDS remain in this portion of the processing cycle beyond a specified period of time, a delinquent green PDS is initiated locally. This is rushed through the system until it reaches that station in which the original PDS is bogged down. Since this delinquent green PDS can travel along any route, our total maximum number of possible routes now stands at sixty. Add to these routes the fact that occasionally a yellow PDS, during the processing cycle, can be downgraded to a lower priority, that is, downgraded to the status of a white PDS. The processors when confronted with this action would hand stamp the yellow PDS not with a "downgrade" stamp, but with one called "PEPSODENT" .. you wonder where the yellow went:


SiIDE 3. Station ident. That Pepsodent action was generally performed in Station 2. Perhaps at this point we should examine the various functions of each station Thic clide depicte oach of the stationo auc identifies their function(s).

Station l, our Industrial station, is actually located in the Procurement and Production Directorate. This station performs the validation of each part number to facilitate the finding of the proper $F S N$ for that part. This station also checks the part against the drawings for accuracy, and, as need be, obtains new drawings as required.

Station 2, Maintenance Engineering, is the control station for this procedure. Upon receipt from the computer they review each PDS for completeness and accuracy, distribute them into system, verify maintenance data and assign pack data as required, and after all the work has been accomplished remove each completed PDS from system. They also prepare the delinquent green PDS, whenever any PDS is not removed from the system on time.

Station 3 is Fedcral Cataloging. Jt is this station which obtains the FSN for each PDS from proper sources, either locally or from outside agencies, and assigns this Federal Stock Number to each part on receipt.

Station 4, the Publications station, extracts the pertinent data from each PDS for inclusion in Supply and Technical Manuals. I'hey also update the master files.

Station 5, our Supply Control station, which makes the necessary supply studies, prepares and submits requisitions and sets up the puichasing of required parts.

Station o $_{\text {, Cataloging. This function of cataging involves the }}$ advance notification to our supply depots of these various parts that are coming through our system,

It is at this point I should mention that all PDS's do not lack an FSN. Some PDS's do not require an FSN since, for example, the part is fabricated or modified in place. Other PDS's, the bulk in fact, had the proper FSN located by the computer when the PL was converted into the various types of PDS's.
MATRIX FOR PDS SAMPLES

| stations |  |  |  | $\left\{\begin{array}{c} A_{4} \\ \text { simese } \end{array}\right.$ | $\begin{gathered} A_{3} \\ \text { staus } \end{gathered}$ | $\frac{A}{4}$ |  | $A_{0}^{A_{0}}$ | $\begin{gathered} \Delta_{5} \\ \text { s.anc.action } \end{gathered}$ | $\begin{gathered} A_{10} \\ \text { sumpir conter } \\ \text { sthese } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{KPM}^{\text {P }}$ | KPH S | KPms | XPHS | KPHS | m | Kprs | K2 ${ }^{2}$ | $\mathrm{K} \mathrm{PH}_{5}$ | xp: S | Kins 5 |
| $\mathrm{B}_{3}$ * |  | $\therefore 3$ | H2ETE |  |  |  |  |  |  |  |  |
| $\bar{E}_{2}$ |  |  |  |  |  |  |  |  |  |  |  |
| $\ldots$ |  | \% ${ }^{\text {a }}$ |  |  |  |  |  | ; |  |  |  |
| $\mathrm{E}_{2}$, |  | $\sqrt{3} \times 1$ |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  | - ... -.. - |
| $\cdots \times$ |  |  | - |  |  |  |  |  |  |  |  |
|  |  | $\because$ |  |  |  |  |  |  |  |  |  |
| $\bar{B}_{5}-\frac{7}{5}$ |  |  | $3$ |  |  |  |  | ... |  | - --- |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | 1 |  |  |  |  |  |  |  |
|  |  |  | $\text { . } \mathrm{y}_{4}^{2} \mathrm{k}$ | $\therefore$ |  |  |  |  |  |  |  |
| $\begin{array}{llll} B_{0} & & \\ & w & 3 n \end{array}$ |  |  |  | 硣 |  |  |  |  |  |  |  |
| $\begin{array}{lll} E_{1,} & 5 & \\ & 5 & 3 \end{array}$ |  |  |  | V+\% |  |  |  |  |  |  |  |
| $\begin{array}{\|lll\|} \hline \mathrm{O}_{\mathrm{e}} & \mathrm{G} & \\ & & 3 n \\ \hline \end{array}$ |  |  | $\hat{F} \hat{H}^{x}+$ |  |  |  |  |  |  |  |  |
| ${ }^{B_{13}}$ |  |  |  |  |  |  |  |  |  |  |  |
| $\int_{10} \quad r$ |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\begin{aligned} & \bar{m}=1 \\ & y=1 \\ & 6=1 \end{aligned}$ |  | $\begin{aligned} & \text { OUTHE } \\ & \text { IPAITRITY } \\ & \text { MEREEMCY } \end{aligned}$ |  | $\mathrm{K}=\mathrm{H}$ $\mathrm{P}=\boldsymbol{\sim}$ | $\text { AWK } \text { ERSHING }$ | H = MERCULES <br> S = Sergeant |  |  |  |

SLIDE 4. Matrix. Returning to our sjxty possible routes for each initiation. each type PDS was carefully examined in relation to all of its possible routes through this portion of the S\&M Directorate and instead of some sixty possible routes, a total of twelve basic routes emerged. Four of thesc basic routes were eliminaled for reasons such as: the item was fabricated, not purchased; infrequent use, like once in two years; and, sundry othe: reasons leaving us with eight basic routes. These routes divided into pairs of routes, with each pair having one broadcasting function: Either the PDS was broadcasted (because it represented a MICOM-managed item), or it was not broadcasted. These routes were further subdivided, by segregating the three colors of PDS's into sub-pairsfof routes within the basic routes. An additional pair of routes was developed after discussion with the personnel of one station because either the PDS could be handled in a relatively short period of time ( 30 days or less) or an extremel; long period of time ( 90 days or more). Since we knew the reason for this long period of time the data collected for this pair of routes were subsequently omitted. This slide shows the final conliguration as well as the matrix developed to handle this problem. The columns which identify the stations are coded $A_{1}$ through All for subsequent use in a coniputer program. The rows which identify the routes are coded $\mathrm{B}_{1}$ through $\mathrm{B}_{14}$ for the same purpose. Routes $\mathrm{B}_{9}$ and $\mathrm{B}_{10}$, which represent the long cycle time of one station, were subsequently dropped for the reason stated before. 'The intersection of a row and a column is designated as a cell. Each cell is divided into four columns, one column for each missile system under consideration. The shaded areas represent those stations which are not in that specific route. Thus Route $B_{1}$ only contains four stations, $A_{1}, A_{9}, A_{10}$, and $A_{11}$, whereas Route $B_{13}$ contains all eleven stations, $A_{1}$ through $A_{11}$.


SLIDE 5. Route ident. This slide identilies each pair of routes.
Routes $\mathrm{B}_{1}$ and $\mathrm{B}_{2}$ are for white PDS's which have an FSN.
Routes $\mathrm{B}_{3}$ and $\mathrm{B}_{4}$ are tor white PDS's which do not have an FSN.
Routes $B_{5}$ and $B_{6}$ are for green PDS's which do not have an FSN.
Routes $B_{7}$ and $B_{8}$ are for white PDS's without an $F S N$ and require validation. This validation is accomplished in 30 days or less.

Routes $B_{9}$ and $B_{10}$ arc also for white PDS's without an FSN which require validation but this validation required 90 days or more to accomplish. For the reason mentioned before, these routes were removed from the analysis.

Route $B_{11}$ and $B_{12}$ are for green PDS's without an FSN. Those differ from routes $\mathrm{B}_{5}$ and $\mathrm{B}_{6}$ in that the FSN was not immediately located and requires outside agencies assistance.

Routes $\mathrm{B}_{1}$, and $\mathrm{B}_{14}$ are for yellow PDS's without an FSN.
The diference betwern each pair of routes is that the first route of a pair contains a broadoasting function.

Are there any questions up to this point?


SLIDE 6. Bottom of PDS. This slide depicts the lower portion of a yellow PDS. As you can see, there are sections for each station to record its completion date. When the PDS emerges from the computer, it is signed off by the computer at location A. All PDS's that lack an FSN or has questionable FSN's are then sent to Station 2A where, after screening for initial dissemination and other actions which are dependent upon which missile system is involved. Station 2 A records its completion date at location $B$. Each PDS is then sent to the next station as determined by Station 2. In a similar fashion each station records its completion date at its appropriate place on the PDS. The elapsed time between successive dates is indicative of the amount of time that a PDS remained in that station including the transportation time to that station. Since this transportation time is essentially the same for all stations, no effort was made to remove this small amount of time involved. The last station to handie a PDS is Station $2 E$ which removes the PDS from the system. The PDS's thus removed are filed, by missile system, in order of their removal. Since the elapsed time varics greatly from the initiation of a PDS to its completion date, the stack of completed PDS's in each missile system could be considered to be in a random sequence. However, to preclude any possibility of bias, when these stacks of PDS's were sampled, the PDS's were randomly selected.

## Best Available Copy


(ה)

SLIDE 7. Blow-up of matrix - 1 cell and title blocks. A worksheet was developed to record the completion date(s) of each station for each PDS selected for each route previously identified. These samples were replicated four times for each missile system. After the range of the se completion dates were established through inspection, a pseudo-Julian calendar (one which omitted all Saturdays, Sundays, and holidays) was developed to permit the transfer of each recorded date into the pseudoJulian date. Subtraction of these converted sign-off dates indicated the elapsed number of days that each PDS remained in each station. This procedure provided a maximum of 56 measurements per missile per station, with a total of more than 1000 measurements taken to fill the matrix. From the slide one can observe how each cell was filled with these real time measurements.

The first attempt to analyze this recorded data was made through the use of an analysis of variance program, which was borrowed from the UCLA Medical Center, for two main determinations: (i) to determine if there were signiiicant differences between each pair of routes (by omitting the broadcast function - Station 6), and (2) to determine if there were significant differences between missiles as well as colors. The results from the analysis of variance program run were tested after proper conversions against the "F" test for signifizance at the $95 \%$ and $99 \%$ confidence limits. All were essentially negative, which subsequently, permitted the combination of measurements for larger samples. Unfortunately, some difficulty was experienced during the computer run of this program (conflicting statements in the program and a faulty printer) which delayed the computation of the analysis of variance for these data. Furthermore. this particular analysis of variance program was incomplete in that it was not programmed to compute nor print out the mean, the variance, and the standard deviation for each row. column, sum of rows, and sum of columns nor the required twoway tables for analyzing significant differences. During this delay, utilizing the original matrix, the mean, variance, and standard deviation, at $95 \%$ confidence limits, were hand-computed for each missile, for each station, and ior each route (each route having been identificd for a single color) as well as for the combined group of missiles. All of these resulted in extremely large standard deviations.


1010
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SLIDE 8. Figure of head! This is how I lelt! I needed help! So, at this puat, I untatied isr. Fiarshoarger, our MICOM Consultant from VPI. Alter a roview of the data in which he agreed to its abnormality, he suggested a transformation to reduce the wariability aud that, in his opinion, the data followed a Poissonian, and possibly, a logarithmic distribution instead of being normally distributed. A few samples were tested by computing the variance and the mean to determine if the variance was proportional to the mean. The variance was found to be approximately proportional to the mean which indicated the transformation to be utilized could be the square root of the sample value. However, the results of this transformation after the necessary computations were completed approximated the original results. Since sone of the data were less than unity, one was added to each sample value and the square root transfornaation was again attempted. Once again, allhough variability did decrease $\because$ nificuntly, the results still approximated the original results; variations (standard deviations) wore still ios large. And, I stall folt like this!


SLIDE 9. Tukey - Dixon - Snedecor. Research and consultation with local statisticians produced "Tukey's Test of Additivity," a procedure which is fourfold in nature: It (1) helps decide if a transformation is necessary, (2) indicates a suitable transiormation, (3) indicates if the transformation was successful, (4) gets evidence about aberrant observations. Application of this test on a few selected cells by an experienced statistician indicated the transformation required was logarithmic.

By this time, the analysis of variance results had been received from the Computation Center. As previously stated, "F" tests at the $95 \%$ and $99 \%$ levels, revealed there were no significant differences between missiles, between colors, and between routes. There were highly significant differences between stations but these were to be expected since the work content in each station is different and does require different intervals of time to perform. These results from the analysis of variance permitted the combination of like routes for each missile system to obtain larger samples. However, for comparison purposes, each route was calculated singly as well as combined for each missile system.

To return to the second result of the application of Tukey's Test, several observations were found to be aberrant. Linfortunately Tukey's Test merely indicates aberrance but does not correct them. Through the use of Dixon's "Ratios Involving Extreme Values," a technique which permits one to determine if a value is aberrant, the original matris: was reentered and al: values in each cell were tested for aberrance. As each aberrant value was discovered, the remaining values for that particular cell were tested for aberrance until all data were purified. The removal of thesc aberrant values left the matrix with several missing vaiues. A review of techniques to replace these missing data led to Snedecor's Iterative Procedure which was subsequently utilized.

With the matrix again complete, all recorded data were transferred into logarithmic values. The necessary computations were then performed by hand for all routes and stations ior each missile system. These computatiors resulted in significantly lower variations and, more significantly, after converting the derived values back to normal values, truly approximated the real situation: a highly skewed curve to the left without negative times.


SLIDE 10. Matrix w/avg station lengths. Since the mean times were now avalable for each station for each missile, these stations $\cdots$ ore aymhesictu inu routes and subsequentiy correlated against the average times of the original routes. This was accomplished for each mis sile system as woll as the combined group of missile systems. This slide depicts the average station length for all missiles and the synthesized total for cach route. The coefficient of corrclation as calculated proved to be +0.87 which is highly significant (well above the $99 \%$ level of +0.708 in a significance table for my number of degrees of frecdom).


SLIDE 11. 400 PDS sample. Current procedures provided a maxi-
 for some PDS's on a lew routes, no interim time limits wore specified. This analysis indicated that, on the average ( $95 \%$ of the time $)$, all PDS's can be processed through each station in 2.2 days, with a range from 0.8 days to 6.3 days. A recommendation for the establishment of time limits for each station would preclude lengthy delays.

Unfortunately, S\& M cunnot predetermine which route a PDS will flow (with cestain exceptions) but on the average, the longest route length (without broadcast) was approximately 30 days. The final step obviously was the determination of the frequency of occurronce of this longest rate.

In aceordance with a 400 PDS sample ( 100 (rom eath missile system),
 shick illustrates the resultis of this sample.

(자

SLIDE 12. Axe head citting time in half. Since a PDS did not become delinquent until the expiration of 90 days and, on the average, our longest route length was approximately 30 days plise 5 faye for broadcast plus nearly 8 additional days for two standard deviations, or a total of approximately 43 days, 45 days (for the sake of a nice round number) was selected for the maximum time limit. To support the recommendation of reducing the 90 -day time limit to a 45 -day time limit, the probability that this 30 -day route would exceed 45 days had to be calculated. This probability, using the $t$-distribution, was calculated to be 0.04 . Thus the probability that this route length would exceed 45 days is $13 \%$ times the probability (. 04) which is five one-thousandths or only 5 times out of 1000 .

Consequently, a recommendation for a 45-day limit was tendered in my final analysis.

Although this now concludes my presentation, I would like to provide you with a very short follow-up. The 45 -day limitation was not accepted because the powers in control felt that this cut in time was too drastic. Instead, a sixty-day time limit was substituted. However, through improved flow procedures and the subsequent recommended elimination of one station, this 60 -day time limit was recently cut down to 45 days. Additional studies (non-statistical) are currently being performed to effect a further reduction in time.

I thank you:

(2)

OPTIMAL ECONOMY IN PLANNING EXPERIMENTS:

Reginä C. Elaitit-julabun<br>Biostatistics Department<br>University of North Carolina at Chapel Hill, North Carolina

ABSTRACT. Suppose that a cost, $y$, (which is a random variable) is a non-linear function of some controlled variable $x$, and in a general case, is expressed as a polynomial of $k$-th degree in $x$. Let

$$
\begin{equation*}
y=c(x)+\sum_{t=1}^{k} a_{t} x^{t} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
Y=E(y \mid x)=\sum_{t=1}^{k} A_{t} x^{t} \tag{2}
\end{equation*}
$$

be the estimated and expected ("true") cost functions respectively. Let $\hat{\mathbf{x}_{0}}$ and $x_{0}$ be the values of $x$ at which the estimated and expected cost functions attain minima respectively. Further, let $\hat{Y}_{0}=E\left(y \mid \hat{x}_{0}\right)$ be the actual expected cost when $\hat{x}_{0}$ is substituted for (unknown) $x_{0}$, and $Y_{0}=E\left(y \mid x_{0}\right)$ the 'true' minimum cost. We define the 'allowance' cost as

$$
\begin{equation*}
E\left(\hat{Y}_{0}-Y_{o}\right)=\sum_{t=1}^{k} A_{t}\left[E\left(\hat{x}_{o}^{t}\right)-x_{0}^{t}\right] \tag{3}
\end{equation*}
$$

If $c(x)$ estimates $C(x)$ closely, then (3) will usually be small.
To evaluate (3) we have to find the distribution of $\hat{x}_{0}$ which is a function of regression coefficients $a_{1}, a_{2}, \ldots, a_{k}$,

$$
\begin{equation*}
\hat{x}_{0}=g\left(a_{1}, a_{2}, \ldots, a_{k}\right) \tag{4}
\end{equation*}
$$

In the general case this may be complicated, but for sufficiently large sample size, $n$, we can find an approximate distribution using the Central Limit Theorem and a Taylor series expansion of the multivariable function *This paper has been accepted for publication in 'Operations Research'.
(4). Application of orthogonal polynomials appears to be'relevant to this situation.

Ii is easy io see irom (s) that $E\left(\hat{Y}_{0}-Y_{0}\right)$ deper is on the shape of the true cost function, $C(x)$, even if the fitted regression function, $c(x)$, is of the right order. Incorrect choice of the degree of $r(x)$ might affect the 'allowance' cost more severely.

ON a CLASS OP NONPARAMETRIC TESTS FOR MANOVA IN TWO WAY LAYOUTS*
pranab kumar sen

University of North Carolina, Chapel Hill, and University of Caicutta.
sumary. The objact of the present investigation is to propose and atudy a clasa of nonparametric tests for the multivariate analyais of variance (MANOVA) problem relating to complete two way layouts. In this contexis the concept of zank-parmutations for multidimensional interchangeability is developed, and the aame is incorporated in the formulation of a class of genuinely distribution-free rank order tests. Asymptotic properties of the class of proposed tests are studiad and comparea with those of the standard parametric ones.

## 1. INTRODUCTION

Let us consider a complete two way layout comprising of $n$ complete blocka (replicatea), each block containing $r(\geq 2)$ plots where $r$ different treatments are applied. The yield (response) is a $p$ variate quantitative (stochastic) vector, and we denote by $X_{i j}^{(k)}$ the $k$-th response for the $f$ th treatment placed in the 1 th block for $1=1, \ldots, n, j=1, \ldots, r, k=1, \ldots, p$. In the sequel, it will be assumed that $n, r, p \geq 2$. Let then

$$
\begin{align*}
& x_{1 j}^{\prime}=\left(x_{1 j}^{(1)}, \ldots, x_{1 j}^{(p)}\right), 1=1, \ldots, n, j=1, \ldots, r ;  \tag{1.1}\\
& \underline{y}^{\prime}=\left(\mu^{(1)}, \ldots, \mu^{(p)}\right) ; \tag{1.2}
\end{align*}
$$

[^13]\[

$$
\begin{align*}
& \alpha_{i}^{\prime}=\left(\alpha_{i}^{(1)}, \ldots, \alpha_{i}^{(p)}\right), i-1, \ldots, n ;  \tag{1.3}\\
& \tau_{j}^{\prime}=\left(\tau_{j}^{(1)}, \ldots, \tau_{j}^{(p)}\right), j=1, \ldots, r ;  \tag{1.4}\\
& e_{i j}^{\prime}=\left(e_{i j}^{(1)}, \ldots, e_{i j}^{(p)}\right), j=1, \ldots, r, i=1, \ldots, n . \tag{1.5}
\end{align*}
$$
\]

We adopt the usual linear model as
where $\mu$ is the vector of mean effects, ${\underset{\sim}{*}}$ the block effects $(i=1, \ldots, n), \tau_{j}$ the treatment effects ( $j=1, \ldots, r$ ), and $E_{i j}$ the residual error vectors ( $1,-1, \ldots, n, j=1, \ldots, r$ ). These component vectors are assumed to be mutually independent. Our problem is to have a comprehensive test for the hypothesis of no treatment effects i.e.,

$$
\begin{equation*}
H_{0}: I_{1}=\ldots=\tau_{r} . \tag{1.7}
\end{equation*}
$$

In the parametric case, it is usually assumed that $e_{i f}(i=1, \ldots, n, f=1, \ldots, r)$ are $N(=n r)$ independent and identically distributed stochastic vectors distributed according to a multinormal distribution with a null mean vector and a dispersion matrix (positive definite) $\Sigma=\left(\left(\sigma_{k q}\right)\right)$, where $\sigma_{k q}$ is the covariance of ( $\left(e_{i j}^{(k)}\right.$, $\left.e_{i j}^{(q)}\right)$, for $k, q=1, \ldots, p$. The parametric MANOVA tests are either based on the likelihood ratio criterion or on the characteristic roots of some determinantal equations. The likelihood ratio criterion reduces to the ratio of two generalized variances and can be expressed as the product of several (p) independent beta variables (cf. Anderson (1958, Chapter 8). Alternatively, one may work with the amallest characteristic root of the determinental equation involving the same generalized variances. Occasionally, some symetric function of the roots are also used. For details, the reader is referred to Rao (1965, chapter 8). The parametric tests thus appear to be deterministic, but they are not very simple, especially
for $p>2$. Further, in this procedure the assumptions of independence and multinormality of the error vectors play an indiapensible role. Unlike the univariate case, very little has been investigated about the effects of departure from these two basic assumptions on the performance characteristics of the parametric MANOVA tests. On the otherhand, the assumption of multinormality of the error vectors is often found to be dubious, eapecially in many biometric problems. Further, in many problems, there appeara to be sufficient evidence on the atochastic dependence of the error vectors within the same block. For example, in agricultural experiments, the presance of spatial correlation may distort the stochastic independnece of the error vectors within the same block. Similar dependence may be due to genetic effects in many animal feeding experiments. The object of the present investigation 1s to relax both the assumptions of multinomality as well as independence of the error components. In fact, for the tests proposed here, we require only that
(1) the joint distribution function $F\left(e_{11}, \ldots, e_{1 r}\right)$ of $e_{i 1}, \ldots, e_{1 r}$ is continuous and independent of $1=1, \ldots, n$, and
(ii) $F\left(e_{i 1}, \ldots, e_{i r}\right)$ is a symmetric function of its $r$ arguments (vectors) $e_{i 1}, \ldots, e_{i r}$ f.e., $F$ remains invariant under any permutation of the $r$ vectors among themselves, or in other words, $e_{i 1}, \ldots, e_{i r}$ are symmetric dependent stochastic vectors.

Evidently, both the assumptions (1) and (1i) are much less restrictive than the uaual assumptions of independence and multinormality. Thus, the proposed method appears to have comparatively wider scope of applicability.

In the nomparametric case, practically no work has been done on this line. For completely randomized layouts, very recently some nonparametric MANOVA tests have been offered by Chatterjee and $\operatorname{Sen}(1964,1966), \operatorname{Sen}(1965,1966 a)$, Puri and Sen (1966), and Anderson (1965), among few others. Bhapkar (1965) has also presented some
asymptotically distribution-free test for the same problem. The present author (1966 b) has considered some rank methods for combination of independent experiments in MANOVA. The same procedure is applicable in our situation here, but it fails to be suitable in some respects. This problem may also be regarded as the multivariate generalization of the nomparametric ANOVA tests relating to two way layouts. Such ANOVA tests have been considered by Friedman (1937), Durbin (1951), Brown and Mood (1951), Benard and Elteren (1953), and others. These are all based on Intra-black rankings, and the same method can be generalized to the MANOVA problem. The present author (1966 c) has considered a modified approach to nonparametric ANOVA tests for two way layouts. Extending an idea of Hodges and Lehmann (1962), he has considered the rankings after alignment, and under a suitable permutation model, hes obtained a clase of genuinely distribution-free tests based on these modified rankings. This results, in most of the cases, in an increased (at least asymptotically) efficiency of the proposed test. The object of this paper is to generalize the method of rankings after alignment to the MANOVA problem and to offer some suitable nonparametric tests for the same. For this purpose, the concept of multidimensional interchangeability is developed and certain rank permutational ideas are formulated. With the ald of this a class of properly distribution-free rank order tests for the hypothesis in (.1.1) is developed. Further, the celebrated Chernoff-Savage (1958) theorem on the asymptotic normality and power-efficiency of a class of univariate nonparametric test-statistics, as extended to the mulifvariate case by Puri and Sen (1966) and to the problem of compound symmetry of multivariate distributions by $S e n(1966$ c), is extended further to take care of the problem of multidimensional interchangeability, to be considered here. With the aid of this, the asymptotic power and power-efficiency of the proposed class of tests are studied.
2. SOME PRELIMINARY NOTIONS.

Let us define a set of $\mathrm{r}^{2}$ real quantities by

$$
\begin{equation*}
c_{\ell j}=\delta_{\ell j}-1 / r \text { for } j, \ell=1, \ldots, r \tag{2.1}
\end{equation*}
$$

where $\delta_{\ell j}$ is the usual Kronecker delta. Thus, $\Sigma_{j=1}^{r} c_{\ell j}=0$ for all $\ell=1, \ldots, r$. Let us then consider the rintra-block contrasts

$$
\begin{equation*}
\underline{y}_{i l}=\sum_{j=1}^{x} c_{\ell j} x_{i j}, \&=1, \ldots, r \tag{2,2}
\end{equation*}
$$

From (1.6) and (2.2), we have

$$
\begin{equation*}
\underline{I}_{i l}=\left(\underline{q}_{\ell}-\frac{1}{r} \varepsilon_{j=1}^{r} I_{-j}\right)+\left(e_{i l}-\frac{1}{r} \varepsilon_{j=1}^{r} e_{i j}\right), \tag{2.3}
\end{equation*}
$$

where the first factor on the right hand side of (2.3) vanishes when $H_{0}$ in (1.7) holds. Further, by assumption (ii) of section 1 , we get with some simple reasonings that the joint distribution of $\left[\left(e_{-i l}-\frac{1}{r} \sum_{j=1}^{r} e_{i j}\right), 2=1, \ldots, r\right]$ is a symmetric function of the $r$ (vector) arguments. Consequentiy, from (2.3), we get that under $H_{0}$ in (1.7), the joint distribution of ( $\underline{Y}_{1}, \ldots, Y_{i r}$ ) will be a symetric function of the $r$ vectors $Y_{11}, \ldots, Y_{i r}$. On the otherhand, if $H_{0}$ in
 function of its (vector) arguments only when each one of them is adjusted by appropriate location vectors. Thus, if instead of the observed responses $X_{i j}{ }^{\prime} s$, we work with the block-adjusted yields $Y_{i j}{ }^{\prime} s$, our problem of testing $H_{0}$ in (1.7) reduces to that of testing the hypothesis of interchangeability of the vectora $Z_{11}, \ldots, Y_{1 r}$ (for all $1=1, \ldots, n$ ), against translation type of alternatives. This is termed the problem of multidimensional interchangeability, and formulation of an appropriate rank permutation model for the same, will be considered in the
next section. The necessary rank order statistics will be defined now.
Let us pool the $N(=n r)$ observations $\left\{X_{i j}^{(k)}, j=1, \ldots, r, i=1, \ldots, n\right\}$ Into a combined set and denote the ordered observations by

$$
\begin{equation*}
Y_{(1)}^{(k)}<\ldots<Y_{(N)}^{(k)} \tag{2,4}
\end{equation*}
$$

where by virtue of the assumed continuity of the aistribution of the error vectors, the possibility of ties in (2.4) may be neglected, in probability. Let then $C(u)$ be the usual sign-function viz.,

$$
c(u)=\left\{\begin{array}{l}
1, \text { if } u>0  \tag{2.5}\\
0, \text { if } u \leq 0
\end{array}\right.
$$

and let

$$
\begin{equation*}
R_{1 j}^{(k)}=1+\sum_{\alpha=1}^{N} c\left(Y_{1 j}^{(k)}-Y_{(\alpha)}^{(k)}\right) \tag{2.6}
\end{equation*}
$$

for $1=1, \ldots, n, j=1, \ldots, r$.
Thus $R_{i j}^{(k)}$ atands for the rank of $Y_{i j}^{(k)}$ within the set (2,4). This ranking procedure is employed separately for each $k=1, \ldots, p$. Consequently, any vector $y_{i j}$ having $p$ elements is made to correspond to a rank p-vector

$$
\begin{equation*}
R_{i j}^{\prime}=\left(R_{i j}^{(1)}, \ldots, R_{i j}^{(p)}\right) \tag{2.7}
\end{equation*}
$$

for $1=1, \ldots, n, j=1, \ldots, r$. The composite collection is a $p \times N$ matrix

$$
\begin{equation*}
R_{N}^{P x N}=\left(R_{11}, \cdots, R_{15}, \ldots, R_{n 1}, \ldots, R_{n r}\right), \tag{2.8}
\end{equation*}
$$

$\mathrm{B}_{\mathrm{N}}$ will be termed a collection (rank) matrix. Each row of $\mathrm{R}_{\mathrm{N}}$ is a permutation of the tumbers $1, \ldots, N$. For any positive integer $N(n n, n=1,2, \ldots)$ we define
p sequances of real numbers by
$f_{N, 0}^{(k)}$ 'e are all real quancities and are explicit functions of ( $\frac{a}{N+1}$ ). We adopt the coventional Charnoff-Savage (1958) form and witte

$$
\begin{equation*}
\varepsilon_{k, a}^{(k)}=J_{k}^{(k)}\left(\frac{a}{1+1}\right), a=1, \ldots, N, k=1, \ldots, p, \tag{2,10}
\end{equation*}
$$

where the function $f_{N}^{(k)}$ need be defined only at $\frac{\alpha}{N+1}, \alpha=1, \ldots, N$. However, We shell find it more convenient to extend its domain of definition to ( 0,1 ) according to the Chernoff-Savage convention. Also, we define rp requences of indicator functions $\left\{7_{N, \alpha}^{(j, k)}, a=1, \ldots, N\right\}$, for $j=1, \ldots, r, k=1, \ldots, p$ by

$$
z_{N, \alpha}^{(1, k)}=\left\{\begin{array}{l}
1, \text { of } Y_{(\alpha)}^{(k)} \text { is some } Y_{i j}^{(k)}(1=1, \ldots, n),  \tag{2,11}\\
0, \text { otherwise, }
\end{array}\right.
$$

for $0=1, \ldots, N$. Then we define rp rnak order statistics

$$
\begin{equation*}
T_{N, j}^{(k)}=\frac{1}{n} \sum_{\alpha=1}^{N} E_{N, \alpha}^{(k)} z_{N, \alpha}^{(j, k)}, j=1, \ldots, r, k=1, \ldots, p \tag{2.12}
\end{equation*}
$$

It may be noted that

$$
\begin{equation*}
\frac{1}{r} \sum_{j=1}^{r} T_{N, j}^{(k)}=\frac{1}{N} \sum_{\alpha=1}^{N} E_{N, \alpha}^{(k)}=\bar{E}_{N}^{(k)}(s a y,), k=1, \ldots, p ; \tag{2,13}
\end{equation*}
$$

where $\bar{E}_{\mathrm{N}}^{(1)}$, ..., $\bar{E}_{\mathrm{V}}^{(\mathrm{p})}$ are sil known constants (dspending on $N$ ). Thus, at most (r - 1)p of the rp variables in (2.12) are innearly independent. Our proposed test is based on the set of random variables in (2,12). To develop strictly distribution-free testa for the hypothesis (1.7), we shall consider in the next
section some permutation model. But, before that it may be worth writing. a point of clarification. The class of statistics in (2.12) has some similarity. Wth thet of e similar class of statistics considered by Puri and Sen (1966). However, in the later case, we have a one way clasaification with $N$ independent p-variate observations, while in thi case, we have a two wa classification with $n$ independent pr-variate observations. This makes the situation sonemhat more compliceted, and requires a more specialized attention for both the permutation as will as asymptotic test theory.
.. 3. RANK PERMUTATIONS FOR MULTIDIMENSIONAL INTERCHANGEABILITY.

The collection matrix ${\underset{N}{N}}_{\mathrm{pxN}}^{\mathrm{N}}$, given by (2.8), is now expressed in terms of $n$
 corresponding to $\left(Y_{11}, \ldots, Y_{i r}\right)$, for $1=1, \ldots, n$. Thus, we have

$$
\begin{equation*}
\mathbb{R}_{N}^{p X_{N}}=\left(R_{1}^{p x r}, \ldots, R_{n}^{p x r}\right) \tag{3.1}
\end{equation*}
$$

Now under the null hypothesis (1.7), the foint distribution function $G\left(Y_{11}, \ldots, Y_{i r}\right)$ is a symmetric function of $Y_{11}, \ldots, Y_{i r}$, and hence, the same remains invariant under any permutation of the $r$ vectors in the $r$ positions of $G$. Since, there are $r$ ! possible permutations of the $r$ vectors among themselves, the permutational probability (i.e., conditional probability) mass associated with each of the r: pos. Lble permutations is equal to $\left(r^{\prime}\right)^{-1}$, (under $H_{0}$ in (1.7) , for all $1=1$, ..., $n$. Since, ( $\underline{Y}_{11}, \ldots, Y_{1 r}$ ) is distributed (jointly) independently of ( $\underline{Y}_{11}, \ldots, Y_{1} r_{r}$ ) for all 1 中 $i^{\prime}=1, \ldots, n$, the joint distribution of

$$
\begin{equation*}
Y_{\mathrm{N}}=\left(Y_{11}, \ldots, Y_{i r}, \ldots, Y_{n 1}, \ldots, Y_{n r}\right) \tag{3.2}
\end{equation*}
$$

remains invariant under the following finite group $\mathcal{O}_{\boldsymbol{j}}^{0}$ of transformations $\left\{g_{n}\right\}$ which maps the sample sece of $Y_{N}$ anto itself. The number of elements of $\mathcal{C}_{n}$ is equal to $(x:)^{n}$, and typically a transformation $g_{a}$ is such that

 Euclidean apace). Evidently, the sample space of $Y_{N}$ is the ame as that of $Y_{N}$, and morsover, under $H_{0}$ in ( 1,7 ), the joint distribution of ${\underset{N}{N}}$ remains invariant under the group of transformations ${\underset{G}{R}}_{0}^{0}$. Let now $S(\underset{\sim}{X})$ be a (real or vector valued) function on $\underline{Y}_{N}$. Then, for any $\Psi_{N} \in{\underset{N}{N}}^{\#}$, we will have a set of $(r!)^{n}$ values of $S\left(Y_{N}\right)$, obtained under the group of tranaformationa $\mathcal{C}_{n}$, and this set 1 denoted by $\Sigma\left(\mathcal{Y}_{N}\right)$. Than, under the null hypothesie (1.7), the conditional distribution of $S\left(Y_{N}\right)$ over the set $\Sigma\left(Y_{N}\right)$ will be uniform. Let us define $T_{N, j}^{(k)}$ at in (2.2), and let

$$
\begin{equation*}
\mathrm{T}_{\mathrm{N}}^{\text {rxp }}=\left(\left(\mathrm{T}_{N, j}^{(k)}\right)\right)_{j=1, \ldots, r, k=1, \ldots, p} \tag{3.4}
\end{equation*}
$$

Then, it follows that $I_{N}$ is a stochastic matrix, which under the group of transformations O can have only ( $\mathrm{O}:)^{\mathrm{n}}$ possible realizstions. Since $\mathrm{T}_{\mathrm{N}}$ is an explicit function of the N rank p-tuplete $\mathrm{R}_{1 \mathrm{j}}, 1=1, \ldots, n, \mathrm{j}=1, \ldots, \mathrm{r}$, it will be more convanient for us to review the above invariance argument in terms of the following rank-invariance argumant.

The way in which we have defined $\mathrm{g}_{\mathrm{N}} \mathrm{in}(2.8)$ and (3.1), it follows that for any
 of tranaformations of it will be clear that the transformation $g_{n}$ on $Y_{N}$, given
by (3.3), gives rise to another collection matrix $\mathrm{R}_{\mathrm{N}}^{*}$, which is obtained by applying the same tranaformation $g_{n}$ on the original collection matrix $\mathrm{R}_{\mathrm{N}}$. Thus, under the
 to $I_{f} E \frac{y_{j}}{f}$ ) gives rise to a set of ( $\left.r!\right)^{n}$ rank collection matrices (obtained by applying the ame transformations $\left\{g_{n}\right\}$, and this set is denoted by $\Sigma\left(\mathrm{R}_{\mathrm{N}}\right)$. If $\mathrm{g}_{\mathrm{N}}$ Is any member of $\Sigma\left(\mathrm{R}_{N}\right)$, we note that $\mathrm{R}_{\mathrm{N}}^{*}$ is realiy derived fron $\mathrm{R}_{\mathrm{N}}$ by a finite number of inversions of the columns of the later. Thus we may write

Hence, the set $E\left(R_{N}\right)$ contains $(r!)^{n}$ rank-matrices which are permutationally (under inversions of intra-block columns) equivalent (under $\mathcal{F}_{n}$ ) to $\mathrm{R}_{\mathrm{N}}$. Thus, we term
 and each row of $\mathrm{g}_{\mathrm{N}}$ is a permutation of $1, \ldots ., \mathrm{N}$. Thus, $\mathrm{R}_{\mathrm{N}}$ can have ( $\left.\mathrm{N}:\right)^{\mathrm{p}}$ possible realization, and this set of all possible realizations of $\mathrm{R}_{\mathrm{N}}$ is denoted by $\mathcal{R}_{\mathrm{N}}$, so that

$$
\begin{equation*}
\underline{R}_{N} \in \varepsilon\left(R_{N}\right) \subset Q_{N^{*}} \tag{3.6}
\end{equation*}
$$

The probability distribution of $R_{N}$ on $Q_{N}$ (defined on an additive class of subsets $A_{1}$ of $\left(\mathcal{R}_{n}\right.$, will depend on the unknown joint distributions $G\left(Y_{i 1}, \ldots, Y_{i x}\right)$, $1=1, \ldots, n$, even under $H_{0}$ in (1.7). Thus, unlike the case of univariate one way classified data, the use of the unconditional distribution of $\mathrm{g}_{\mathrm{N}}$ will fail to provide a distribution-free test. However, from what has been discussed before, it follows that

$$
\begin{equation*}
P\left\{R_{N}=R_{N} \mid \sum\left(R_{N}\right), H_{0}\right\}=(r!)^{-n} \tag{3.7}
\end{equation*}
$$

for all $\mathrm{R}_{\mathrm{N}} \in \sum\left(\mathrm{R}_{\mathrm{N}}\right)$, independently of $\mathrm{G}\left(\mathrm{Y}_{11}, \ldots, \mathrm{Y}_{1 \mathrm{r}}\right), 1=1, \ldots, \mathrm{n}$. Now, the way
in which ${\underset{N}{N}}_{(k)}^{(k)} k=1, \ldots, p$, are defined by (2.9), (2.10), it follows that $\mathrm{I}_{\mathrm{N}}$ in . [(2.12); (3.4)] is an explicit function of $\underline{R}_{N}$. Thus, the set $\tau\left(\mathcal{R}_{N}\right)$ will give rise to a sec of $(n!)^{n}$ realizations of $T_{N}$, and this set is denoted by $\Sigma\left(T_{N}\right)$. Hence, under the permutational probability measure (3.7), we will have a completely specified permatacional distribution of $T_{M}$, and the corresponding parmutational probability mealsure is denoted by $\mathcal{O}_{\mathrm{n}}$. Let us then consider a test function $\left(\mathcal{Y}_{N}\right)(0 \leq 0 \leq 1)$, which to each $y_{M} \in Y_{i n}$ essociates a probability of rejecting $H_{0}$ in (1.7), with the ald of $\mathcal{O}_{\mathfrak{a}}$. It follows that we can elways select $\phi\left(Y_{N}\right)$ in such a manner that

$$
\begin{equation*}
\sum_{Y_{N}^{t} c \Sigma\left(Y_{N}\right)}\left(Y_{N}^{*}\right)=(r!)^{n} \varepsilon, \tag{3,8}
\end{equation*}
$$

where $c(0<c<1)$ is the preasaigned level of significance of the test. Consequently,
 similar size $c$ test for the null hypothesis (1.7).

Now, in actual practice, we prefer to use some single-valued function of $T_{\mathrm{N}}$ as a teat-atatistic. There seam to be no definite suggestions regarding the structure of this test-statistics, and an optimum choice naturally may depend appreciably on the particular class of alternatives we have in mind. However, it may be suitable (though not nacesaarily optimum) to consider the following test-statistic which is the quadratic-form associated with the asymptotic permutation distribution of $T_{N}$. Tor this, let us consider first the permutational moments of $\mathrm{T}_{\mathrm{N}}$. It readily follows that

$$
\begin{equation*}
g\left(r_{n, j}^{(k)} \mid O_{n}\right\}=\bar{E}_{n}^{(k)}, \text { for } k=1, \ldots, p, j=1, \ldots, r \tag{3.9}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\bar{E}_{\mathbb{N R}_{i}(k)}^{(k)}=\frac{1}{r} \sum_{j=1}^{r}{\underset{N}{E} \mathbb{R}_{i j}}_{(k)}^{(k)}, 1=1, \ldots, n, k=1, \ldots, p \tag{3.10}
\end{equation*}
$$

as the intra-block averages. Also let

$$
v_{k q}\left(R_{N}\right)=\frac{1}{n(r-1)} \sum_{i=1}^{n} \sum_{j=1}^{r}\left\{\sum_{N, R_{i j}(k)}^{(k)-\bar{E}^{(k)}} \quad\left(k, R_{1 .}\right)\right\}\left\{\begin{array}{ll}
\bar{E}^{(q)}  \tag{3.11}\\
N, R_{i} & (q)-\bar{E}^{(q)} \\
N, R_{i}
\end{array} \quad(q)\right\}
$$

for $k, q=1, \ldots, p$;

$$
\begin{equation*}
\nabla_{N}\left(R_{N}\right)=\left(\left(\nu_{k q}\left(R_{N}\right)\right)\right)_{k, q}=1, \ldots, p \tag{3.12}
\end{equation*}
$$

It is then easy to verify that

$$
\begin{equation*}
\operatorname{Cov}\left\{T_{N, j}^{(k)}, T_{N, j}^{(q)},\left.\right|_{n}\right\}=\frac{1}{n r}\left(\delta_{j j}, r-1\right) v_{k q}\left(R_{N}\right), \tag{3.13}
\end{equation*}
$$

for $k, q=1, \ldots, p, 1, j^{\prime}=1, \ldots, r$, where $\delta_{j f}$, is the usual Kronecker delta. For the time being, let us assume that $V_{N}\left(R_{N}\right)$, given by (3.12), is positive definite, and denote its reciprocal matrix by

$$
\begin{equation*}
\nabla_{N}^{-1}\left(E_{N}\right)=\left(\left(v^{k q}\left(R_{N}\right)\right)\right)_{k, q}=1, \ldots, p \tag{3.14}
\end{equation*}
$$

Our proposed test-statistic $S_{N}$ can then be expressed as

$$
\begin{equation*}
S_{N}=n \sum_{k=1}^{p} \sum_{q=1}^{p} v^{k q}\left(R_{N}\right) \sum_{j=1}^{5}\left[T_{N, j}^{(k)}-\bar{E}_{N}^{(k)}\right]\left[T_{N, j}^{(q)}-\bar{E}_{N}^{(q)}\right] \tag{3.15}
\end{equation*}
$$

and it may be noted that $S_{N}$ is essentially a non-negative stochastic variable. We shall see later on that under certain regularity conditions on $G\left(Y_{i 1}, \ldots, Y_{i r}\right)$, $\nabla_{N}\left(\mathbb{R}_{N}\right)$ is positive definite with a very high probability, (precisely, in probability). Howevar, if ${\underset{N}{N}}\left(R_{N}\right)$ fails to be non-singular, we may work with the highest order
principal minor of ${\underset{H}{H}}^{\left(R_{N}\right)}$ which is positive definite, and proceed similariy only with the responsef pertaining to this minor. Thus, for convenience, we may assume $\nabla_{\mathrm{H}}\left(\mathrm{K}_{\mathrm{N}}\right)$ to be positive definite. Now,

$$
\begin{equation*}
E\left(s_{n} \mid O_{n}\right) \cdot p(r-1) \tag{3.16}
\end{equation*}
$$

and $\mathrm{S}_{\mathrm{A}}$ peraures the dietance of $\mathrm{I}_{\mathrm{N}}$, in (3.4), from the permutational centre of sravity of the same. If $H_{0}$ in (1,7) does not hold, it can be shom that for at last one $k=1, \ldots, p$ and one $j=1, \ldots, r, T_{N, j}^{(k)}$ will converge to a point (stochastically) other than $\bar{E}_{\mathrm{N}}^{(\mathrm{k})}$, and hence, by (3.15), $\mathrm{s}_{\mathrm{N}}$ will be atochastically larger. Thus, we may propose the following teat function:

$$
\phi\left(\underline{I}_{N}\right)=\left\{\begin{array}{l}
1, \text { if } s_{N}>s_{N, c}\left(R_{N}\right)  \tag{3.17}\\
r\left(g_{N}\right), \text { if } s_{N}=s_{N, \varepsilon}\left(R_{N}\right) \\
0, \text { if } s_{N}<s_{N, \varepsilon}\left(g_{N}\right)
\end{array}\right.
$$

where the constants $S_{N, C}\left(R_{N}\right)$ and $\gamma\left(R_{N}\right)$ may usually depend on $g_{N}$ and are so chosen that

$$
\begin{equation*}
\mathrm{x}\left\{\phi\left(Y_{N}\right) \mid O_{\mathrm{n}}\right\}=c: 0<\varepsilon<1 \tag{3.18}
\end{equation*}
$$

(3.18) implies that $E\left(\phi\left(X_{N}\right) \mid H_{0}\right\}$ w. For amall yalucs of $n($ and $r)$, one may venture to avaluate the exact values of $\mathrm{S}_{\mathrm{M}, \mathrm{c}}\left(\mathbb{R}_{N}\right)$ and $Y\left(\mathbb{R}_{N}\right)$ with the aid of (3.7). However, the labor of this process of evaluation increases considerably with the increase in $n(o r r)$, and hence, as in other parmutation teats, we are faced with the problem of efinding out the asmptotic form of the permutation distribution of $\mathrm{S}_{\mathrm{y}}$. This is done in the next eection.

We whell impose certain regularity conditions on the $p$ sequences $\left.\sum_{N}^{(k)}\right)_{1}$ $i=1, \ldots, p$, deíned by $(\dot{2}, \dot{y})$ and $(2,10)$, as well as on the foint distribution function $G\left(\mathbf{I}_{11}, \ldots, Y_{i r}\right)$. Let us define

$$
\begin{align*}
& \mathbb{F}_{\mathrm{N}[j]}^{(k)}(x)=\frac{1}{n}\left[\text { Number of } Y_{1 j}^{(k)} \leq x\right], k=1, \ldots, p, j=1, \ldots, r ;  \tag{4.1}\\
& \mathbb{F}_{N}^{(k)}(x)=\frac{1}{n} \varepsilon_{j=1}^{r} \mathbb{F}_{N[j]}^{(k)}(x), k=1, \ldots, p ;  \tag{4.2}\\
& \mathbb{F}_{N[j, i]}^{(k, q)}(x, y)=\frac{1}{n}\left[\text { Number of }\left(Y_{1 j}^{(k)}, Y_{i l}^{(q)}\right) \leq(x, y)\right], \tag{4.3}
\end{align*}
$$

for $k, q=1, \ldots, p, j, \ell=1, \ldots, r$ with either $f \neq \ell$ or $k \notin q$ or both. Now, corresponding to the joint cdf $G$, let us denote the marginal cdf of $Y_{i j}^{(k)}$ and of $\left(Y_{i j}^{(k)}, Y_{i l}^{(q)}\right)$ by $F\left[\begin{array}{l}(k) \\ j\end{array}\right](x)$ and $F\left[\begin{array}{l}k, q \\ j, \ell]\end{array}\right)(x, y)$, respectively, for $j, \ell=1, \ldots, x, k$, $q=1, \ldots, p$, with at least one of $f \notin \ell, k \notin q$ being true, and let

$$
H^{(k)}(x)=\frac{1}{x} \sum_{j=1}^{r}\left[\begin{array}{l}
(k)  \tag{4,4}\\
j
\end{array}\right](x), \text { for } k=1, \ldots, p .
$$

With the definition of $E_{N, \alpha}^{(k)}$ 'as in (2.10), we make the following assumptions conceraing $J_{N}^{(k)}$.s.
ASSUPTTION 1. $\lim _{\text {mion }} J_{N}^{(k)}(H)=J^{(k)}(H)$ exists for all $0<H<1$ and is not a constant. Since, we shall be interested here in translation type of alternatives, we shall
further assume that

$$
\begin{equation*}
J^{(k)}(H) \text { is }+ \text { in } H: 0<H<1 \text { for all } k=1, \ldots, p \text {. } \tag{4.5}
\end{equation*}
$$

ASSUPTION 2. $\left.\frac{1}{N} \sum_{\alpha=1}^{N}\left|J_{N}^{(k)}\left(\frac{a}{N+1}\right)-J^{(k)}\left(\frac{g}{1+1}\right)\right|=o N^{-\frac{1}{2}}\right)$,
for $k=1, \ldots, p$, and

$$
\begin{equation*}
f_{-\infty}^{\infty}\left[J_{N}^{(k)}\left(\frac{M}{N+1} n_{N}^{(k)}(x)\right)-j^{(k)}\left(\frac{M}{N+1} z_{k}^{(k)}(x)\right)\right] d r_{N[j]}^{(k)}(x)=o_{p}\left(N^{-1}\right) . \tag{4.7}
\end{equation*}
$$

for silk=1, $\ldots, p, j=1, \ldots, r$.
ASSUPTION 3. $J^{(k)}(\mathrm{H})$ Is absolutaly continuout in $H: ~ O<H<1$, and

$$
\begin{equation*}
\left[\frac{d^{r}}{d H^{r}} J^{(k)}(H)\right] \leq K[H(1-H)]^{-r-1+\delta}, \tag{4.8}
\end{equation*}
$$

for $E=0,1$, and some $\delta>0$, whare K is a finite ponitive contint.
Also for the positive definiteness and aymptotic convargence of the covariance gatrix $V_{N}\left(R_{N}\right)$, given by (3.12), we require two more mild reguiarity conditions.

Assuxpilun 4. $\frac{1}{N}, E_{a=1}^{N}\left|\left\{J_{N}^{(k)}\left(\frac{a}{N+1}\right)\right\}^{2}=\left\{J^{(k)}\left(\frac{a}{N+1}\right)\right\}^{2}\right|=o(1)$,
for $k=1, \ldots, P_{1}$ and
$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[J_{N}^{(k)}\left(\frac{N}{1+1} q_{N}^{(k)}(x)\right) J_{N}^{(q)}\left(\frac{N}{N+1} H_{N}^{(q)}(y)\right)-J^{(k)}\left(\frac{N}{N+1} H_{N}^{(k)}(x)\right) J^{(q)}\left(\frac{N}{N+1} H_{N}^{(q)}(y)\right)\right] d F_{N[J, R]}^{(k, q)}(x, y:$
$=o_{p}(1)$ for all $j, i=1, \ldots, p, k, q=1, \ldots, p$,
where aithar $k \not q$ or $j \notin$ or both. Let us aleo define

$$
\begin{equation*}
2_{i j}^{(k)}=j^{(k)}\left(H^{(k)}\left(Y_{i j}^{(k)}\right)\right), k=1, \ldots, p, j=1, \ldots, z ; \tag{4.11}
\end{equation*}
$$

$$
\begin{align*}
& z_{i j}=\left(z_{i j}^{(1)}, \ldots, z_{i j}^{(p)}\right), j=1, \ldots, r ;  \tag{4.12}\\
& { }_{k q \cdot 1 \&}=\mathrm{z}\left\{\mathrm{z}_{i 1}^{(k)} \cdot \mathrm{z}_{i f}^{(q)}\right\} \text { for } k, q=1, \ldots, p, j, \&=1, \ldots, r ; \quad \text { (4.13) }  \tag{4.13}\\
& A_{j f}=\left(\left(q_{k q \cdot j f}\right)\right)_{k, q}=1, \ldots, p_{p}^{f} f, \ell=1, \ldots, r ;  \tag{4.14}\\
& v_{k q}=\frac{1}{r} \sum_{j=1}^{r} a_{k q \cdot j j}=\frac{1}{r^{2}} \sum_{j=1}^{r} \sum_{f=1}^{r} a_{k q \cdot j f} \text { for } k, q-1, \ldots, p  \tag{4.25}\\
& y=\left(\left(v_{k q}\right)\right)_{k, q-1, \ldots, p} \tag{4.16}
\end{align*}
$$

ASSUMPTION 5. $Z$ is positive definite
Before we present the main theorems of this section, let us consider the conditions under which assumption 5 holds. Using (4.14), let us define

$$
\begin{equation*}
\Delta_{(j, l)}=\left[A_{j 1}+A_{\ell \ell}-2 A_{A_{j}}\right], \quad{ }_{j} \ell=1, \ldots, \mathrm{r} . \tag{4.18}
\end{equation*}
$$

## THEOREM 4.1 Assumption 5 holds if

$$
\begin{equation*}
\max _{H} \ell=1, \ldots, r[\text { Rank of } \hat{A}(j, \ell)]=p \tag{4,19}
\end{equation*}
$$

PROOR. Let $f^{\circ}=\left(\ell_{1}, \ldots, \ell_{p}\right)$ be any real and non-null $p$-vector, and let

$$
\begin{equation*}
t_{j}=\ell_{i}^{\prime} Z_{i j}, j, 1, \ldots, r, \quad t .=\frac{1}{r} \Sigma_{j=1}^{r} t_{j}, \tag{4.20}
\end{equation*}
$$

where ${\underset{w}{1}}^{1 j^{\prime}=}$ are defined by (4.12). It is then easily seen that

$$
\begin{equation*}
f y_{f}=\frac{1}{r} \Sigma_{j=1}^{r} E\left(t_{j}^{2}\right)-E\left(t^{2}\right) \geq 0 . \tag{4.21}
\end{equation*}
$$

Thus, we require only to thow that for any non-null \& (4.21) is strictly positive. Using essentially the proof of lema 4.1 of Sen (1966), it can be shown that $\frac{1}{x} \Sigma_{y=1}^{T} E\left(t_{j}^{2}\right)-E\left(t^{2}\right)$ will be strictly positive unless

$$
\begin{equation*}
E\left(t_{j} t_{f}\right)=E\left(t_{j}^{2}\right)=\text { constant, for } a 11 j, t=1, \ldots, r \tag{4.22}
\end{equation*}
$$

Mow, using (4.18) and (4.19), we get that

$$
\begin{equation*}
E\left(t_{j}-t_{f}\right)^{2}=\underset{A}{A}(j, b) t>0 \tag{4,23}
\end{equation*}
$$

for at least one pair $(j, i), j f=1, \ldots, r$. An $z\left(t_{j}-t_{f}\right)^{2} \leq 2\left[E\left(t_{j}^{2}\right)+R\left(t_{\beta}^{2}\right)\right]$, (4.23) implies that $\mathrm{E}\left(\mathrm{t}_{\mathrm{j}}^{\mathrm{a}}\right)>0$ for at least one $\mathrm{f}=1, \ldots, \mathrm{r}$. Again, for the epecific ( 1,1 ) for which ( 4.23 ) holds, we may assume without any loss of generality that $\mathrm{E}\left(\mathrm{t}_{4}^{2}\right) \leq \mathrm{B}\left(\mathrm{t}_{j}^{2}\right), \mathrm{E}\left(\mathrm{t}_{j}^{2}\right)>0$, and thus, we require only to now that $\mathrm{E}\left(\mathrm{t}_{j} \mathrm{t}_{f}\right)<\mathrm{E}\left(\mathrm{t}_{j}^{2}\right)$. If $\mathrm{B}\left(\mathrm{t}_{f}^{2}\right)=0$, the proof is evident, while, if $\mathrm{E}\left(\mathrm{t}_{\mathrm{l}}^{2}\right)>0$, we have from (4.23) $2 \mathbb{R}\left(t_{j} t_{f}\right)<E\left(t_{j}^{2}\right)+E\left(t_{l}^{2}\right)<2 E\left(t_{j}^{2}\right)$. Hence, (4.22) cari not hold for all $j, f=1, \ldots r_{\text {, }}$ if (4.19) holds. Consequently, (4.21) is strictly positive.

Hence, the theorem.
It may be noted that (4.19) really implies that the vector $\left(\boldsymbol{z}_{i j}-\boldsymbol{z}_{i f}\right)$ is of full rank for at least one fflem $1, \ldots, r$.

THROREM 4.2. Undar the assumptions 1 to $5, y_{N}\left(R_{N A}\right)$, defined by (3.12) convergen in probability to $y$, dafined by (4.16), and hence, ia positive definite, in probability.
Proor. The proof of this theorem follows as a more or lese atraightforward generalization of theorem 4.2 of Puri and Sen (1966) and of theorem 4.2 of sen (1966c). Hence, for the intended brevity of the paper, it is not considered in detail. THEOREM 4.3. Under the asaumptions 1 to 5 , the permutation dietribution of the atatiatic $B_{N}$ defined by (3.25), converges asymptotically, in probability, to a chi square diatribution with $p(r-1)$ degrees of freedom (d, f.).
Proof. We shall first prove that under the permutation model considered in Section $3,\left[n^{\frac{1}{2}}\left(M_{n, j}^{(k)}-\vec{k}_{k}^{(k)}\right), j n, \ldots, x-1, k=1, \ldots, p\right]$ hat asmptotically a $p(r-1)$ multinormal distribution. This would be done by proving that any arbitrary linear function of these $P(r-1)$ statiatics has asymptotically a normal distribution under
the permutation model of section 3 . Such a linear compound can be equivalently witicen as (by virtue of (2.13), )

$$
\begin{equation*}
W_{n}=n^{\frac{1}{2}} \sum_{j=1}^{\dot{r}} \Sigma_{j=1}^{P} d_{j k} T_{N, j}^{(k)} \text { where } \Sigma_{j=1}^{r} d_{j k}=0, k=1, \ldots, p \tag{4.24}
\end{equation*}
$$

Undar asaumption 2, (4.24) can be rewritten as

$$
\begin{equation*}
n^{\frac{1}{2}} \sum_{i=1}^{n}\left\{\sum_{j=1}^{r} \sum_{k=1}^{p} d_{j k} j^{(k)}{\left.\left.\underset{\left(\frac{R_{1}}{(k)}\right.}{1+1}\right)\right\}+o_{p}(1) .}^{(k)}\right. \tag{4.25}
\end{equation*}
$$

Let us then write

$$
\begin{equation*}
U_{N, 1}\left(R_{N}\right)=\sum_{j=1}^{r} \sum_{k=1}^{p} d_{j k} J^{(k)}\left(\frac{R_{1 j}^{(k)}}{N+1}\right), i=1,2, \ldots, n \tag{4.26}
\end{equation*}
$$

The random variable $U_{N, i}\left(B_{N}\right)$ can have only ri possible equally likely values under our permutation model. These values are obtained by permuting the $r$ vactore $\mathrm{E}_{i j}$, $f 1, \ldots, r$ (defined by (2,7), ) among themselves. Thus,
for iml, ..., n. Similarly,

$$
\begin{aligned}
& \left.\left.\left.\sum_{j=1}^{r} J^{(q)}\left(\frac{\sum_{i j}^{(q)}}{i+1}\right)\right)\right]\right\} \quad \text { for } 1=1, \ldots, n \text {. }
\end{aligned}
$$

Since the permutations of the rank-vectors within the ith block is indepan. dent of the perwutations within the 16 th block for $i f i t=1, \ldots, n$, undex our
 prove the deaired result, we may use the Berry-Ensen theoram [cf. Loeve (1962, p. 288)], according to which it is sufficient to show that

$$
\begin{equation*}
\lim _{n=\infty} \frac{\sum_{i=1}^{n} s\left(\left|\dot{u}_{N, 1}\left(R_{N}\right)\right|^{2} \mid \Theta_{n}\right)}{\left[\sum_{i m 1}^{n} E\left(u_{N, i}^{2}\left(R_{N}\right) \mid \Theta_{n}\right)\right]^{3 / 2}}=0 . \tag{4.29}
\end{equation*}
$$

From (3.11), (3.12) and (4.28), we get that

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left(U_{N, i}^{2}\left(R_{N}\right) \mid \theta_{n}\right\}=\sum_{j=1}^{T} \sum_{k=1}^{P} \sum_{q=1}^{p} d_{j k} d_{j q} V_{k q}\left(R_{N S}\right) \\
& =\sum_{j=1}^{T}\left(\sum_{k=1}^{p} \sum_{\sum_{=1}^{p}}^{P} d_{j k} d_{j q}{ }_{k q}\left(g_{N}^{\prime}\right)\right. \\
& \xrightarrow{P} \sum_{j=1}^{\mathbf{Y}}\left[\sum_{k=1}^{p} \sum_{q=1}^{P} d_{j k} d_{j q} v_{k q}\right], \tag{4.30}
\end{align*}
$$

whereby theorem 4.1 and asamption 5, the right hand aide of (4.30) in a (nonsero) positive constant, for any given ( $d_{j k}, f=1, \ldots, r, k, \ldots, p$ ). Thus, it Is aufficient to show that the numerator of the left hand aide of (4.29) is $o_{p}\left(N^{3 / 2}\right)$, and thit readily followe from assumption 3 and (4.26). Hence, under our per sutation model, the first term of ( 4.25 ) has asymptotically, $\mathrm{in}_{\mathrm{n}}$ probability, a normal distribution. Once this is establishad, we consider the quadratic form
 $f=1, \ldots, r-1, k=1, \ldots, p$, and uaing some well-known resulta on the limiting
distribution of continuous functions of random variables [cf. Sverdrup (1952)], it is easily aeen that under our permutation model, the atatistic $\mathcal{S}_{\mathbb{N}}$ given by (3.15), has aspaptotically, in probability, a chi square distribution with $p(r-1) \cdot d .2$.

Hence, the theorem.
It may be noted that the permutation distribution of $\mathrm{S}_{\mathrm{N}}$ being essentially - conditional distribution, the convergence in theorem 4.3 holda, in probability, 1.e., for almont all $\mathcal{N}_{\mathbb{N}}$. If we now denote by $X_{t, \in}^{2}$ the upper $100 \in \%$ point of the chi square distribution with $t$ d.f., then from (3.17) and theorem 4.3, we arrive at the following.

Tirenky 4.4. $8_{y, \in}\left(R_{N}\right)$ and $\gamma\left(R_{N}\right)$, defined by (3.17), converge, in probability to $x_{p(r-1), \epsilon}^{2}$ and 0 , respectively.

By virtue of theorem 4.4, the exact permutation test, considered in (3.17), reduces asmptotically to

$$
\phi\left(Y_{N}\right)=\left\{\begin{array}{l}
1, \text { if } s_{N} \geq X_{p}^{2}(r-1), \in  \tag{4.31}\\
0, \text { otherwise; }
\end{array}\right.
$$

and (4.31) will be termed henceforth the asymptotic permutation test.

## 5. ASYMPTOTIC POWER OF THE PROPOSED TESTS.

In this section we shall study the asymptotic power and power-efficiency of our proposed class of tests. This requires first of all the study of the asmptotic (unconditional) ifstribution of $s_{\mathrm{dp}}$, when the null hypothesis (1.7) is not necessarily true. For this study, we also adopt the same notations as in aection 4, and write

$$
\begin{equation*}
F_{d, j}^{(k)}=\int_{-\infty}^{\infty} J_{N}^{(k)}\left(\frac{N}{k+1} H_{N}^{(k)}(x)\right) d F_{N[j]}^{(k)}(x), \tag{5.1}
\end{equation*}
$$

for $j=1, \ldots, r, k=1, \ldots, p$. The etatistice in (5.1) has some anslogy with... ciasm uíaimilar siatistics conaiderea by puri and sen (190b). However, in this case of two way layout we are faced with a independent pr-variate obaervations, while in the carlier cape, Puri and Sen ware faced with the oneway layout Involving $\boldsymbol{H}(-n y)$ p-variate observations. This makes the situation eomewhat more complicated in our case, and che necesacary modifications will be atudied here. Lat us define

$$
\begin{equation*}
\mu_{j}^{(k)} \cdot \int_{-\infty}^{\infty} J^{(k)}\left(H^{(k)}(x)\right) d F_{[j]}^{(k)}(x), \tag{5.2}
\end{equation*}
$$

for $j=1, \ldots, r, k=1, \ldots, p$. Also let

$$
\begin{align*}
& d F_{[f]}^{(k)}(x) d F_{[f i]}^{(q)}(y), \tag{5.3}
\end{align*}
$$



$$
\begin{align*}
& +\int_{-x<y<0} F_{[j]}^{(k)}(x)\left[1-F_{[j]}^{(k)}(y)\right] J^{(k)}\left(H^{(k)}(x)\right) J J^{(k)}\left(H^{(k)}(y)\right) d F_{[k]]}^{(k)}(x) d F_{[k]}^{(k)}(y), \\
& \text { for } y=1, \ldots, r, k=1, \ldots, p, f, f=1, \ldots, r \text {. } \tag{5.4}
\end{align*}
$$

Finally, let
for $k, q=1, \ldots, p ; j, f 1=1, \ldots, x$.

HHEOREX 5.1. If the assumptions 1,2 and 3 of oection 4 hold, then for arbitrarily
continuous $G\left(Y_{i 1}, \ldots, Y_{i r}\right)$, the random variables $\left[N^{\frac{1}{2}}\left(T_{N, j}^{(k)}-\mu_{j}^{(k)}\right), j=1, \ldots, r\right.$, $k-1, \ldots, p]$ has asymptotically multinormal distribution with a null mean

(It may be noted that by virtue of (2.13), (4.4) and (5.2), the above multisomal distribution will be essentially aingular with ank leas than or equal to $p(r-1)$.)
moon. We shall presont only a brief skatch of the proof, ac the same will follow precisely on amilar ines as in theorem 5.1 of Puri and Sen (1966) and theorem 5.1 of Sen (1966c). Proceeding precisely on the same line as in the proofs of these two theorems it can be easily shown that

$$
\begin{equation*}
x \frac{d}{k}\left|\left(r_{N, j}^{(k)}-p_{j}^{(k)}\right)-\left(s_{j, 1 N}^{(k)}+B_{j, 2 N}^{(k)}\right)\right|=o_{p}(1), \tag{5.6}
\end{equation*}
$$

for all $f=1, \ldots, r, k=1, \ldots, p$, where

$$
\begin{align*}
& { }_{B_{j: \beta}^{(k)}\left(Y_{i j}^{(k)}\right)}=\int_{-\infty}^{\infty}\left[F_{[j](1)}^{(k)}(x)-F_{[j]}^{(k)}(x)\right]{ }_{j 1}^{(k)}\left(H^{(k)}(x)\right) d F_{[\ell]}^{(k)}(x) ;  \tag{5.8}\\
& F_{[j](1)}^{(k)}(x)= \begin{cases}0, & \text { if } x<Y_{i j}^{(k)} \\
1, & \text { if } x \geq Y_{i j}^{(k)},\end{cases} \tag{5.9}
\end{align*}
$$

for $1=1, \ldots, n, j, 1=1, \ldots, r, k=1, \ldots, p$. It ia therefore sufficient to show that for any arbitrary non-null $\underset{\sim}{8}=\left(B_{11}, \ldots, \delta_{p r}\right)$, $\mathbb{N}^{\frac{1}{2}} \sum_{j=1}^{5} \sum_{k=1}^{p} 8_{j k}\left(B_{j, 1 N}^{(k)}+B_{j, 2 N}^{(k)}\right)$ has agyptotically a normal distribution. By virtue of (5.7), the same can be written at $n^{-\frac{1}{2}}{ }_{i=1}^{n} B\left({\underset{N}{11}}, \ldots, \xi_{i r}\right)$, where

Since, the random variables in (5.10) are indepandent and identically diatributed, In order to make use of the central limit theorem under the Lindeberg's condition, it is suficient to show that these have finite second order moments.
 and by virtue of (5.10), it appears to be sufficient to show that $E\left(\mid B_{j: f}^{(k)}\left(\left.X_{1 j}^{(k)}\right|^{2}\right)<\infty\right.$ for $a l l j, f=1, \ldots, x, k=1, \ldots, p, i=1, \ldots, n$. Now, under the asamption 3 of section 4, ic is easily seen that for any $\eta$ : $0<\eta<8$ (definad by ( 4.8 ), )

$$
\begin{equation*}
S\left(\left|B_{j: B}^{(k)}\left(Y_{i j}^{(k)}\right)\right|^{2+\eta}\right)<\infty \tag{5.11}
\end{equation*}
$$

uniformly in $j, f=1, \ldots, r, k=1, \ldots, p$. Hence, the deeired asmptotic normality followe raadily. Again, by (5.7), (5.8) and (5.9), wa have

$$
\begin{equation*}
\left.\operatorname{In}_{j: \beta}^{(k)}\left(X_{i j}^{(k)}\right) B_{j i: \beta,}^{(q)}\left(Y_{i: j,}^{(q)}\right)\right)=\delta_{i 1,} \beta_{j j \mid: \& \& 1}^{(k, q)}, \tag{5.12}
\end{equation*}
$$

where $\delta_{f f}$, it the usual Kronecker delta and $\beta_{j f}^{(k, q)}$ isf, is are defined by (5.3) and (5.4), for $j, f t, f, f+1, \ldots, r, k, q-\ldots, p$. Hence, it is easily seen that

$$
\begin{equation*}
N E\left[\left(B_{j, 1 N}^{(k)}+B_{j, 2 N}^{(k)}\right)\left(B_{L, 1 N}^{(q)}+B_{b, 2 N}^{(q)}\right)\right]=\theta_{j B}^{(k, q)}, \tag{5.13}
\end{equation*}
$$

which is defined by ( 5.5 ), for $k, q 1, \ldots, p, j, f=1, \ldots, r$. Consequently, by (5.6), way conclude that the dispersion matrix of the asymptotic normal distribution has elemente $\beta_{j f}^{(k, q)}$, defined by (5.5).

Hence, the theorem.
We have already noted that the asymptotic normal distribution of theoram
5.1 Is aingular and of rank at most equal to $p(r-1)$. It the null hypothesis

In (1.7) is true, $G\left(Y_{11}, \ldots, Y_{i r}\right)$ will be a ammetric function of the $r$ vectors, and hence it is casily seen that $(i)$ the marginal cdf of $X_{i j}^{(k)}$ will be the same for all $f=1, \ldots, r, i=1, \ldots, n$, and is denoted by $H^{i j i}(x)$ for $k=1, \ldots, p$; (ii) the marginal edf of $\left(Y_{i j}(k), Y_{i j}^{(q)}\right)(k \neq q)$ will not depend on $j$, and is denoted by $G_{1}^{(k, q)}(x, y)$ for $k f q=1, \ldots, p$, and (iii) the marginal cdf of $\left(Y_{i j}^{(k)}, Y_{i b}^{(q)}\right.$ ( $\left.j \neq f\right)$ will not depend on $(y / f)$, and $i s$ denoted by $\left.H_{2}^{(~} k, q\right)(x, y)$ for $j \not f \ell=1, \ldots, r$,
 In this cate

$$
\begin{align*}
\beta_{j j, q: \& B}^{(k, q)}=a_{k q \cdot j j t} & =a_{k q}^{(1)}, \quad \text { if } j=j v=1, \ldots, r, \\
& =a_{k q}^{(2)} \quad \text { if } j \neq j=1, \ldots, r, \tag{5.14}
\end{align*}
$$

where $a_{\text {kq }}^{(1)}$ dependa only on $H_{1}^{(k, q)}(x, y)$ and $a_{k q}^{(2)}$ on $H_{2}^{(k, q)}(x, y)$, respectively. Thus, from (4.15) and (5.14), we get that in this case $v_{k q}$, defined by (4.15), reduces to
and

$$
\begin{equation*}
\beta_{y}^{(k, q)}=\left(\delta_{j f^{x-1}}\right) v_{k q^{\prime}} j, f=1, \ldots, r, k, q=1, \ldots, p \tag{5.16}
\end{equation*}
$$

where $\delta_{j f}$ is the usual Kronecker delta. Consequently, it is easily seen that under $\mathrm{I}_{0} \ln (1.7)$,

$$
\begin{equation*}
\text { 8直 }=n \sum_{k=1}^{p} \sum_{q=1}^{P} v^{k q} \sum_{j=1}^{r}\left(T_{N, j}^{(k)}-\mu^{(k)}\right)\left(T_{N, j}^{(q)}-\mu^{(q)}\right) \tag{5.17}
\end{equation*}
$$

(where $\left(\left(v^{k q}\right)\right)$ is the reciprocal of $\left(\left(v_{k q}\right)\right)$, and

$$
\left.\mu^{(k)}=\int_{0}^{1} J^{(k)}(u) d u, k=1, \ldots, p_{p}\right)
$$

hat asymptotically a chi square distribution with $p(r-1)$ d.f. How, under astumption 2 of eection 4

$$
\begin{equation*}
\mid x^{1}\left(\hat{k}_{k}^{(k)}-\mu^{(k)} \mid=o(1), \text { for } k=1, \ldots, p,\right. \tag{5.18}
\end{equation*}
$$

und by theorem 4.2, we have under ancumption 5 that

$$
\begin{equation*}
y_{H}\left(g_{H}\right) \xrightarrow{P} y \text { i.e., } \quad y_{H^{-1}}^{-1}\left(g_{N S}\right) \xrightarrow{p} y^{-1} . \tag{5.19}
\end{equation*}
$$

Hence, from (3.15), (5.17), (5.18) and (5.19), we get that under $H_{0}$ in (1.7)

$$
\begin{equation*}
8_{\mathrm{N}} \underset{\mathrm{~N}}{\mathrm{P}} \mathrm{E} \tag{5.20}
\end{equation*}
$$

Hence, we arrive at the following.

THinorm 3.2. Under $H_{0} \ln (1.7)$ and assumptions 1 to 5 of aection 4 e the etatiatic $8_{\text {\& }}$ in (3.15) hat asymptotically a chi square distribution with $p(r-1)$ d.f.

Let now $\hat{\sim} \hat{\text { b }}$ be any consistent estimator of $\mathcal{\chi}$, defined by (4.15) and (5.15). If $\hat{\&}$ is positive definite and we denote its reciprocal by $\hat{\boldsymbol{y}}^{-1}=\left(\left(\hat{v}^{k q}\right)\right)$, then we can have an asymptotically distribution-free test based on

$$
\begin{equation*}
\hat{B}_{N}=n \sum_{k=1}^{p} \sum_{q=1}^{p} \hat{v}^{k q} \sum_{j=1}^{r}\left(T_{N, j}^{(k)}-\bar{i}_{N}^{(k)}\right)\left(T_{N, j}^{(q)}-\sum_{N}^{-(q)}\right) \tag{5.21}
\end{equation*}
$$

8ince, $\hat{G}_{\text {a }}$ can be shown to have the chi square distribution with $p(r-1)$ d. $2 .$, when $H_{0}$ in (1.7) holds, the teat function may be proposed as

$$
\delta\left(X_{N}\right)= \begin{cases}1, & \text { if } \hat{\mathrm{B}}_{\mathrm{N}}>\mathrm{X}_{\mathrm{p}}^{\mathrm{m}}(r-1), \epsilon  \tag{5.22}\\ 0, & \text { otherwise. }\end{cases}
$$

We shall now considar the power properties of the permutation test in (3.17) and (4.31) and the large ample test in (5.22). We shall obtain certain powerequivalance relations among these testa, and compare them with the parametric teste charrad to in Section one.

By virtue of theoram 5.1, it can be shown that if the linear model (1.5) bolds but the null hypothesis (1.7) is not true, then $\left(\mu_{j}^{(k)}=\dot{E}_{N}^{(k)}\right), j=1, \ldots, r$, fel, ..., $P$, can not all converge to zero ay $N \rightarrow \infty$, and hance, $S_{w}$ defined by (3.15), will be tochastically indefinitely large, as N increases. Consequently, the tests considered will be all consistent. Thus, for any given ( $\tau_{1}, \ldots, I_{r}$ ) in (1.6), (not all null), the power of the test (3.17) or (4.31) or (5.22) will be asymptotically qual to unity. Hence, forthe study of the asymptotic power properties of the tests, we shall consider a aequence of alternative hypotheses for which the power asmptotically lies in the open interval ( $\varepsilon, 1$ ). This we specify as

$$
\begin{equation*}
H_{N}: \lambda_{j}=N^{-\frac{1}{2}} \lambda_{j}, j=1, \ldots, r, \tag{5.23}
\end{equation*}
$$

where $\lambda_{j}, f 1, \ldots, f_{\text {are }} 11$ real p-vectora, not all equal (or null). Further, for simplification of the asymptotic power function, we shall assume that the cdf $F_{[j]}^{(k)}(x), F_{\left[\begin{array}{l}(k, q) \\ {[j, j]}\end{array}(x, y) \text { and } F_{[ }^{(k, q)}(j, f]\right.}(x, y)$ are all absolutely continuous and have continuous density functions. Under $\left\{H_{N}\right\}$ in (5.23), we will thus have sequences of edfis $\left[Y_{[J], N}^{(k)}(x)\right]$ ate, defined for each $N$, and it is easy to verify that

$$
\begin{align*}
& \lim _{N=\infty} \mathbb{F}_{[j], N^{(k)}(x)=H^{(k)}(x) \text { for all } j=1, \ldots, r,}  \tag{5.24}\\
& \lim _{\lim _{\infty}} \mathbb{F}_{[(k, q)}^{(j, j]_{1}(x, y)=H_{1}^{(k, q)}(x, y) \text { for all } j=1, \ldots, r, k f q=1, \ldots, p} \tag{5.25}
\end{align*}
$$

$$
\begin{equation*}
\frac{11 m}{}[j, q)_{\infty}[j, f](x, y)=H_{2}^{(k, q)}(x, y) \text { for } j \neq f=1, \ldots, r, k, q=1, \ldots, p . \tag{5.26}
\end{equation*}
$$

Hence, in thit case also (5.16) holds in the limit as $N \rightarrow \infty$. Also, if we define

$$
\begin{equation*}
\xi_{k}=\int_{-\infty}^{\infty} \frac{d}{2} j^{(k)}\left(H^{(x)}(x)\right) d F^{(k)}(x), k=1, \ldots, p \tag{5.27}
\end{equation*}
$$

then, it is easy to show that

$$
\begin{equation*}
\left.\lim _{y=\infty} \operatorname{sint}\left(T_{N, j}^{(k)}-\mu^{(k)} \mid u_{N}\right)=\lambda_{j}^{(k)} S_{k}\right) \tag{5.28}
\end{equation*}
$$

for all fung....,t, $k=1, \ldots, p$. Hence, from the reaulta of theorm 5.1 it follows that under ( $H_{N}$ ), $8_{N}$ has asymptotically a noncentral chi square distribution with $p(r-1)$ d.f. and the noncentrality parameter

$$
\begin{equation*}
\Delta_{s}=\sum_{k=1}^{p} \sum_{q=1}^{p} v^{k q} \zeta_{k} \xi_{p}\left(\frac{1}{\Sigma} \sum_{j=1}^{r}\left(\lambda_{j}^{(k)}-\lambda^{(k)}\right)\left(\lambda_{j}^{(q)}-\bar{\lambda}^{(q)}\right)\right), \tag{5.29}
\end{equation*}
$$

whare

$$
\bar{\lambda}^{(q)}=\sum_{j=1}^{r} \lambda_{j}^{(q)} / r, \text { for } q=1, \ldots, p_{0}
$$

Now, from theorem 4.2, (5.24), (5.25), (5.26) and the discussion following it, it follow that under ( $H_{H}$ ) also $\mathrm{S}_{\mathrm{N}} \mathrm{P}$ 昭, and hence, we have the following.

2HEORM 5.3. Undar the eequence of altarnatives $\left[H_{1}\right]$ in (5.23) $S_{k}$ dafined by (3.15), has anymptotically a non-central chi aquare distribution with $p(r-1)$
d.f. and the non-centrality parameter $\Delta_{g}$, defined by (5.29), provided the conditions of theorem 5.1 hold, and in addition, the marginal edfia corrasponding to the joint caf $G\left(\mathcal{Y}_{1}, \ldots, \mathcal{I}_{i r}\right)$ are all absolutely continuous and have continuoua density functions.

If we conelder tha large ample test, defined by (5.22), then it can be shown ifmilariy that $\hat{E}_{\mathbb{N}} \underset{\sim}{P} \mathrm{E}_{\mathrm{E}}$, under \{ $\left.H_{\mathrm{Hi}}\right\}$, and hence, the conclusions of theorem 5.3 also applies to $\hat{\mathbb{S}}_{\mathrm{N}}$. Thus, the permutation test considered in aections 3 and 4 and the large ample test conaiderad in (5.29), are asymptotically power
equivalent for the equence of alternatives $\left(H_{N}\right)$, in (5.23). As we have seen that the perautation teats are easy to define for amall samples, we are now in a position to recommend the use of the ame, for all ample sizes.

In the parametric case, the limiting diatributions of various test-statiatics for this problem have been studied by various workers, and the reader may be retarred to Anderson (1958, Ch. 8.10), Rao [(1952, Ch. 7), (1965, Ch. 8)], and Jumas (1960), mong others. Most of the reaulte relate to the null case, while it may be considerably difficult to formulate a general theory for the non-null cases, though ame work has also been done on this line. For the likelihood ratio test, however, the asymptotic non-null distribution may be found without much difficulty, and for the sequence of alternatives in (5.23), this statistic can be chown to have asymptotically a non-central chi square distribution with $p(r-1) d, f$, and the non-centrality parameter

$$
\begin{equation*}
A_{v}=\sum_{k=1}^{p} \sum_{q=1}^{p} \sigma^{k q}\left[\frac{1}{r} \sum_{j=1}^{r}\left(\lambda_{j}^{(k)}-\bar{\lambda}^{(k)}\right)\left(\lambda_{j}^{(q)}-\bar{\lambda}^{(q)}\right)\right), \tag{5.30}
\end{equation*}
$$

where $\lambda_{j}^{(k)}$ and $\lambda^{(k)}$ are defined by (5.23) and (5.29), reapectively, and ${\underset{\sim}{m}}^{-1}=\left(\left(\sigma^{k q}\right)\right)=\left(\left(\sigma_{k q}\right)^{-1}\right.$ is the reciprocal of the common diapersion matrix $\sum$. The comparison of $\Delta_{8}$ and $A_{U}$ (for the purpose of studying asyptotic relative afficiency) poses the same problem as has been studied in some detail by Puri and sen (1966). For intended brevity, this is therefore not reproduced again. The only remark that mey be made here is that if we work with ${\underset{W}{N}}_{(k)}^{(k)}$ (defined by (2.9), (2.10), ) as the expected values of the order statistics in a sample of else $\mathcal{N}$ drawn from atandardiged nomal distribution and term the resulting tast ia Normal coore MaNoVA test for the two way lay out, then it is easily seen that for nomal alternatives, this test is asymptotically power equivalent to the likelihood ratic tast. In actual practice, the use of rank sums (i, e, $\varepsilon_{N, \alpha}^{(k)}-\alpha /(N+1)$, apl,..., $x, k=1, \ldots, p$ ) often rasulta in a quite simplified procedure and at the
same time does not involve ny serious loss of efficiency. For detaile of these poince, ìne reacer may be raíerred to Furi and ben \{iyooj, the ame argument being true in the two way layout case.
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## TF.STS FAOR OITTTIF:RS:

H. A. David<br>University of North Carolina at Chapel Hill<br>North Carolina

1. INTRODUCTION. The proper treatment of outliers has long been a subject for study. It is an active area now and likely to remain $s$ for some time to come. The reason for this is easy to see; there seems no limit to the multitude of different situations in which outliers are important. Excellent recent surveys of the subject have been given by Dixon (1962) and Ferguson (1961a).

It is useful to distinguish three aims of procedures designed to deal with outliers:
(a) to screen data in routine fashion preparatory to analysis (this includes but is more general than the old problem of 'rejection of outliers');
(b) to sound an alarm that outliers are present, thus indicating the need for closer study of the data-generating process;
(c) to pinpoint observations which may be of special interest just bocause they are extreme.

Nume rous test-statistics have been devised, mostly from intuitive considerations, and their percentage points tabulated on the assumption of a common normal parent population. However. much more needs to be known about the performance of thi various statistics in use for the nonnull situation when outliers are in fact present. We will here be concerned primarily with cases (b) and (c). I'his is not in any way to belittle the importance of case (a), and I will just mention a recent proposal by Anscombe (19.66). If the primary aim of screening data is the estimation of parameters, Anscombe suggests a two-stage procedure: (1) Apply the appropriate test for outliers at a very stringent level of significance, so stringent that good observations will very seldom be rejected. The purpose of this is to get rid only of will observations very far removed from the main stream. (2) Apply the same outlier test again to the reduced data but now at quite a moderate level of significance. This time, unlike the preceding stage, observations found to be outlying will not be rejected

[^14]but rather given reduced weight in the estimation of parameters. This second stage process is commonly termed Winsorization

This kind of approach promises to be fruitful for the situation of case (a) although its properties are by no means easy to investigate.

We shall begin with a discustion of several measures of performance, including the power function, of some well-known test statistics relevant to capes (b) and (c). We assume that the underlying variation is normal and consider in tome detail the case where a single true outlier is present which differs from the remaining observations in mean only. Some limited results will also be given for the case when two observations are from a common outlying or contaminatiag distribution. The situation of an unknown number of outliers is briefly treated. Some of the statistics we use, and others, have been studied under these assumptions by experimental sampling.
2. MEASURES OF PERFORMANCE. Let $x_{i}(i=1,2, \ldots, n)$ be independent normal variates, $x_{1}$ having mean $\mu_{i}$ and variance $\sigma^{2}$. On the null hypothesis of homogeneity, $H_{o}$, the $\mu_{i}$ are all equal to some unspecified value $\mu$. We shall consider alternatives $H_{a}$ representing a shift or slippage to the right in one or a small fraction of the $\mu_{i}$. A suitable class of statistic $s$ for testing $H_{o}$ against $H_{a}$ is of the form

$$
\begin{equation*}
v=\max _{i} d_{i}, \tag{1}
\end{equation*}
$$

where $d_{i}$ is the difference, $x_{i}-\bar{x}$, appropriately divided. Of particular interest are the following special cases of $v$ corresponding to various degrees of information on $\sigma$ :
(i) standardized extreme deviate (from the sample mean)

$$
v_{1}=\max \left(x_{i}-\bar{x}\right) / \sigma=\left(x_{\max }-\bar{x}\right) / \sigma ;
$$

(ii) internally studentized extreme deviate

$$
v_{2}=\left(x_{\text {max }}-\bar{x}\right) / b, \quad s^{2}=\Sigma\left(x_{i}-\bar{x}\right)^{2} /(n-1)
$$

(iii) externally atudentized extreme deviate

$$
v_{3}=\left(x_{\max }-\bar{x}\right) / s_{v},
$$

where ${ }_{v}$ is a root-mean-square estimate of $\sigma$ based on $v$ degrees of

(iv) internally and externally atudentized extreme deviate
where

$$
\begin{gathered}
v_{4}=\left(x_{\max }-\bar{x}\right) / s_{p} \\
s_{p}^{2}=\left[\Sigma\left(x_{1}-\bar{x}\right)^{2}+u s_{v}^{2}\right] /(n-1+v)
\end{gathered}
$$

$v_{1}$ is appropriate when $\sigma$ is known, $v_{2}$ in the absence of any knowledge of $\sigma$. The use of $v_{3}$ and $v_{4}$ requires an independent estimate of $\sigma$. In $v_{4}$ such external information is combined with internal information by means of a pooled estimate of $\sigma^{2}$. Formally $v_{1}$ and $v_{2}$ may be regarded as the special cases, $v=\infty$ and $v=0$, of $v_{4}$.

If $v_{a}$ is the upper a significance point of the null distribution of $v$, then $H_{o}$ is rejected for $v>v_{a}$, and the warning required in case ( $b$ ) of the Introduction is thereby given. For (c) this must be followed up by declar ing one or more of the $x_{i}$ to be outliers, for example, those $x_{i}$ for which $d_{i}$ exceeds $v$.

Because of the difficulty of dealing with more general alternatives we shall first suppose that just one of the observations - we do not know which - is a true outlier and has mean $\mu+\lambda(\lambda>0)$. In the formulation of slippage tests we may say that $H_{a}$ consists of $n$ mutually exclusive hypotheses of which the ith, $H_{i}$, specifies that

$$
\mu_{i}=\mu+\lambda, \mu_{j}=\mu \quad(j=1,2, \ldots, i-1, i+1, \ldots, n) .
$$

It is known (e.g. Kudo, 1956) that in this situation $v_{4}$ (and hence $v_{1}, v_{2}$ when applicable) has the desirable optimal property of maximizing the probability of rejecting a true outlier in the clacs of all level a tests which are invariant under the transformation $x_{i}^{\prime}=a x_{i}+b(a>0)$ applied to each $x_{i}$.

It is clear that a reasonable measure of the performance of any of the $v$-statiatics can depend only on the sample size $n$ and the ratio $\lambda / \sigma$. In particular, the measure must be independent of which of the $H_{i}$ holds. For convenience we therefore take $i=1$, and also $\sigma=1$. The following measures
come to mind:

1. Power function $\quad P_{1}=\operatorname{Pr}\left(v>v_{n} \mid H_{1}\right)$.
2. Probability that the observation $x_{1}$ from the slipped population is significantly large

$$
P_{2}=\operatorname{Pr}\left(d_{1}>v_{a} \mid H_{1}\right)
$$

3. Probability that $x_{1}$ is aignificantly large and the largest in the sample

$$
P_{3}=\operatorname{Pr}\left(d_{1}>v_{a}, x_{1}>x_{2}, x_{3}, \ldots, x_{n} \mid H_{1}\right)
$$

4. Probability that only $x_{1}$ is significant

$$
P_{4}=\operatorname{Pr}\left(d_{1}>v_{a}, d_{2}, d_{3}, \ldots, d_{n}<v_{a} \mid H_{1}\right)
$$

5. (Dixon, 1950) Probability that $x_{1}$ is aignificantly large given that it is the largest in the sample

$$
P_{5}=\operatorname{Pr}\left(d_{1}>v_{a} \mid x_{1}>x_{2}, \ldots, x_{n} ; H_{1}\right)
$$

We see that

$$
\begin{equation*}
P_{1} \geq P_{2} \geq P_{3} \geq P_{4} \tag{2}
\end{equation*}
$$

and also that

$$
\begin{equation*}
P_{5}=P_{3} / \operatorname{Pr}\left(x_{1}>x_{2}, x_{3}, \ldots, x_{n}\right) \tag{3}
\end{equation*}
$$

where the probability in the denominator has been tabulated by Teichroew (1955) for $n \leq 10$.

It can be shown that

$$
P_{2} \leq P_{1} \leq P_{2}+a
$$

provided $n<2 / a$; in fact, a somewhat stronger general inequality holds (David and Paulson, 1965). Also for $v_{2}$ one has $P_{2}=P_{3}=P_{4}$. We therefore confine attention to $P_{2}$ as the most convenient measure.

The graphs of Figure 1 show inter alia juat how much is added to the value of $P_{2}$ by the use of $v_{4}$ rather than $v_{3}$ in the present case of a single true outlier. Of course, the gain is highest when the internal information on $\sigma^{2}$ is large compared to the external information, i.e. when $n-1$ is large compared to $v$. However, there are indications that internal degrees of freedom are less valuable than external ones. Thus for $n=6$ the solid curve $v=5$ lies well above the dotted curve $v=0$ although in both cases there is a total of 5 D.F.
3. A SEQUENTLAL PROCEDURE. It will be a rare occarion when we actually know the number of outilers for which to test. Ideally we might wish to proceed sequentially as follows:

Apply a certain test-statistic to the sample of $n$. If significance is obtained eliminate the most extreme observation and apply the same test-statistic to the reduced sample of $n-1$, adjusting the significance point to the new sample size. If significance holds again, repeat the procedure until the test-statiatic ceases to be significantly large.

We consider now such a sequentiel procedure for $v_{1}$, the case where $\sigma$ is known and may be taken equal to unity. To this end note the following easily proved algebraic results:

(b) $x_{i}-\bar{x}_{j} \geqslant x_{j}-\bar{x}_{i}$ according as $x_{i}-\bar{x} \geqslant x_{j}-\bar{x}$.
(c) $x_{i}-\bar{x}+\frac{1}{n-1}\left(x_{j}-\bar{x}\right)=x_{i}-\bar{x}_{j}$.

Also when the $x_{i}$ 's are normally distributed,
(d) $x_{i}-\bar{x}$ and $x_{j}-\bar{x}_{i}$ are atiatically independent.
(e) $v_{1, a}^{(n)}$, the upper a significance point of $v_{1}$ in samples of $n$, is an increasing function of $n$.

From (c) and (d) we see that the joint occurrence of

$$
\begin{equation*}
x_{i}-\bar{x}>v_{i, a}^{(n)}, x_{j}-\bar{x}>v_{1, a}^{(n)} \tag{4}
\end{equation*}
$$

implies
(f) $x_{i}-\bar{x}_{j}>v_{1, a}^{(n)}>v_{1, a}^{(n-1)}$,
and by aymmetry that $x_{j}-\bar{x}_{i}>v_{1, a}^{(n-1)}$
This result means that we do not have to take the above procedure too literally: if (4) holds we can immediately declare both $x_{i}$ and $x_{j}$ to be outliers, and next apply our test-statistic to the remaining sample of $n-2$, etc.

To evaluate the performance of this procedure we consider a rather special case: two observations $x_{i}$ and $x_{j}(i, j$ unknown) are froma contaminating $N(\mu+\lambda, 1)(\lambda>0)$ population, the remaining $n-2$ are from $N(\mu, 1)$. This is a reasonable model for the situation when a common source is responsible for the shift in the two observations. Any acceptable measure of performance will not depend on $i$ and $j$ which we take to be 1 and 2 . We consider the following measures:

1. Probability that at least one of $x_{1}, x_{2}$ is significantly large:

$$
\Pi_{1}=\operatorname{Pr}\left\{\max \left(x_{1}-\bar{x}, x_{2}-\bar{x}\right)>v_{1, a}^{(n)}\right\} .
$$

2. Probability that both $x_{1}, x_{2}$ are significant in a 2 -stage procedure:

$$
\pi_{2}=\operatorname{Pr}\left\{\max \left(x_{1}-\bar{x}, x_{2}-\bar{x}\right)>v_{1, a}^{(n)}, \min \left(x_{1}-\bar{x}_{2}, x_{2}-\bar{x}_{1}\right)>v_{1-a}^{(n-1)}\right\}
$$

3. Prontility that both $x_{1}, x_{2}$ are significant at the first stage:

$$
\Pi_{3}=\operatorname{Pr}\left\{x_{1}-\bar{x}>v_{1, a}^{(n)}, x_{2}-\bar{x}>v_{1, a}^{(n)}\right\} .
$$

(In these measures we are not concerned with the possibility that good observations may also be declared outliers.) It is clear that $\Pi_{1}>\Pi_{2}>\Pi_{3}$. $\mathrm{H}_{2}$ may be found from

$$
\begin{aligned}
\Pi_{2} & =\operatorname{Pr}\left\{x_{1}-\dot{x}>v_{1, a}^{(n)}, x_{2}-\bar{x}_{1}>v_{1, a}^{(n-1)}\right\} \\
& +\operatorname{Pr}\left\{x_{2}-\bar{x}>v_{1, a}^{(n)}, x_{1}-\bar{x}_{2}>v_{1, a}^{(n-1)}\right\} \\
& -\operatorname{Pr}\left\{x_{1}-\bar{x}>v_{1, a}^{(n)}, x_{2}-\bar{x}_{1}>v_{1, a}^{(n-1)}, x_{2}-\bar{x}>v_{1, a}^{(n)}, x_{1}-\bar{x}_{2}>v_{1, a}^{(n-1)}\right\} \\
& =2 \operatorname{Pr}\left\{x_{1}-\bar{x}>v_{1, a}^{(n)}\right\} \operatorname{Pr}\left\{x_{2}-\bar{x}_{1}>v_{1, a}^{(n-1)}\right\} \\
& -\operatorname{Pr}\left\{x_{1}-\bar{x}>v_{1, a}^{(n)}, x_{2}-\ddot{x}>v_{1, a}^{(n)}\right\} \text { by }(d) \text { and }(f) .
\end{aligned}
$$

Hence $\Pi_{2}$ as well as $\Pi_{1}$ and $\Pi_{3}$ can be evaluated from tables of the univariate and bivariate normal distribution function. Figure 2 gives some nurnerical results comparison being also made with the earlier probability ( $P_{2}$ for $\nu=\infty$ ) of detecting a single outlier when only one is present. The difference between $\Pi_{2}$ and $\Pi_{3}$ is seen to become less marked as $n$ increases.

Some extensions of these results to the above cases of $\sigma$ unknown are planned. It must not be supposed that the results will all be much the same, When $\sigma$ has to be estimated from the sample at hand the presence of a second outlier tends to "mask" (Murphy, 1951) the effect of the first. In fact, for $a=.05$ and $n \leq 14$, the probability of detecting any outliers by the use of $v_{2}$ tends to zero as $\lambda \rightarrow \infty$. (cf. Ferguson, 1961b). For
finite $\lambda$ the probability of detection may be quite unsatisfactorily low and the sequential process has little chance of ever getting started. The masking effect applies also to other statistics such as Dixon's $r_{10}=\frac{x^{x}(n)^{-x}(n-1)}{x_{(n)}^{-x}(1)}$ which might be used sequentially in this case. Ferguson (1961b) recommends Karl Pearsou's

$$
b_{2}=n \Sigma\left(x_{i}-\bar{x}\right)^{4} /\left[\Sigma\left(x_{i}-\bar{x}\right)^{2}\right]^{2}
$$

as a general statistic appropriate for both one and two-sided tests.
It should also be noted that in the artificial case where the above model of exactly two outlier is known to be the right alternative to $H_{0}$
the optimal procedure consists (Murphy) in rejecting the largest two obeervations when $\left(x_{i n j}+x_{i n-i j}-2 x\right) / s$ in tan large. Percentege painte are not known but are available for


Dixon (1951, 1962) gives percentage points for several of his r-statistics, e.g. for

$$
r_{20}=\frac{x_{(n)}-x_{(n-2)}}{x_{(n)}-x_{(1)}}
$$

designed as a test "for $x_{(n)}$ avoiding $x_{(n-1)}$ ".
Although only a fraction of the many questions of interest have been considered in this paper I hope that the need for much more detailed knowledge of the performance of tests for outliers has been demonstrated. Of course, it must never be forgotten that the problem of outliers is only partly statistical.

Section 2 of this paper is based on David and Paulson (1965) where further details are given. I am indebted to R. G. McMillan for Figure 2.
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Fig. 1. Probability $P_{2}$ that the outiler $X_{1}$ is detected when $v_{1}$ to $v_{4}$ aro used at level a and $H_{l}^{2}$ holds.
vea : $\operatorname{Pr}\left\{\left(x_{1}-\bar{x}\right) / \sigma \geqslant v_{1,0}\right\} \quad \quad \operatorname{van}: \operatorname{Pr}\left(\left(x_{1}-\dot{x}\right) / \Delta \geqslant v_{2, \alpha}\right\}$
$\cdots-v=5,10,20: \operatorname{pr}\left\{\left(x_{1}-\bar{x}\right) / b_{v}>v_{3, a}\right\} \quad \cdots-\cdots=5,10,20: \operatorname{Pr}\left\{\left(x_{1}-\bar{x}\right) / b_{p}>v_{4, a}\right\}$


Fig. 2. Probabilities $\Pi$ of detection at level $a$ when $H_{1,2}$ holds.
$1: \Pi_{2} \quad 2: \Pi_{2} \quad 3: \Pi_{3}$
Dotted line: Probability of detecting a single outiler ( $P_{2}$ for vmes)


THE PROBABILITY OF SURVIVAL OF A SUBTERRANEAN TARGET UNDER INTENSIVE ATTACK
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ABSTRACT. This report deals with the analysis of a model for atudying the probability of aurvival of a aubterranean taiget under an intensive attack. Most of the analysic is based on the assumption that the explosions are circularly distributed about the target and that the number of explosions is known. In the last two sections it is shown what effect a relaxation of these assumptions has on the probability of survival of the target.
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## 1. Introduction

Tilis repuri deais with the anaiysis of a model tor sadying the probability of survjval of a subterranean target under an intensive attack.

The target is located below the surface at idistance $d$ fom the surface. The projection of the target on the surface will be identified as the origin in ordinary two-dimensional rectangular coordinates. $K$ explosions occur at points $\tilde{X}_{1}, \tilde{x}_{2}, \ldots, \tilde{X}_{K}$, where $\tilde{X}_{1}$ are independent identically distributed random vectors, $\tilde{X}_{i}=\left(X_{i 1}, X_{i 2}\right)$. They will be assumed to have the bivarlate normal distribution centered at the origin with zero correlation coefficient, 1.e.,
(1)

$$
f\left(x_{1}, x_{2}\right)=\left(2 \pi \sigma_{1} \sigma_{2}\right)^{-1} \exp \left(-\frac{1}{2}\left\{\frac{x_{1}^{2}}{\sigma_{1}^{2}}+\frac{x_{2}^{2}}{\sigma_{2}^{2}}\right\}\right) \quad\left(-\infty<x_{1}, x_{2}<x ; \sigma_{1}, \sigma_{2}>0\right) .
$$

The energy directly applied into the ground will be denoted by $E$ and the seismic velocity of the rock will be denoted by $c$. The distances $R_{1}$, $1=1,2, \ldots, K$, of the explosions from the origin are consequently independent identically distributed random variables, and from (1), their common probability density function is given by
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(2)

$$
f_{1}(r)=\frac{r}{2 \pi \sigma_{1} \sigma_{2}} \int_{0}^{2 \pi} \exp \left(-\frac{r^{2}}{2}\left\{\frac{\cos ^{2} \theta}{\sigma_{1}^{2}}+\frac{\sin ^{2} \theta}{\sigma_{2}^{2}}\right\}\right) d \theta \quad(0 \leq r<\infty)
$$

In particular, if $\sigma_{1}=\sigma_{2}=\sigma$, then

$$
\begin{equation*}
f_{1}(r)=r \sigma^{-2} e^{-r^{2} / 2 \sigma^{2}} \quad(0 \leq r<\infty) \tag{3}
\end{equation*}
$$

It will be assumed that the free fleld stresses $P_{i}, 1=1,2, \ldots, K$, due to the explosions are given by

$$
\begin{equation*}
P_{i}=\lambda c^{\alpha} E^{\beta}\left(R_{i}^{2}+d^{2}\right)-\gamma \quad 1=1,2, \ldots, K \tag{4}
\end{equation*}
$$

where $\lambda, \alpha, \beta$, and $\gamma$ are positive parameters. Therefore $P_{1}, P_{2}, \ldots, P_{K}$ are independent and identically distributed random variables.

The following assumptions will be made about the survivability of the target.
(1) If $\max _{1 \leq i \leq k} P_{1} \geq M$, the target will fail. That is to say, $M$ is the
maximum loading from a single burst which the target can withstand without failure.
(2) If $P_{i} \leq p_{0}$, no damage to the target takes place from the $i^{\text {th }}$ burst. : Further, if $P_{i}>p_{0}$, some permanent damage is done to the target, in an amount proportional to $P_{1}-p_{0} \cdot p_{0}$ is the elastic limit of the target structure. Thus we define

$$
D_{i}=\left\{\begin{array}{ll}
P_{i}-p_{0} & \text { if } P_{i}>p_{0}  \tag{5}\\
0 & \text { otherwise. }
\end{array} \quad(1=1,2, \ldots, K)\right.
$$

and $D_{i}$ is known as the degradation due to the $i^{\text {th }}$ burst. The target will also fail to survive the $K$ explosions whenever

$$
\begin{equation*}
\sum_{i=1}^{K} D_{i} \geq D^{*} \tag{6}
\end{equation*}
$$

Here $D^{*}$ is called the maximum allowable cumulative degradation. It is assumed that the accumulation of permanent damage is additive and has no effect on the amount of damage produced by any subsequent explosion, or on $M$, the maximum doading from a single burst which the target can sustain.

Thus we have that the target will survive K explosions whenever

$$
\begin{equation*}
\sum_{i=1}^{K} D_{i}<D^{*} \text { and } \max _{1 \leq i \leq K} P_{i}<M . \tag{7}
\end{equation*}
$$

The following relations between $P_{0}, M$, and $D^{*}$ will be assumed to hold,

$$
p_{0}<M<D^{*}+p_{0} .
$$

Minor modifications in the analysis that follows would be needed, if this were not the case. However, it is clear that these are consistency requirements which should reasonably be satisfied by the three parameters given above.

In Section 2, we obtain the probability density function of the free field stress due to a single explosion, when $\sigma_{1}^{2}=\sigma_{2}^{2}$. This will be exploited in Section 5, by exhibiting a number of examples to show how a. straightforward examination of this probability ciensity function may be employed in estimating the probability of survival.

Section 3 contains a discussion of techniques for estimating the probability of survival when $K$ is fixed (i.e., not a random variable), and when $\sigma_{1}^{2}=\sigma \frac{2}{2}$ (the circular bivariate normal distribution). The approximation methods used here have been employed as the basis for a computer program.

In Section 4, some comments concerring the suitability of the model are gisen.


Section 6 discusses some methods which may be employed if $v_{1}^{2} \neq \sigma_{2}^{2}$ (the elliptic case). These are compared with results obtained in section 3 for $\sigma_{1}^{2}=\sigma_{2}^{2}$ :

Finally, section 7 provides a brief discussion of the extension of the pre-- ... vious resulte, if $K$ de a random variable, rather than a fixad quantity.
2. The Probability Distribution of the Free Field Stress of a sinale Explosion

A substantial amount of useful information may be obtained by a careful examination of the probability density function of $P$, the free field stress. We will derive this function in this section, and note some of tis properties. These will be exploited in Section 5 of this report,

It will be convenient to define

$$
\begin{equation*}
\theta=\lambda c^{\alpha} E^{\beta} \tag{8}
\end{equation*}
$$

Thus, from (4), we have

$$
\begin{equation*}
P=\theta\left(R^{2}+d^{2}\right)-\gamma \quad(0 \leq R<\infty) . \tag{9}
\end{equation*}
$$

$P=P(R)$ is a mapping from $[0, \infty)$ to $\left(0, \theta d^{-2 Y}\right]$. On $[0, \infty), P$ is a monotonic decressing function of $R$, and this the inverse mapping $P^{-1}|p|$ is uniquely defined for every $p, 0<p \leq e d^{-2 y}$, and is a positive monotonio deoreasing function of $p: 1$ Indeed

$$
\begin{equation*}
P^{-1}(p)=\left[(\theta / p)^{1 / Y}-d^{2}\right]^{\frac{1}{2}} \quad\left(0<p \leq \theta d^{-2 Y}\right) \tag{10}
\end{equation*}
$$

## Hence

(11)

$$
\begin{aligned}
\operatorname{Pr}\{P \leq p\} & =\operatorname{Pr}\left\{R \geq P^{-1}(p)\right\} \\
& \int_{P^{-1}(p)}^{\infty} f_{1}(r) d r \quad\left(0<p \leq \theta d^{-2 r}\right)
\end{aligned}
$$

where $f_{1}(r)$ is given by (2) or (3) and $P^{-1}(p)$ is given by (10).
We will restrict ourselves to the case $\sigma_{1}=\sigma_{2}$ until Section 6. With this restriction, $f_{1}(r)$ is given by (3), and integration of (13) yields
(12)

$$
\operatorname{Pr}\{P \leq p\}=G(p)= \begin{cases}0 & (p<0) \\ e^{-\left\{(\theta / p)^{1 / Y}-d^{2}\right\} / 2 \sigma^{2}} & \left(0 \leq p \leq \theta d^{-2 Y}\right) \\ 1 & \left(p>\theta d^{-2 \gamma}\right)\end{cases}
$$

Then, the probability density function of $P$ is given by

$$
\begin{equation*}
g(p)=(2 \gamma)^{-1} \sigma_{\sigma}^{-2} \theta^{1 / \gamma} p^{-(\gamma+1) / \gamma} \exp \left\{-\left[(\theta / p)^{1 / \gamma}-d^{2}\right] / \sigma_{\sigma}^{2}\right\} \quad\left(0 \leq p \leq \theta d^{-2 \gamma}\right) \tag{13}
\end{equation*}
$$

We now proceed to investigate some of the characteristics of $g(p)$.
The madian $M_{p}$ of $g(p)$ is readily obtained by solving

$$
G\left(M_{P}\right)=\theta^{-\left\{\left(\theta / M_{P}\right)^{1 / Y}-d^{2}\right\} / 2 \sigma^{2}}=\frac{1}{2}
$$

or

$$
\left\{\left(\frac{\theta}{M_{P}}\right)^{1 / \gamma}-\alpha^{2}\right\} / 2 \sigma^{2}=\log 2 .
$$

Hence

$$
\begin{equation*}
M_{P}=\theta\left(2 \sigma^{2} \log 2+d^{2}\right)-\gamma \tag{15}
\end{equation*}
$$

Here $\sigma \sqrt{2 \log 2}$ is frequently referred to as the CEP (circular error probability), so that we may also write

$$
M_{P}=\theta\left[(C E P)^{2}+d^{2}\right]^{-\gamma}
$$

Similarly, the vth percentile of $P$ may be obtained by setting the right hand side of (14) equal to $v / 100$.

We can find the mode of $g(p)$, which we denote by $m_{p}$, by solving
(16)

$$
\frac{d \log g\left(m_{P}\right)}{U^{2} \cdot 1 P}=-\frac{Y+1}{Y(11 P}+\frac{\theta^{1 / Y}}{2 \gamma \sigma^{2} m_{P}^{(\gamma+1) / Y}}=0
$$

or
(17)

$$
m_{p}=\theta[2(\gamma+1)]^{-\gamma} \sigma^{-2 \gamma}
$$

Thus; Eince

$$
\sigma(0)=0, \sigma\left(\theta d^{-2 \gamma}\right)=(2 \gamma)^{-1} \sigma^{-2} \theta^{-1} d^{2(\gamma+1)}>0
$$

$g(p)$ has a unique mode given by (17), whenever
or equivalently,

$$
m_{p} \leq \theta d^{-2 \gamma}
$$

(18)

$$
d \leq[2(\gamma+1)]^{l / 2} \sigma .
$$

If, on the other hand, $d \geq[2(\gamma+1)]^{1 / 2} \sigma$, then $\sigma(p)$ is monotone increasing, and the maximum of $g(p)$ occurs at $\theta d^{-2 Y}$.

We conclude the characterization of $g(p)$ by evaluating, the moments (both conditional and unconditional). Let $A$ be any measurable set on $(-\infty, \infty)$; then the conditional $k^{\text {th }}$ moment of $g(p), \mu k, A$ is given by

$$
\begin{align*}
\mu_{k, A} & =E\left\{P^{k} \mid P \in A\right\}  \tag{19}\\
& =E\left\{\theta^{k}\left(R^{2}+d^{2}\right)-\gamma k \quad \mid R \in P^{-1}(A)\right\} \\
& =\frac{\theta^{k} g^{-2}}{\operatorname{Pr}\left\{R \in Q^{-1}(A)\right\}} \int_{P^{-1}(A)}\left(r^{2}+d^{2}\right)^{-\gamma k} e^{-r^{2} / 2 \sigma^{2} r d r}
\end{align*}
$$

which is obtained using (3) and (9).
Two particular cases of (19) merit explloit statement.
(1) If $A$ is an interval $\left(p_{1}, p_{2}\right)$ with $0 \leq p_{1}<p_{2} \leq \theta d^{-2 \gamma}$, then

$$
\begin{aligned}
\mu_{k, A} & =E\left\{P^{k} \mid p_{1} \leq P \leq p_{2}\right\} \\
& =\frac{\theta^{k-2}}{e^{-r_{1}^{2} / 2 \sigma^{2}}-e^{-r_{2}^{2} / 2 \sigma^{2}} \int_{r_{1}}^{r_{2}}\left(r^{2}+d^{2}\right)-\gamma k e^{-r^{2} / L \sigma} 2} r d r
\end{aligned}
$$

where

$$
\begin{equation*}
r_{2}=\left(\left(\theta / p_{2}\right)^{1 / \gamma}-d^{2}\right]^{\frac{1}{2}}, r_{2}=\left[\left(\theta / p_{1}\right)^{1 / \gamma}-d^{2}\right]^{\frac{1}{2}} \tag{21}
\end{equation*}
$$

We can write (20) in terms of a tabulated function, the incomplete gammafunction, as follows. In (20), make the substitution

$$
r=\left(2 \sigma^{2} y-d^{2}\right)^{\frac{1}{2}}
$$

and hence

$$
r d r=\sigma^{2} d y
$$

Thus

$$
\mu_{k, A}=\frac{\theta^{k}\left(2 \sigma^{2}-\right)^{-\gamma k}}{e^{-y_{1}}-e^{-y_{2}}} \int_{y_{1}}^{y_{2}} y^{-\gamma^{k}:} e^{-y} d y
$$

where
(22)

$$
y_{1}=\left(\frac{\theta}{p_{2}}\right)^{1 / \gamma}\left(2 \sigma^{2}\right)^{-1}, \quad y_{2}=\left(\frac{\theta}{p_{1}}\right)^{1 / \gamma}\left(2 \sigma^{2}\right)^{-1} \text {. }
$$

Accordingly, we now have

$$
\begin{equation*}
E\left\{P^{k} \mid p_{1}<P<p_{2}\right\}=\frac{\theta^{k}\left\{\Gamma\left(1-\gamma k, y_{1}\right)-\Gamma\left(1-\gamma k, y_{2}\right)\right\}}{\left(2 \sigma^{2}\right) \gamma k\left(e^{-y_{1}}-e^{-y_{2}} \cdot\right\rangle} \tag{23}
\end{equation*}
$$

where

$$
T(a, x)=\int_{x}^{\infty} a^{-t} t^{a-1} d t
$$

is the incomplete gamma-function.
(2) If $p_{1}=0, p_{2}=\theta d^{-2 y}$, then $r_{1}=0, r_{2}=\infty$, and we obtain the unconditional $k^{\text {th }}$ moment .

$$
\begin{equation*}
\left.\varepsilon\left\{P^{k}\right\}=\mu_{k}=\frac{e^{d^{2} / 2 \sigma^{2}} \theta^{k}\{\Gamma(1-y k}{\left(2 \sigma^{2}\right)^{\gamma k}} d^{2} / 2 \sigma^{2}\right) 1 . \tag{24}
\end{equation*}
$$

## 3. Estimating the Probability of Survival

We will provide two formulas for estimating the probability of survival. The first (27) is more accurate, but substantially more difficult to compute. The second (30) should nevertheless provide a good approximation for large K . Both approximations employ the central limit theorem of probability theory.

Let $T$ be the event described by (7). Then $\operatorname{Pr}\{T\}$ is the probabildty of survival. We may wite the event $T$ as follows:

$$
T=\bigcup_{m=0}^{K}\left\{m \text { of } P_{1}, P_{2}, \ldots, P_{K}>p_{0}, \quad \sum_{P_{1}>p_{0}} P_{1} \leq D^{*}+m p_{0} \max _{1 \leq 1 \leq K} P_{1} \leq M\right\} .
$$

Thus

$$
\begin{aligned}
& \operatorname{Pr}\{T\}=\sum_{m=0}^{K}\left(\begin{array} { l } 
{ K } \\
{ K }
\end{array} \operatorname { P r } \left\{P_{1}, P_{2}, \ldots, P_{m}>P_{0}, P_{m+1}, P_{m+2}, \ldots, P_{K}<P_{0}, \sum_{i=1}^{m} P_{1} \leq D^{*}+m P_{0},\right.\right. \\
& \left.\max _{1 \leq 1 \leq K} P_{1} \leq M\right\} \\
& =\sum_{m=0}^{K}\binom{K}{K} \operatorname{Pr}\left\{\sum_{i=1}^{m} P_{1} \leq D^{*}+m P_{0} \mid P_{0}<P_{1}, P_{2}, \ldots P_{m}<M\right\} e^{-(K-m)\left[\left(\theta / P_{0}\right)^{1 / Y}-d^{2}\right] / 2 \sigma^{2}} \\
& \quad \times \operatorname{Pr}\left\{p_{0}<P_{1}, P_{2}, \ldots, P_{m}<M\right\} .
\end{aligned}
$$

The last factor is evaluated as follows:

$$
\begin{equation*}
\operatorname{Pr}\left\{p_{n}<P_{1}, P_{2}, \ldots, P_{m}<M\right\}= \tag{25}
\end{equation*}
$$

To complete the approximation, we estimate

$$
\begin{equation*}
\operatorname{Pr}\left\{\sum_{i=1}^{m} P_{i} \leq D^{*}+m{ }_{i} \mid p_{0}<P_{1}, P_{2}, \ldots, P_{m}<M\right\} \tag{26}
\end{equation*}
$$

by means of the central limit theorem. Noting that if $M>\theta d^{-2 \gamma}, M$ plays no role in conditioning, we replace ( 26 ) by

$$
\operatorname{Pr}\left\{\sum_{i=1}^{m} P_{i} \leq D^{*}+m p_{0} \mid P_{0}<P_{1}, P_{2}, \ldots, P_{m}<\min \left(M, \theta d^{-2 \gamma}\right)\right\}
$$

Then, setting $p_{1}=p_{0}, p_{2}=\min \left(M, \theta d^{-2 \gamma}\right)$ and $A=\left(p_{1}, p_{2}\right)$, we can obtain $\mu_{1, A}$ and $\mu_{2, A}$ from (20) and (23). Finally, the central dimit approximation to (26) is given by

$$
\operatorname{Pr}\left\{\sum_{i=1}^{m} P_{1} \leq D^{*}+m p_{0} \mid p_{0}<P_{1}, P_{2}, \ldots, P_{m}<p_{2}\right\}=\Phi\left(\frac{D^{*}+m p_{0}-m \mu_{1, A}}{\sqrt{m\left(\mu_{2, A}-\left(\mu_{1, A}\right)^{2}\right)}}\right),
$$

where

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t .
$$

Thus we have
(27)

$$
\operatorname{Pr}\{T]=e^{K d^{2} / 2 \sigma^{2}} \sum_{m=0}^{K}\binom{K}{m} \Phi\left(\frac{D^{*}+m p_{0}-m \mu_{1, A}}{\sqrt{m\left(\mu_{2, \dot{A}}-\left(\mu_{i, A}\right)^{2}\right.}}\right)
$$

$$
x e^{(m-K) y_{2}}\left\{e^{-y_{1}}-e^{-y_{2}}\right\}^{m}
$$

where $y_{1}$ and $y_{2}$ are given by (22) with $p_{1}=p_{0}$ and $p_{2}=m \ln \left(M_{1} \theta d^{-2 \gamma}\right)$,
The second and more tractable approximation is given by applying the central ilmit theorem directly to the random variables $D_{1}, 1=1,2, \ldots, K$. In order to do this, we need to evaluate the first two moments of $D_{1}$.

In general, we have, for $k=1,2, \ldots$

$$
\begin{aligned}
E\left\{D^{k}\right\} & =E\left\{D^{k} \mid P<p_{0}\right\} \operatorname{Pr}\left\{P<p_{0}\right\}+E\left\{D^{k} \mid P \geq p_{0}\right\} \operatorname{Pr}\left\{P \geq p_{0}\right\} \\
& =E\left\{\left(P-p_{0}\right)^{k} \mid P \geq p_{0}\right\} \operatorname{Pr}\left\{P \geq p_{0}\right\} \\
& =\int_{0}^{r}\left(P-p_{0}\right)^{k} r \sigma^{-2} e^{-r^{2} / 2 \sigma^{2}} d r
\end{aligned}
$$

where $r_{2}$ is given by (21) with $p_{1}=p_{0}$. Thus

$$
\begin{aligned}
E\left\{D^{k}\right\} & =\int_{0}^{r_{2}}\left(\theta\left(r^{2}+d^{2}\right)^{-\gamma}-p_{0}\right)^{k} r \sigma^{-2} \theta^{-r^{2} / 2 \sigma^{2}} d r \\
& =\int_{0}^{r} \sum_{j=0}^{k}\left(j_{j}^{k} \mid \theta^{j}\left(r^{2}+d^{2}\right)^{-\gamma j}(-1)^{k-j} p_{0}^{k-j} r \sigma^{-2} e^{-r^{2} / 2 \sigma^{2}} d r .\right.
\end{aligned}
$$

Hence, as in the derivation of (23),
(28)

$$
E\left\{D^{k}\right\}=\sum_{j=0}^{k} \frac{\left(\begin{array}{l}
k \\
j
\end{array} \theta_{\theta}^{j} e^{d^{2} / 2 \sigma^{2}}\right.}{\left(2 \sigma^{2}\right)^{\gamma j}}(-1)^{k-j} P_{0}^{k-j}\left\{\Gamma\left(1-\gamma j, y_{1}\right)-\Gamma\left(1-\gamma j, y_{2}\right)\right\}
$$

where $y_{1}$ and $y_{2}$ are dafined as $\ln (22)$ with $p_{1}=p_{0}$ and $p_{2}=\theta d^{-2 y}$.

We now extend (28) to obtain the conditional moments of conditioned on $\left\{P_{i}<M, i=1,2, \ldots, K ; \quad M>P_{0}\right\}$. Clearly,

$$
E\left(D^{k} \mid P<M\right\}=E\left\{D^{k} \mid P<\min (M, \theta d-2 \gamma)\right\} .
$$

Let $p_{1}=p_{0}, p_{2}=\min \left(M, \theta d^{-2 y} ;\right.$ and define $r_{1}$ and $r_{2}$ by $(21)$ and $y_{1}$ and $y_{2}$ by (22). Then,

$$
\begin{align*}
& E\left\{D^{k} \mid p>p_{0}\right\}  \tag{29}\\
& =e^{r_{1} / 2 \sigma_{2}} \int_{r_{1}}^{r_{2}}\left(p-p_{0}\right)^{k} r \sigma^{-2} e^{-r^{2} / 2 \sigma^{2}} d r \\
& \\
& =\sum_{j=0}^{k}(j,)^{\theta^{j}(-1)^{k-j} p_{0}^{k-j}} \frac{\left(2 \sigma^{2}\right)^{\gamma j} e^{-y_{l}}\left\{\left(\Gamma\left(1-\gamma j, y_{1}\right)-r\left(1-\gamma j, y_{2}\right)\right\} .\right.}{} .
\end{align*}
$$

In particular, if we denote $E\left\{D \mid P<p_{2}\right\}$ by $\nu_{1}$ and $E\left\{D^{2} \mid P<p_{2}\right\}$ by $\nu_{2}$, then we have

$$
\operatorname{Pr}\{T\}=\operatorname{Pr}\left\{\sum_{i=1}^{K} D_{i}<D^{*} \mid \max _{1 \leq 1 \leq K} P_{i} \leq M\right\} \operatorname{Pr}\left\{\max _{1 \leq 1 \leq K} P_{1}<M\right\}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\{T\} \sim \Phi\left(\frac{D^{*}-K v_{1}}{\sqrt{K\left(\nu_{2}-\left(v_{1}\right)^{2}\right)}}\right) e^{-K\left(y_{1}-d^{2} / 2 \sigma^{2}\right)} \tag{30}
\end{equation*}
$$

## 4. A Disoussion of the Moded

At this point, we digress brlefly to note certain aspects of the assumptions which have been made.

In Sections 2 and 3, we have assumed that the number of explosions was a fixed quantity, However, it may appear more reasonable to suppose it to be a
random variable. We can see this as follows, If $N$ missiles are fired at the targett then some may not explode by virtue of defects and some may be intercepted by defenses. Hence, for any given targot, it may be reasonable to assume that the number of missiles which explode is a random variable whose probability distribution depends on the number of missiles fired at the target, the rellabllity of the missile system, and the nature and extent of the defenses of the target. in Section 7, we provide a brief analysis of this problem. The results of sections 2 and 3 will nevertheless provide reasonable approximations to this more complicated model in a large variety of situations. In order to use these results in this manner, " $K$ " in Sections 2 and 3 should be interpreted as the expeoted value of the random variable. This is accomplished by permitting $K$ in (30) to assume arbitrary read positive values, deapite the faot that in the derivation of (30), $K$ has been presumed to be an integer.

Then we note that the assumption of the oiroular normal distribution, 1. e. $\sigma_{1}=\sigma_{2}$ which has been employed throughout Seations 2 and 3, may not be completely justified. The usual nature of ballistios problems would auggest that the two parameter family of probability density functions given by (d) should be more appropriate, since there seems to be no reason to assume that the two error eomponents, distance and lateral errors, should have the same variance. This assumption is relaxed in Section 6, in which we give a brief diseusition of some suggestions for treating the more general problem.

In eddition, it may be noted that the moded'is quite senuitive to the cholee of the coeffielents and exponente in (4); wuch as $2.0^{\alpha} E^{\beta}$, which we have denoted by $\theta$, for instance.

In Section 5, an example is provided, which shows that two moderately different chnicas of A can produce dractically differcititesulto.

We also note that $M$ remains constant during the entire bombardment. It would seem more reasonable to assume that if $\sum_{i=1}^{m} D_{L}>0, m<K$, then the vulnerability to a single shock should be reduced for later shocks, since the target has already suffered some damage.

Moreover, the basic formula (4), used in computing the free field stress, appears to have certain defects. We point out in particular one defect.

If the target is located on the surface (i.e. $d=0$ ), then the free field stress for a direct hit is infinite, regardless of the magnitude of $E$. There are many other plausible choices which might be used in place of (4) and would still approximate (4) for $d>0$ without the defect at $d=0$. However, we have proceeded under the assumption that (4) will give satisfactory results for those values of $R, d, c, \lambda, \alpha, \beta, \gamma$ and $E$ which are in regions of interest to potential users of the results cited in this paper.

Whatever assumption we use in place of (4), there is still the followich concem. Since (4), or its replacement, will be obtained from emptrical data, we must assume that it is only approximately valid, but not exactly vaild. Then let

$$
\rho=\operatorname{Pr}\{P<M\}
$$

be the exact, but unknown probability. The answer given by (4), may be denoted by $\rho+\delta$. Then, for $K$ explosions,

$$
\operatorname{Pr}\left\{P_{1}<M, P_{2}<M, \ldots, P_{K}<M\right\}=\rho^{K}
$$

which we estimate by $(p+\delta)^{K}$. If, we compare these two quantities, we havo that approximately

$$
(\rho+\delta)^{K} \sim \rho^{K} e^{\delta K / \rho}
$$

for 5 small compared to $p$. Thus, for $K$ large, very substantial errors may be produced. We exhibit the magnitude for one aimple example, Let $p=.93$ $6=.04$ and $K=12$. Then,

$$
\rho^{K}=.4186 \quad(\rho+\delta)^{K}=.8704
$$

and

$$
[(\rho+\delta) / \rho]^{K}=2.079
$$

Hence, evenif (4) is nearly correct, so that $p$ is approximated fairly well by use of (12), raising to a large power will introduce very big errors.

## 5. Some Illustrations

We now show how Sections 2 and 3 may be employed to analyze the probleia for several ranges of parameter values, using a variety of rough approximation methods.

Example1. For a certain subset of parameter values, $q_{M}=\operatorname{Pr}\left\{\max _{1 \leq 1 \leq K} P_{1} \geq M\right\}$ $1 \leq 1 \leq K$
may be close to unity. If this is the case, it is immediately apparent that since $\operatorname{Pr}\{T\} \leq 1-\mathbf{q}_{M}, \operatorname{Pr}\{T\}$ is close to zero.

From (12), we have, for $M \leq \theta d^{-2 \gamma}$

$$
\begin{equation*}
q_{M}=\operatorname{Pr}\left\{\max _{1 \leq i \leq K} P_{1} \geq M\right\}=\left(1-e^{\left.-\left\{(\theta / M)^{1 / Y}-d^{2}\right\} / 2 \sigma^{2}\right)^{K} . . . . . . .}\right. \tag{31}
\end{equation*}
$$

Thus, for $0<e<1,{ }^{1} M_{M}>1-6$ is equivalent to

$$
1-(1-\epsilon)^{1 / K} e^{-\left\{(\theta / M)^{1 / \gamma}-d^{2}\right\} / 2 \sigma^{2}}
$$

Hence, $q_{M}>1-\epsilon$, whenever,

$$
\begin{equation*}
d^{2}-2 \sigma^{2} \log \left(1-(1-\epsilon)^{1 / K}\right)<\left(\frac{\theta}{M}\right)^{1 / Y} \tag{32}
\end{equation*}
$$

Therefore, whenever (32) holds for sufficiently small $>0$, it is apparent that the probability of survival is negligible. In general, evaluating $q_{M}$ (3i) provides an easily computable upper bound for $\operatorname{Pr}\{T\}$.

Example 2. We now assume that $M \geq \theta d^{-2 \gamma}=p^{*}$, so that $M$ plays no role in the computation of the survival probability. If in addition, $p_{0}$ exceeds $m_{p}$ then, since $g(p)$ is monotone decreasing for $p_{0} \leq p \leq p$, we may be able to replace $g(p)$ by a simpler function, such as a linear function or an exponential function in that region. We will now briefly discuss the approximations obtained in this manner.

From (12),

$$
\begin{equation*}
\operatorname{Pr}\left\{P \leq p_{0}\right\}=e^{-\left\{\left(\theta / p_{0}\right)^{1 / \gamma}-d^{2}\right\} / 2 \sigma^{2}}=G\left(p_{0}\right) \tag{33}
\end{equation*}
$$

Thus, out of $K$ explosions, on the average, $\left(1-G\left(p_{0}\right)\right) K$ will have a free field stress exceeding $p_{0}$.

Let

$$
\begin{equation*}
\hat{p}=\frac{1}{2}\left(p_{0}+p^{*}\right) \tag{34}
\end{equation*}
$$

Then, if we expand $g(p)$ in a Taylor series about $\hat{p}$, we obtain

$$
\begin{equation*}
g(p)=g(\hat{p})+(p-\hat{p}) g^{\prime}(\hat{p})+R(p), \quad p_{0} \leq p \leq p^{*}, \tag{35}
\end{equation*}
$$

where

$$
R(p)=\frac{(p-\hat{p})^{2}}{2} g^{\prime \prime}(\hat{p})
$$

for some $\hat{p}$ between $\hat{p}$ and $p$.
If $R(p)$ is sufficiently small, we can replace $g(p)$ by

$$
\begin{equation*}
\hat{g}(p)=g(\hat{p})+(p-\hat{p}) g^{\prime}(p), \quad p_{0} \leq p \leq p^{*}, \tag{36}
\end{equation*}
$$

Defining $h(p)$ by

$$
\begin{equation*}
h(p)=g(p) /\left(1-G\left(p_{0}\right)\right), \quad p_{0} \leq p \leq p^{*}, \tag{37}
\end{equation*}
$$

we see that $h(p)$ is approximately a probability density function and the conditional moments of $P$ are approximately the uncc, Aitional moments of $h(p)$. That is,

$$
\begin{equation*}
E\left\{P^{k} \mid p_{0} \leq P \leq p^{*}\right\} \sim \int_{p_{0}}^{p^{*}} p^{k} h(p) d p \tag{38}
\end{equation*}
$$

To evaluate the integral in (38), it is convenient to write

$$
h(p)=h_{1}(p)+h_{2}(p)
$$

where, since $h(p)$ is trapezoidal by (36) and (37), we can write

$$
h_{1}(p)=h\left(p^{*}\right), \quad p_{0} \leq p \leq p^{*}
$$

and

$$
h_{2}(p)=h(p)-h\left(p^{*}\right), \quad p_{0} \leq p \leq p^{*},
$$

is a !inear function with $h_{2}\left(p^{*}\right)=0$.
The following elementary results of probability theory can now be employed:

1) The moments of the rectangular distribution on $(0, b)$ are given by:

$$
\mu_{k}=b^{-1} \int_{0}^{b} x^{k} d x=\frac{b^{k}}{k+1}
$$

2) The moments of the triangular distribution on ( $0, b$ ) defined by $f(x)=2 b^{-2}(b-x)$, $0<x<b$ are aiven by

$$
v_{k}=\int_{0}^{b} 2 x^{k} b^{-2}(b-x) d x=2 b^{k} /(k+2)(k+1)
$$

It is convenient now to identify $p_{0}$ with 0 and $p^{*}-p_{0}$ with $b$. That is, we define

$$
h\left(p-p_{0}\right)=h(p) \quad p_{0} \leq p \leq p^{*}
$$

and

$$
\hat{h}_{i}\left(p-p_{0}\right)=h_{i}(p) \quad 1=1,2 ; p_{0} \leq p \leq p^{*} .
$$

Then, it is clear that there is a constant $\zeta, 0<\zeta<1$, namely

$$
\zeta=\int_{p_{0}}^{p^{*}} h_{1}(p) d p=h\left(p^{*}\right)\left(p^{*}-p_{0}\right)
$$

such that $\xi^{-1} \hat{h}_{l}(q)$ is the rectangular distribution on $\left(0, p^{*}-p_{\sigma}\right)$ and $(1-\xi)^{-1} \hat{h}_{2}(q)$ is approximately the triangular distribution on $\left(0, p^{*}-p_{0}\right)$. Hence, the moments of $f(q)$ are approximately given by

$$
a_{k}=\frac{\zeta\left(p^{*}-p_{0}\right)^{k}}{k+1}+\frac{(1-\zeta) 2\left(p^{*}-p_{0}\right)^{k}}{(k+1)(k+2)}=\frac{\left(p^{*}-p_{0}\right)^{k}}{(k+1)}\left\{\frac{\zeta k+2}{k+2}\right\}
$$

Thila, for $k=1$, we have

$$
E\left\{P \mid p_{0}<\rho<p^{*}\right\}=p_{0}+\alpha_{1}
$$

We can interpret the above calculations as follows. About $\left(1-G\left(p_{0}\right)\right) K$ explosions whll exceed $p_{0}$, and of these, the average foroe will be about $p_{0}+\alpha_{1}$. Consequently the average degradation per explosion exceeding $p_{0}$ will be about $a_{1}$. Hence, the probabllity of aurvival $\operatorname{Pr}(T)$ will approximately aatisfy

$$
\operatorname{Pr}\{T\} \geq .5
$$

If

$$
D^{*} \geq \alpha_{1}\left(1-G\left(P_{0}\right)\right) K
$$

and less than . 5 otherwise.
A more refined estimate of the probability of survival can be obtained by computing the variance of $P$ conditioned on $p_{0}<P<p^{*}$. Since the variance is translation invariant, $1,0, \sigma_{x}^{2}=\sigma \sigma_{x-a}^{2}$ for all real numbers $a$, the variance is given by $\alpha_{2}-\alpha_{1}^{2}$, and hence

$$
\left.\sigma_{p}^{2}\right|_{p_{0}}<p<p^{*}=\frac{\left(p^{*}-p_{0}\right)^{2}}{3}\left\{\frac{2 k+2}{4}\right\}-\alpha_{1}^{2}
$$

We can now apply the central limit theorem, obtaining

$$
\operatorname{Pr}\{T\} \sim \Phi\left(\frac{\left.D^{*} \cdot \alpha_{1}\left(1-G p_{0}\right)\right) K}{\sqrt{\left.\left(1-G p_{0}\right)\right) K \sigma_{P}^{2} \mid p_{0}<P<p^{*}}}\right)
$$

An alternative procedure which leads to estimating $g(p)$ by an exponential function can be constricted as follows,

Expand $\frac{d \log g(p)}{d p}$ given in (16) in a Taylor series about $\beta$ obtaining,

$$
\frac{d \log g(p)}{d p} \sim \tau+\omega(p-\hat{\beta}) .
$$

Solving the indicated differential equation, we have

$$
g(p) \sim e^{k+\tau p+(\omega / 2)(p-\hat{p})^{2}} .
$$

If we can assume that the second degree term in the exponent can be ignored, then $g(p)$ has an exponential approximation. The conditional moments can now be readily computed and the central limit theorem can be applied precisely in the same manner as above. The specific detalls are omitted.

Example 3. This example is introduced to give some indication of the sensitivity of the probability of survival to changes in the parameters $\theta$ and $\mu_{0}$.

It is apparent from (31) that we can choose $\theta$ so that $M<p^{*}$ and $q_{M}>1-\varepsilon$ for any $\in>0$, so that the probability of survival will not exceed Now reduce $\theta$ so that $M=p^{*}$ and hence $M$ plays no role in the analysis. Then, the damago per explosion exceedirg $p_{0}$ is bounded by. $p^{*}-p_{0}$ and the proportion of explusions that exceed $p_{0}$ is given by $1-G\left(p_{0}\right)$. Thus, the average total cumulative degradation can not exceed $K\left(p^{* \prime}-p_{0}\right)\left(1-G\left(p_{0}\right)\right.$ which for suitable cholce of $p_{0}$, can be made less then $D^{*}$; and hence $\operatorname{Pr}\{T\}$ can be made arbitrarily close to unity.
o. Estimating the Proiability of Survival when $\sigma_{1}^{2} \neq \sigma_{2}^{2}$

From (2), we note that the marginal distribution of $r, f_{1}(r)$ cannot be obtained in closed form in this caso, and consequently, the marginal distribution of $P$ can not be written in closed form cither, Hence, in this case, we must resort to numerical integration. This section will therefore be devoted to a brie: discussion of our ideas in this direction, and to the manner in which they may be explolted to obtain estimates of the probability of survivad.

Consider the integrand on the right of (2), and note that for $\sigma_{0}^{2}=\max \left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$, we have

$$
\frac{r^{2}}{2}\left(\frac{\cos ^{2} \theta}{\sigma_{1}^{2}}+\frac{\sin ^{2} \theta}{\sigma_{2}^{2}}\right) \geq \frac{r^{2}}{2}\left(\frac{\cos ^{2} \theta+\sin ^{2} \theta}{\sigma_{0}^{2}}\right)=\frac{r^{2}}{2 \sigma_{0}^{2}} .
$$

Thus ior $r^{2} / \sigma_{0}^{2}$ sufficiently large, the integrand on the right of (2) does not provide any appreclable contribution to $\Psi_{j}(r)$, and for purposes of integration, we can replace $f_{l}(r)$ by zero.
in brief, for any bounded function o(r), there ds a real number $A$, such that we can raplace

$$
\int_{0}^{\infty} g(r) i_{1}(r) d r \text { by } \int_{0}^{S} g(r) f_{1}(r) d r .
$$

We wad therefore evaluate $f_{1}|r\rangle$ numerically for a auficiently dense set of $r$ values, $0<r<S$, so that integrations of the type denoted above can be
evaluated by numericalmethods (Simpson's rule, for example), with sufficient accuracy for our purposes.

Since the integrand in (2) depands on 0 only through $\sin ^{2} \theta$ and $\cos ^{2} \theta$ for each fixed $r$ we can choose a uniformly spaced and sufficiently dense set of $\theta$ values in $0 \leq \theta \leq \pi / 2$ to evaluate $f_{1}(r)$ numerically.

Then, using (11), we compute
( 39 )

$$
\operatorname{Pr}\left(P \leq P_{0}\right\}=\int_{r_{2}}^{S} f_{1}(r) d r
$$

and
(40)

$$
\operatorname{Pr}(P \leqq M)=\int_{r_{1}}^{S} f_{l}(r) d r
$$

where
(41)


$$
\begin{aligned}
& M \leq \theta d^{-2 \gamma} \\
& \cdot \\
& M \geq \theta d^{-2 \gamma}
\end{aligned}
$$

and
(42)

$$
r_{2}=\left\{\begin{array}{cc}
{\left[\left(\theta / p_{0}\right)^{1 / Y}-\alpha^{2}\right]^{1 / 2}} & 0 \leq p_{0} \leq \min \left(M, \theta d^{-2 Y}\right) \\
0 & \text { otherwise }
\end{array}\right.
$$

We now proceed, much in the same manner as in section 3, by applying the central limat theorem to the random variables $D_{1}, D_{2}, \ldots, D_{K}$, and therefore obtaining the analogue of (30). In order to do so, it is necessary to compute the conditional first two moments of the degradations $D_{1}$, given that $P<M$. Hence, we readdly have that

$$
\begin{aligned}
E\left(D^{k} \mid P<M\right) & =E\left(D^{k} \mid R>r_{1}\right\} \\
& =\left\{\int_{r_{1}}^{r_{2}}\left(p-p_{0}\right)^{k} f_{1}(r) d r\right\}\left\{\int_{r_{1}}^{S} f_{l}(r) d r\right\}^{-1}
\end{aligned}
$$

lience
(43)

$$
E\left\{D^{k} \mid P<M\right\} \sim\left\{\int_{r_{1}}^{r_{2}}\left[\theta\left(r^{2}+d^{2}\right)^{-\gamma}-p_{0}\right]^{k} f_{l}(r) d r\right\}\left\{\int_{r_{1}}^{s} f_{l}(r) d r\right\}^{-1}
$$

Designating $E\{D \mid P<M\}$ Ly $\beta_{1}$ and $E\left\{D^{2} \mid P<M\right\}$ by $\beta_{2}$, we cen now write ihe analog of (30), i.e.,
(44)

$$
\operatorname{Pr}\{T\}-\Phi\left(\frac{D^{*}-K \beta_{1}}{\sqrt{K\left(\beta_{2}-\left(\beta_{2}\right)^{2}\right)}}\right)(\operatorname{Pr}(P<M\})^{K}
$$

Two suggestions for applying the mathods of sections 2 and 3 have been sonsidered. In one of inese, we compute

$$
E(R)=\int_{0}^{\infty} r t_{2}(r) d r
$$

and equate this to $\frac{1}{2} \sqrt{2 \pi} \sigma$. Then, the solution for 0 ,
(45)

$$
\sigma=2 E(R) / \sqrt{2 \pi} \sim 0.85776 E(R)
$$

can be used in (3) to obtain an approximation to $f_{1}(r)$ which evoida the complicatione of this section.

Alternatively, one may consider finding $\mathrm{R}^{*}$ such that

$$
\int_{0}^{p^{*}} f_{l}(r) d r=\frac{1}{2}
$$

and equate $R^{*}$ to the median of $f_{l}(r) \ln (3)$, 1. e. set

$$
R^{* 2}=2(\log 2) \sigma^{2}
$$

and use the value of $\sigma^{2}$ thus obtained in (3). Some numerical comparisons have been made between the results of (44) and those obtained by using (45) and (46) to simplify the problem.

It was noted that the discrepancies are substantial, suggesting that the two proposed approximations are not very good. A careful examination of the discrepancies shows that the estimation of $\operatorname{Pr}(P<M)$ is fairly good for a single explosion, but the exponentiation for $K$ explosions produces large errors; this phenomenon was previously noted in section 4.

In the preceding sections, it was tacitly assumed that $K$, the number of massiles that penetiate the dofenses and explode in the neighborhood of the target is a fixed quantity. The purpose of this section is to give some idee of the extent to which the probability of survival of the target is affected by allowing $K$ to be a random variable rathor than a fixad quantity. To this extent a number of computations have been performed in which $K$ is a randnm variable with a probability distribution $p_{N}(k)$, where

$$
\operatorname{Pr}(k \text { missiles explode } \mid N \text { sent }\}=\operatorname{Pr}\{K=k\}=P_{N}(k)
$$

We consider two possible models which lesd to the following different choloen oi $P_{N}(k)$.
(d) the binomdad distribution
id) a mixture of two binomial distributions
(i) Assume the probability that each missile explodes remains the same for dil missiles, and that whother a given misuile explades or not is independent ei tho performance uf any othor misslle that is sent. We denote the constant probablity that a misslle explodeb by $t$ and hence we have

$$
\begin{equation*}
\left.P\{K=k\}=p_{N}(k)=i_{k}^{N}\right) r^{k}(d-r)^{N-k} . \tag{47}
\end{equation*}
$$

Then, the propabidty of survival ds given by

$$
\begin{equation*}
\operatorname{Pr}\{T\}: \sum_{k=0}^{N} p_{N}(k) \operatorname{Pr}(\text { Survival } \mid k=k\} \tag{48}
\end{equation*}
$$

Some numerical computations have been made, for $N=17, r=.7$, and in which ( 30 ) ha : been used to estimate $\operatorname{Pr}\{$ Survival $\mid K=(17)(.7)=11.9\}$, which is the expected value of $K$. These comparisons were made for 6 selected choices of $\theta$ and two choices of $D^{*}$, leaving $\sigma, M$, and $p_{0}$ fixed throughout ( 12 comparisons in all). Over the set of comparisons, it was noted that the maximum difference between the probability of survival computed using (48) and the probability of survival computed using (30) was . 015, suggesting that the approximation using (30) may be quite good for a fairly large range of parameter values.

It has also been noted that the approximation tends to improve as $D^{*}$ increases. This is fairly natural, since the central limit approximation employed in (30) will tend to become more accurate as $D^{*}$ increases.
(ii) It is natural also to envision circumstances in which the probability of a missile exploding may change as the circumstances governing the defense of the target change. Suppose that if the defenders have been warned (for instance, with respect to the direction of approach of the missiles by the DEW line) then the defenses can eliminate about 15 out of a fliyht of 17 missiles on the average, but if they are not warned they can eliminate only about 2 of them on the average. Suppose further that the chance of getting such a warning is approximately $25 \%$

In general, from this point of view, we will get a mixture of two binomial distributions, i.e.

$$
p_{N}(k)=\zeta\binom{N}{k} r_{1}^{k}\left(1-r_{1}\right)^{N-k}+(1-\zeta)\left(\begin{array}{c}
N \tag{49}
\end{array}\right) r_{2}^{k}\left(1-r_{2}\right)^{N-k}
$$

where $0<\zeta<1$. For the above set of circumstances, we would have $\xi=.25$,
and for $N=17$, as in part (i) we could take $r_{1} \sim .12$ and $r_{2} \sim .88$. (48) applies with $p_{N}(k)$ as given in (49).

To approximate in this case using (30), we can evaluate (30) numerically for $K=N r_{1}$ and for $K=N r_{2}$, anc then average the se two resuits with weights ", and $1-5$ respectively. The numerical comparisons which have been made suggest that this recommendation should have wide applicability.

Major General Leslie E. Simon (Ret.) received the 1966 (second) Santuti 3. $\mathfrak{w}$ iiks inemorial Medal during the liwelfth Annual Conference on Design of Experiments in Army Research, Developrnent and Teating, which was held at the National Bureau of Standards, Gaithersburg, Maryland, 19-21 October 1966. General Simon has long been recognized both on a national and international basis for his outstanding contributions to Army statistics, reliability, quality control and promotion of statistical activities generally. General Simon was a long-standing friend of Sam Wilks and conferred with Sam on many statistical problems and activities.

The Wilks Award is given each year to a statistician and is based primarily on his contributions, either recent or past, to the advancement of scientific or technical knowledge in Army statistics, ingenious application of such knowledge, or successful activity in the fostering of cooperative scientific matters which coincidentally benefit the Army, the DOD, and the Government, as did Samuel S. Wilks himelf.

Dr. Frank E. Grubbs received the initial Wilks Medal in November 1964, and Dr. John W. Tukey of Princeton University received the first Wilks Memorial Medal in October 1965 at the Eleventh Design of Experiments Conference.

The Award consists of a medal, with a profile of Professor Wilks and the name of the Award on one side, and the seal of the American Statistical Association and the name of the recipient on the other side; an honorarium related to the magnitude of the award funds donated by Mr. Rust; and a citation.

With the approval of President Frederick F. Stephan of the American Statistical Association, the Wilks Award Committee for 1966 consisted of:

Professor Robert E. Bechhofer, Cornell University
Dr. Francis G. Dressel, Duke University and the Army
Research Office-Durham
Dr. Churchill Eisenhart, National Bureau of Standards
Professor Oscar Kempthorne, Iowa State University
Dr. Alexander M. Mood, U. S. Office of Education
Dr, Frank E. Grubbs, Ballistic Research Laboratories, Aberdeen Proving Ground, Maryland -- Chairman

> "To Major General Leslie E. Simon for his pioneering contributions to Quality Control, Sampling Inspection, Reliability and Army Design of Experiments, and for his timely promotion of statistical activities which have benefited not only the Army but our government ind country as well."

General Simon received the second Wilks Memorial Medal at the banquet of the Twelfth Design of Experiments Conference, the presentation being made by President Frederick F. Stephan. General Simon replied as follows:
"President Stephan, Chairman Grubbs, ladies and gentlemen: I am most grateful for the honor that our Association has seen fit to bestow upon me. However, I am primarily a professional soldiex; and secondarily a statistician. Thus, I had difficulty in rationalizing the bases on which my colleagues came to the conclusion that one of my atatiatical attainments should be so honored.
"While considering this matter, I happened to read a letter from Alfred S. Romer, Preaident of the American Association for the Advancement of Science, that was published in the September issue of the Bulletin of that association. Two paragraphs of that letter, I believe, not only explain the place of the AAAS in the whole regime of the scientific community, but by analogy apply equally to the very important role of the American Statistical Society in the large and diverse field of statistics. Additionally, these paragraphs may be of some application to individuals. I would like to read to you these two paragraphs.
'When the Association was founded, well over a century ago, all American scientists could -. and did .- meet in one small hall; in those days specialization had not advanced far in any field, so that an astronomer, a chemist, a botanist could all talk more or less understandably to one another, But the number of American scientists grew constantly and apecialization increased, creating a babel of often mutually unintelligible scientific tongues. In consequence, a centrifugal process set in: special societiea in various fields were eatablished; and with the continual increase in number of scientiats, it long ago became impossible for any city in the country to accommodate at one time all the members of all ocientific groups.
'Although many major societies zow meet separately, the annual meetings of the AAAS still include technical sessions in nearly every area. Most important is the fact that the Aovuciation is the one organization appropriate for symposia and conferences in interdisciplinary areas. Still further, there are many subjects of common interest to scientigts of every sort (government relations to science, for example), and the AAAS is the appropriate forum for discussion of auch problems.'
"The centrifugal process described by Dr. Romer surely took place in the science of statistics quite as much as in any field of acience. Furthermore, the American Statistical Association is the one organization that binds together the common interests of all the specialized statistical organizations. About twenty years ago, I had the honor of being a member of an ad hoc committee appointed to consider the future of ASA and it recommended that rendering this service should be a goal of ASA.
"The implication of Romer's remarks to individuals is one additional step in logic. The number of statisticians has increased enormously, during the last quarter century, along with concomitant gains in powerful statistical tools and increased recognition of the importance of Statistics. One who enters a field while it is in a rapidly expanding stage naturally has more opportunities for identifiable achievement than one who enters after it has become mature and more densely populated. In a mature activity, one exchanges some of the challenger of pioneering for the important, but less conspicuous satisfactions of pleasurable cooperative work with colleagues, the enjoyment of more sophisticated techniques and pride in the perfection of one's work.
'Timing one's entry into a field is only slightly more practicable than making a judicious selection of one's ancestors. as sometimes recommended by the medical profession. I made no choice. However, due to the need for better methods for solving Army problems, I happened to begin work in Statistics relatively early and under favorable circumstances for ready identification; and I cannot escape the belief that the perapective of my work is enhanced by a rather chance sequence of events similar to that described by Dr. Romer. Thus, I am doubly grateful; first, for the pleasure and satisfaction of working in a most engaging and rewarding field, and second, for the generous recognition awarded me by my colleagues."

# SINGLE DEGREE OF FREEDOM ORTHOGONAL COMFONENTS 

OF A FACTOR AT $2^{K}$ LEVELS IN TERMS OF LINEAR
CCivinivianicive or mite 2 K CONTRASTS OF
K FACTORS AT 2 LEVE்LS
Joseph Weinstein
Electronic Components Laboratory
U. S. Army Electronics Command Fort Monmouth, New Jersey

INTRODUCTION. F. Yates (1937) algorithm for resolving a set of $2^{\mathrm{K}}$ observations from a factorial experiment on K 2 -level factors has many desirable properties for the data analyst. Briefly, it is easily learned, readily programmed on a computing machine, requires only the simplest arithmetic operations which limit the possibility of "blunders", and it gives estimates of the effects of all K experimental factors singly and their joint effects 2 or more at a time.

To illustrate the algorithm for those unfamiliar with it we consider the set of numbers

$$
i=1,2,3, \ldots, 2^{K}
$$

$$
\begin{equation*}
j=0,1,2, \ldots, k \tag{1}
\end{equation*}
$$

where $X_{i o}$ represents the input data obtained from the factorial experiment and is structured in the standard order.

Then one computes
(2)

$$
x_{i, j+1}=\left\{\begin{array}{l}
x_{(2 i-1), j}+x_{2 i, j}: i=1,2, \ldots 2^{(K-1)} \\
-x_{\left(2 i-1-2^{K}\right), j}+x_{\left(2 i-2^{K}\right), j}: i^{(K-1)}+1,2^{(K-1)}+2, \ldots, 2^{k}
\end{array}\right.
$$

iterating until $j=K-1$ so that the contrast vector $X_{i k}$ has been computed.
For $K=2$ and the treatment factors $A$ and $B$ the input data, $X_{i o}$ can be represented by the treatment combinations: (1), $a, b, a b ;$ where the nonappearance of the small letter (a) implies that one of the levels of that factor $(A)$ was included in the conditions giving rise to that observation and
the appearance of the small letter (a) implies that the other level of the factor (A) was present. Then application of the algorithm gives

| $\frac{X_{10}}{(1)}$ | $\frac{X_{i 1}}{(1)+a}$ | $\frac{X_{i 2}}{(1)+a+b+a b}$ |
| :--- | :--- | :--- |
| $a$ | $b+a b$ | $-(1)+a-b+a b$ |
| $b$ | $-(1)+a$ | $-(1)-a+b+a b$ |
| $a b$ | $-b+a b$ | $(1)-a-b+a b$ |

The entries of the last column will be observed to be respectively the
sum of the input observations
the contrast of the A factor
the contrast of the $B$ factor
the interaction contrast of $A$ and $B$


Where an experimental design involves one or more factors which are varied over a number of levels which is a power of 2 we shall show that the computational advantages of Yates Algorithm can still be retained in the data analysis by relating linear combinations of the results obtained to the desired factor effects. For a factor at 2 K levels these desired factor effects are of course
(4)
$\left[\begin{array}{cccc}\text { the sum of the observations } \\ \text { Linear effect of the factor } \\ \text { Quadratic } & " & " & " 1 \\ \text { Cubic } & " & " & " \\ \hline & \vdots & \vdots & \vdots \\ \vdots & " & " & "\end{array}\right]$

Thus for a factor $X$ which is to be varied over 4 levels $K=2$ and our interest is in the first four rows above and we shall examine how they relate to the four rows of (3) which involve 2 factors $A$ and $B$ each at 2 levels.

Practical Solutions and General Solutions. Given that we will represent the four levels of an experimental factor $W$ by the four treatment combinations available from 2 dummy factors $A$ and $B$ which range over 2 levels, the question of assignments arises (for this can be made in

4! ways). These 24 possible assignments are detailed in Figure I "O Matrices" which relates the levels of $W\left(w_{1}, w_{2}, w_{3}, w_{4}\right)$ to the treatment combinations of $A$ and $B$ by the appearance of a 1 in the row and column and 0 elsewhere.

For example

|  | $(1)$ | $a$ | $b$ | $a b$ |
| :--- | :---: | :---: | :---: | :---: |
| $w_{1}$ | 0 | 1 | 0 | 0 |
| $w_{2}$ | 1 | 0 | 0 | 0 |
| $w_{3}$ | 0 | 0 | 1 | 0 |
| $w_{4}$ | 0 | 0 | 0 | 1 |

assigns $w_{1}$ to $a, w_{2}$ to (1), $w_{3}$ to $b$ and $w_{4}$ to $a b$.
It is immediately apparent that practical limitations will constrain a catalog of relationships to the case of a factor at 4 levels. For the next step would involve $K=3$, or a factor at 8 levels, and $8!(=40,320)$ possible ways of assigning the factor levels to the eight treatment combinations (1), $a, b, a b, c, a c, b c, a b c$. However, the constraint is certainly not severe in the case of experiments with physical factors since the investigator is rarely concerned with effects higher than cubic. Furthermore the difficulty arises from the desire to catalog all cases. But, if an arbitrary assignment is made between the factor at $2^{\mathrm{K}}$ levels and the treatment combination of K dummy factors at 2 levels each, then the following argument applies in general for all values of $K$ for that assignment.

The General Solution. Given a factor $W$ at $2^{K}$ levels and $K$ dummy factors $F_{1}, F_{2}, \cdots-F_{k}$ each at 2 levels which can represent $2^{K}$ treatment combinations of a full factorial experiment we may represent the assignment of treatment combinations to the levels of W as a matrix equation.

$$
\begin{equation*}
W=O X \tag{5}
\end{equation*}
$$

where $W$ is the vector $\left(w_{1}, w_{2}, \ldots, w_{2} K\right)^{T}$.
O is a $2^{K}$ by $2^{K}$ matrix of 1 's and 0 's such that only one 1 can appear in any row or column
$X$ is a vector of treatment combinations in standard order for the K 2 -level factors

$$
\left((1), f_{1}, f_{2}, f_{1} f_{2}, f_{3}, f_{1} f_{3}, \ldots, f_{k}, \ldots, f_{1} f_{2} f_{3}, \ldots f_{K}\right)^{T}
$$

We represent the computations of the Yates Algorithm by a matrix operator N which is also $2^{\mathrm{K}}$ by $2^{\mathrm{K}}$ and define the results of operating on the input observations $X_{0}$ by $N$ as $Y$ (the contrast vector for the sum of all the observations, the $K$ factor effects $F_{1}, F_{2}, \ldots F_{k}$ and the $2^{K}-K-1$ joint effects of two or more factors). Thus,

$$
\begin{equation*}
Y=N X \tag{6}
\end{equation*}
$$

since $N^{-1} Y=X$ equation (5) yields

$$
\begin{equation*}
\mathrm{W}=O N^{-1} \mathrm{Y} \tag{7}
\end{equation*}
$$

Consider that a direct method of operating on $W$ by some matrix operator $M$ which would yield the desired vector of factor effects (such as (4)) could be represented by $\Omega$. Then

$$
\begin{equation*}
\Omega=M W=\mathrm{MON}^{-1} \mathrm{Y} \text { (From (7)) } \tag{8}
\end{equation*}
$$

Such direct operators $M$ do exist and are in fact the contrast coefficient vectors to be found in tablos of orthogonal polynomials (usually limited to components of 5 th degree or less).

Since $M$ and $N$ exist and $O$ can be cataloged for $K=2$ (or assigned arbitrarily for $K>2$ ) it is possible to evaluate $\mathrm{MON}^{-1}$ for all values of $O$ and thus define the linear combinations of components of $Y$ which correspond to the desired components of the real factor $W$.

The procedure is illustrated for $K=2$ and particular values of $O$ selected from the catalog of 24 possible values of $O$ given in Figure $I$.

For $K=2 M$ and $N$ are given by
(9) $\quad M=\left(\begin{array}{rrrr}1 & 1 & 1 & 1 \\ -3 & -1 & 1 & 3 \\ 1 & -1 & -1 & 1 \\ -1 & 3 & -3 & 1\end{array}\right) \quad N=\left(\begin{array}{rrrr}1 & 1 & 1 & 1 \\ -1 & 1 & -1 & 1 \\ -1 & -1 & 1 & 1 \\ 1 & -1 & -1 & 1\end{array}\right)$
then $N^{-1}$ can be shown to be $(1 / 4) N^{T}$ and the special cases for 0 labelled 1 , and 7 will be used to evaluate MON ${ }^{-1}$
for $O_{1}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right] \quad \mathrm{MO} \mathrm{N}^{-1}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 2 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 2 & -1 & 0\end{array}\right]$
Thus $\Omega=M O_{1} N^{-1} Y$ has components
$W_{T}$ : sum of the input date $=$ sum of the input data
$W_{L}$ : Linear contrast for $W=$ dummy contrast A plus twice dummy contrast B
$W_{Q}$ : quadratic contrast for $W=$ interaction contrast for dummy factors $A B$
$W_{C}$ : cuble contrast for $W=$ twice dummy contrast A minus dummy contrast B .

Similarly for $\mathrm{O}_{7}=\left(\begin{array}{llll}0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right) \quad \mathrm{MO}_{7} \mathrm{~N}^{-1}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 0 & 2 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 2\end{array}\right)$
and the components of $\Omega$ are defined as
$W_{T}$ : sum of the input data $=$ sum of the input data
$W_{L}$ : linear contraat for $W=$ twice the dummy contrast $B$ plus the interaction contrast of dummy factora $A B$
$W_{Q}:$ quadratic contrast for $W=$ dummy contrast $A$
$\bar{w}_{C}$ : cubic contrast ior $\bar{W}=$ negative oi dummy conirasi $\bar{D}$ pius iwice ine interaction contrast for dummy factors AB.

The complete catalog of such relationships for the 24 possible assignment matrices $O$ is given in Figure II "W components of MON ${ }^{-1} Y$."

Finally, the equivalence of results obtained by this Extended Yates procedure and by conventional procedures for obtaining single degree of freedom contrast for experimental data is detailed in Figures III, IV and $V$ for the case $K=2$ and assignment matrix $O$. Here we consider a foctorial experiment in 16 runs where a facter $W$ is at 4 levels and two factors $C$ and $D$ are each at 2 levels. First consider the conventional procedure. Figure III in column heading "real" lists the standard order of the real treatment combinations (in practice this would be the column of observations obtained from the experiment). The 16 columns at the right list the coefficients fur multiplying the input observation on the same row such that the sum of products of the input observation by its coefficient estimates the factor contrast named at the head of that column.

Similarly, Figure IV also develops single degree of freedom contrasts from an experiment on 16 runs assumed to be a factorial experiment on four 2-level factors $A, B, C$, and $D$. Here the 16 columns at the right list the coefficiente required to obtain the contrasts named at the head of the respective columns.

Extended Yates Procedures. Figure $V$ is the result of combining the columns of Figure IV according to the rules of row 1 of Figure II (since $O$, was used to assign $W$ to dummy factors $A$ and $B$ ). It is observed that these 16 columns are exactly equivalent to tho se in Figure III.

## O-matrices

available for assignment of $A$ and $B$
treatment combinations to levels of $W$

| 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | 1000 | 1000 | 1000 | 1000 | 100 |
| 0100 | 0100 | 0001 | 0001 | 0010 | 0010 |
| 0010 | 0001 | 0010 | 0100 | 0100 | 0001 |
| 0001 | 0010 | 0100 | 0010 | 0001 | 0100 |


| 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0100 | 0100 | 0100 | 0100 | 0100 | 0100 |
| 1000 | 1000 | 0001 | 0001 | 0010 | 0010 |
| 0010 | 0001 | 0010 | 1000 | 1000 | 0001 |
| 0001 | 0010 | 1000 | 0010 | 0001 | 1000 |
| 13 | 14 | 15 | 16 | 17 | 18 |
| 0010 | 0010 | 0010 | 0010 | 0010 | 0010 |
| 0100 | 0100 | 0001 | 0001 | 1000 | 1000 |
| 1000 | 0001 | 1000 | 0100 | 0100 | 0001 |
| 0001 | 1000 | 0100 | 1000 | 0001 | 0100 |
| 19 | 20 | 21 | 22 | 23 | 24 |
| 0001 | 0001 | 0001 | 0001 | 0001 | 0001 |
| 0100 | 0100 | 1000 | 1000 | 0010 | 0010 |
| 0010 | 1000 | 0010 | 0100 | 0100 | 1000 |
| 1000 | 0010 | 0100 | 0010 | 1000 | 0100 |

Figure 1

| $\bigcirc$ | Total |  |  |  | $W_{L}$ |  |  |  | $W_{Q}$ |  |  |  | $\mathrm{W}_{\text {r }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | T | A | B | AB | T | A | B | AB | T | A | B | AB | T | A | B | AB |
| 1 | 1 |  |  |  |  |  | 2 |  |  |  |  | 1 |  | 2 | -1 |  |
| 2 | 1 |  |  |  |  |  | 2 | -1 |  | $-1$ |  |  |  |  | -1 | -2 |
| 3 | 1 |  |  |  |  | 1 |  | -2 |  |  | -1 |  |  | 2 |  | 1 |
| 4 | 1 |  |  |  |  |  | 1 | -2 |  | -1 |  |  |  |  | 2 | 1 |
| 5 | 1 |  |  |  |  | 2 | 1 |  |  |  |  | 1 |  | -1 | 2 |  |
| 6 | 1 |  |  |  |  | 2 |  | -1 |  |  | -1 |  |  | -1 |  | -2 |
| 7 | 1 |  |  |  |  |  | 2 | 1 |  | 1 |  |  |  |  | -1 | 2 |
| 8 | 1 |  |  |  |  |  | 2 |  |  |  |  | -1 |  | -2 | -1 |  |
| 9 | 1 |  |  |  |  | -2 |  | 1 |  |  | $-1$ |  |  | 1 |  | 2 |
| 10 | 1 |  |  |  |  |  | 1 |  |  |  |  | -1 |  | 1 | 2 |  |
| 11 | 1 |  |  |  |  |  | 1 | 2 |  | 1 |  |  |  |  | 2 | -1 |
| 12 | 1 |  |  |  |  | -1 |  | 2 |  |  | -1 |  |  | -2 |  | -1 |
| 13 | 1 |  |  |  |  | 1 |  | 2 |  |  | 1 |  |  | 2 |  | -1 |
| 14 | 1 |  |  |  |  |  | -1 | 2 |  | -1 |  |  |  |  | -2 | -1 |
| 15 | 1 |  |  |  |  | 1 | -2 |  |  |  |  | -1 |  | 2 | 1 |  |
| 16 | 1 |  |  |  |  |  | -2 | 1 |  | -1 |  |  |  |  | 1 | 2 |
| 17 | 1 |  |  |  |  | 2 |  | 1 |  |  | 1 |  |  | -1 |  | 2 |
| 18 | 1 |  |  |  |  | 2 | -1 |  |  |  |  | -1 |  | -1 | -2 |  |
| 19 | 1 |  |  |  |  |  | $-1$ |  |  |  |  | 1 |  | 1 | -2 |  |
| 20 | 1 |  |  |  |  | -2 |  | -1 |  |  | 1 |  |  | 1 |  | -2 |
| 21 | 1 |  |  |  |  |  | $-1$ | -2 |  | 1 |  |  |  |  | -2 | 1 |
| 22 | 1 |  |  |  |  | -1 |  | -2 |  |  | 1 |  |  | -2 |  | 1 |
| 23 | 1 |  |  |  |  |  | -2 |  |  |  |  | 1 |  | -2 | 1 |  |
| 24 | 1 |  |  |  |  |  | -2 | -1 |  | 1 |  |  |  |  | 1 | -2 |

Figure II
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INTRODUCTION. The conditional effects and interactions (CE\&I's) associated with a factorial experiment have the property of establishing direct and reciprocal relationship among the various main effects and thereby improving the interpretative information of such effects. They have also the virtue of alleviating, to some extent, the broad problems of interpretation of higher order interactions such as four or more factor interaction, contrasts of the type linear $x$ quadratic $x$ linear $x$ cubic or $A B^{3} C^{2}$, etc. by assigning appropriate interpretation to their respective conditional entities. In this treatise the concept of conditional effects and interactions is introduced in consistence with the general theory and modulo notation associated with symmetrical factorial experiments. The treatment consists of algebraic definitions, determination of conditional effects and interactions for a given situation and orthogonal partition of sums of squares in general anova procedures. The problem of estimability of the CE\&I's under classical confounding have been considered. Simple rules have been developed for rapid examination of the estimability of the CE\&I's under confounding conditions by the application of elementary operations of theory of sets. The interpretation of CE\&I's is explained by a numerical example from a biological experiment. The topics such as conditional confounding and its impact on fractional replication, fractional factorial, asymmetrical factorials, etc., are not presented in this treatise. The theorems and the proofs are heavily based on the properties of finite geometries derived from Galois fields and finite projective and Euclidean Geometry and combinatorial theorems. No proofs will be given here. Only the definitions and the salient properties will be described. The notation will be consistent with the general factorial notation.

DEFINITION OF CE\&I'S AND PROBLEM OF ESTIMABILITY. The CE\& $\mathrm{I}^{\prime}$ are generated by decomposing the total dimension of the factor space into interpretable dimensions and it is expected that the problem of estimability of auch effects and interactions becomes an immediate concern. The mathematical theory of factorial experimental design follows directly from the theory of linear models based on the Gauss-Markoff theorem which states that $Y$, the response vector with $n$ components if expressed in terms of the following linear model,

$$
Y=X \beta+e
$$

where $\beta$ is the column vector of $p$ unknown parameters, $X$ is the design matrix of dimension $n \times p$ and $e$ is the error column vector with $n$ components, then the best linear unbiased estimator of $\beta$ is,

$$
\dot{\hat{\beta}}=\left(X^{\prime} X\right)^{-1} X^{\prime} Y
$$

obtained from the solution of the following normal equations

$$
X^{\prime} \mathbf{X} \hat{\beta}=X^{\prime} \mathbf{Y}
$$

where $X^{*} X$ is non-aingular and there is a unique inverse as sociated with $\mathbf{X}^{\prime} \mathbf{X}$. But the factorial experimental design matrix is not always of full rank and 50 one is interested in investigating the conditions of estimability of a linear function of the $\beta^{\prime}$ 's such as $\lambda^{\prime} \beta$ where $\lambda$ is a column vector with p components. Now let $\lambda^{\prime} \beta$ be estimated by a'y. One proceeds to minimize the variance of $a^{\prime} y=a^{\prime} a \sigma^{2}$ under the condition of unbiasedness, $a^{\prime} X=\lambda^{\prime}$ with $p$ constrains by the use of the Lagrangian Multiplier $p$. Now solving the equations $\partial Q / \partial a_{i}, i=1,2 \ldots n$ and where $Q$ is the expression to be minimized we have $a=X p$ or $X^{\prime} X_{p}=\lambda$. This equation provides one with a condition of estimability which states that, if there exists a $p$ such that $X^{\prime} X_{\rho}=\lambda$, the coefficient of the linear function of the $\beta^{\prime} s$, then $\lambda^{\prime} \beta$ is estimable. In defining $C E$ and I's, the conditions of estimability are appropriately incorporated into the definition, and if one follows the definitions and the constrains associated with the definition, the problem of estimability does not arise.

In consistence with the normal factorial notation, $p$ denotes the level of the factors where $p$ is a prime number, $n$ denotes the number of the factor and the treatment combinations are denoted by $x_{1} x_{2} \ldots x_{n}, x_{i}, i=1,2 \ldots n$, being the level of the $i^{\text {th }}$ factor where $x$ takes the value from 0 to ( $p-1$ ). There are $p^{n}$ treatment combinations, there are $p^{n}-1$ degrees of freedom, there are $\left(p^{n}-1\right) /(p-1)$ contrasts each with ( $p-1$ ) degrees of freedom and each contrast with ( $p-1$ ) degrees of freedom is associated with p-sets of $p^{n-1}$ treatment combinations. All numbers are expressed as reduced modulo $p$. Confounding for $p^{n}$ in blocks of $p^{s}$ requires $n-0$ independent effects or interactions to be confounded along with all generalized effects and interactions with a total of $\left(p^{n-5}-1\right) /(p-1)$ effects and interactions confounded. By considering the modulo definitions for the ( $n-s$ ) independent effect or interaction confounded, one can generate the $\mathrm{p}^{n-5}$ blocks. The total degrees of freedom confounded is ( $p^{n-8}-1$ ) and the number of effects and interactions each with ( $p-1$ ) degrees of freedom have ( $\left.p^{n-8}-1\right) /(p-s)$ effects and interactions confounded. The total number of systems of confounding for a $p^{n}$ experiment in blocks of $p^{\text {e }}$ is equal to
$\left[\left(p^{n}-1\right)\left(p^{n}-p\right) \ldots\left(p^{n}-p^{n}-1\right)\right] /\left[\left(p^{n-8}-1\right)\left(p^{n-8}-p\right) \ldots\left(p^{n-8}-p^{n-8-1}\right)\right]$.
Definition I. The symbolical representation of conditional effect and interaction with one condition is


Where $,^{\prime}{ }^{\prime}, 1=1,2, n^{n}$ take integral value between 0 and $p-1$ and by convention first $a_{i} \neq 0=1$, the $X_{j}$ is any factor lettera $A, B, \ldots N$ for which ite corresponding $a_{k}(k=1,2 \ldots n)=0$ and $j=0,1,2 \ldots(p-1)$.

The expression in (1) defines contrasts among p-sets of treatment combinations satisfying one of the $p$ following equations,

$$
\begin{gathered}
\sum_{i=1}^{n} a_{i} x_{i}=0 \bmod p / x_{k}=q \\
\sum_{i=1}^{n} a_{i} x_{i}=1 \bmod p / x_{k}=q \\
\vdots \\
\vdots \\
\sum_{i=1}^{n} a_{i} x_{i}=(p-1) \bmod p / x_{k}=q
\end{gathered}
$$

where $a_{i}$ 's take integral values between 0 and $p-1, k=1,2, \ldots n, q$ takes integral values between 0 and $p-1, k$ can take any value $1,2, \ldots n$ for which $a_{k}=0$ and it refers to the $k^{\text {th }}$ coordinate in the $n$-dimensional apace.

If $p=3$ and $n=4$, then one is dealing with $3^{4}$-case. $A B^{2} / C$ is estimable since $a_{1}=1, a_{2}=2, a_{3}=0 a_{4}=0, x=C$ and $j=0$ with congruential equation $\left[x_{1}+2 x_{2}=0,1,2 \bmod 3 / x_{3}=0\right]$.

Definition II. An effect or interaction conditioned on more than one effect is a conditional effect or interaction with multiple conditions

$$
\begin{equation*}
A^{a_{1}}{ }^{a_{2}} C^{a_{3}} \ldots N^{a} / w_{j^{\prime}}^{\prime} \underline{w}_{k^{\prime}} \ldots / z_{m} \tag{2}
\end{equation*}
$$

where $a_{i}$ 's take integral values between 0 and ( $p-1$ )

$$
\begin{aligned}
j & =0,1, \ldots p-1 \\
k & =0,1, \ldots p-1 \\
m & =0,1, \ldots p-1
\end{aligned}
$$

$W$ takes the factor letters $A, B, \ldots N$ for which $a_{w}=0$
$Y$ takes the factor letters $A, B_{1} \ldots N$ for which $a_{y}=0$
and for which $W \neq Y$
$Z$ takes the factor letter』 $A, B, \ldots N$ for which $a_{Z}=0$
and for which $W \notin Y \neq Z$.
The expression in (2) is defined by the contrasts among p-sets of treatment combinations satisfying one of the $p$ following equations,

$$
\sum_{i=1}^{n} a_{i} x_{i}=0 \bmod p / x_{j}=q_{1} / x_{k}=q_{2} / \ldots / x_{m}=q_{m}
$$

$$
\sum_{i=1}^{n} a_{i} x_{i}=1 \bmod p / x_{j}=q_{1} / x_{k}=q_{2} / \ldots / x_{m}=q_{m}
$$

$$
\sum_{i=1}^{n} a_{i} x_{i}=(p-1) \bmod p / x_{j}=q_{1} / x_{k}=q_{2} / \ldots / x_{m}=q_{m}
$$

and

$$
\begin{array}{lll}
j=1,2, \ldots n & \text { and } & 0 \leq q_{1} \leq p-1 \\
k=1,2, \ldots n & \text { and } & 0 \leq q_{2} \leq p-1 \\
0 & & \\
m=1,2, \ldots n & \text { and } & 0 \leq q_{m} \leq p-1 .
\end{array}
$$

In the case of $3^{4}$ the conditional affert $A / B_{0} / C_{1^{\prime}} D_{2}:=$ atituaile since $a_{1}=1, a_{2}=a_{3}=a_{4}=0$ and $W \neq Y \neq Z$. For this case the congruential equation is: $x_{1}=0,1,2 \bmod 3 / x_{2}=0 / x_{3}=1 / x_{4}=2$.

Definition III. For $\mathrm{p} \geq 3$, one is interested in interpreting effects and interactions in terms of their polynomial effecta auch as linear effect, quadratic effect, cubic effect, etc. The linear effect is defined as

$$
A^{\prime}=\sum_{i=1}^{p-1}\left(i-\frac{p-1}{2}\right) A_{1} / \frac{p\left(p^{2}-1\right)}{12}
$$

and the quadratic effect is defined as

$$
A^{n}=\sum_{i=1}^{p-1} A_{i}\left[\left(1-\frac{p-1}{2}\right)-\left(\frac{p^{2}-1}{12}\right)\right] / \frac{p\left(p^{2}-1\right)\left(p^{2}-4\right)}{180}
$$

for $p$ equally spaced levels and $A_{i}$ represents the $i^{\text {th }}$ set of the $p$ sets defining the contrast. For unequally spaced levels $q_{0}, q_{1}, \ldots q_{p-1}$, the linear effect is defined as

$$
\begin{aligned}
A^{\prime} & =\sum_{i=0}^{p-1}\left(q_{i}-\bar{q}\right) A_{i} / \sum_{i=1}^{p-1}\left(q_{i}-\bar{q}\right)^{2} \\
\text { and } A^{\prime} & =\sum_{i=1}^{p-1} C_{i} A_{i}
\end{aligned}
$$

where $\Sigma C_{i}=0$ and $\Sigma C_{i}\left(q_{i}-\bar{q}\right)=0$.
The same line of argument is followed for the other higher order polynomial effecte.

Definition IV. The expreasion in (1) and (2) will be called conditional effects and interactions (CE\&I) and the unconditioned effecte and interactions of the type $A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}}$ will be called classical effect: and interactions.

PROPERTIES OF CE ANDI'S. The following are the combinatorial and etatistical properties of the conditional effects and interactions.

Property No. 1: The total number of conditional effects and interactions and the classical effects and interactions for a given $p$ and $n$ is

$$
N(n, p)=\left[(2 p)^{n}-(p+1)^{n}\right]
$$

where $n \geq 2$ and $p$ is a positive integer. The exact number of $C E$ and $I$ 's are

$$
N^{\prime}(n, p)=(2 p)^{n}-(p+1)^{n}-\left(p^{n}-1\right)
$$

A Table of $N(n, p)$ and $N^{\prime}(n, p)$ have been presented in the Appendix. Property No. 2: Consider an effect or an interaction, denoted by $A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}} / W_{j} / Y_{k} / \ldots / Z_{m}$ defined by the following equation

$$
\begin{aligned}
& \sum_{i=1}^{n} a_{i} x_{i}=0 \bmod p / x_{k}=q_{1} / \ldots / x_{m}=q_{m} \\
& \cdot \\
& \cdot \\
& \sum_{i=1}^{n} a_{i} x_{i}=p-1 \bmod p / x_{k}=q_{1} / \ldots / x_{m}=q_{m}
\end{aligned}
$$

With other conditions satisfying, each equation satisfies

$$
\left[p^{n-1-k}\right]
$$

treatment combinations where $k=$ number of conditions associated with the conditional effects and interactions.

Property No. 3: Consider a conditional effect and interaction $A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}} / W_{j}$, where $W$ is any factor letter $A, B, \ldots N$ for which $a_{w}=0$ and $j=0,1,2, \ldots(p-1)$. If $W$ is kept fixed and the congruential equations associated with the effects and interactione are solved for each value of $j=0,1,2, \ldots(p-1)$, then $p$ contrasts are generated and they are mutually orthogonal contrasts.

Property No. 4: Consider a conditional effect of interaction denoted by $\underline{A}^{a_{1}}{ }^{a_{2}} \ldots N^{a} n^{\prime} / w_{j} / y_{k} / \ldots / z_{m}$ wiin $n$ conditions, where $w, y, \ldots Z$ and $j, k, \ldots m$ all satiafy conditions proposed in (2). If $W, Y, \ldots Z$ are kept fixed and the congruential equations for the effect or interaction are solved for each combination of the values of $j, k, \ldots m$, then $p^{m}$ contrasts are generated. They are all mutually orthogonal contrasts.
Property No. 5: Let the symbol $A^{a_{1}} B^{a_{2}} \ldots N^{a} n$ denote the numerical totals of the effect or interaction under consideration, then we have

$$
\sum_{j m 0}^{p=1}\left(A^{a_{1}} A^{a_{2}} \ldots N^{a_{n}} / W_{j}\right)=A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}}
$$

This can be extended to the case with multiple conditions

$$
\begin{gathered}
\sum_{j=0}^{p-1} \sum_{k=0}^{p-1} \ldots \sum_{m=0}^{p-1}\left(A^{a_{1}} B^{a_{2}} \ldots N^{a} / w_{j} / Y_{k} / \ldots / Z_{m}\right) \\
=A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}} \ldots
\end{gathered}
$$

Property No. 6: For $p \geq 3$, property 5 can be extended to the polynomial effects, such as

$$
\begin{aligned}
& \sum_{j=0}^{p-1}\left[\left(A^{a_{1}} B^{a_{2}} \ldots \dot{N}^{a_{n}}\right)^{\prime} / w_{j}\right]=\left(A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}}\right)^{\prime} \\
& \underset{j=0}{p-1}\left[\left(A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}^{\prime \prime}} / w_{j}\right]=\left(A^{a_{1}} B^{a_{2}} \ldots N^{a^{n}}\right)^{\prime \prime} \quad .\right.
\end{aligned}
$$

So almo for the multiple condition came

$$
\begin{aligned}
& \text { summed over } p^{m} \text { terms } \quad=\left(A^{a} B^{a_{2}} \ldots N^{a^{n}}\right)^{\prime} \quad \text {. }
\end{aligned}
$$

 action under consideration, then the surn of squares for the conditional effects and interactions (SS(CE\&I)) can be expressed explicitly an follows

$$
\begin{equation*}
\operatorname{SS}(C E \& I)=\left(A^{a_{1}} A^{a_{2}} \ldots N^{a_{n}} / x_{j} / Y_{k} / \ldots / Z_{m}\right)^{2}\left(x_{i} \lambda_{i}^{2}\right)^{-1} \tag{3}
\end{equation*}
$$

where $r$ is the number of replicates and $\lambda^{\prime}$ 's are the coefficients such that $\boldsymbol{\Sigma} \boldsymbol{\lambda}_{1}=0$. If $X, Y, \ldots \mathrm{Z}$ are kept fixed and for each combination of the values assumed by $j, k, \ldots m$, a sum of squares is calculated then this $p^{m}$-set of sum of squares forms an orthogonal set for the analysis of variance tests. The conditional sum of squares can be expressed in terms of the combination of classical sum of squares as follows

$$
\begin{aligned}
& \sum_{j=0}^{p-1} \sum_{k=0}^{p-1} \ldots \sum_{m=0}^{p-1}\left(A^{a_{1}} B^{a_{2}} \ldots N^{a} n / X_{j} / Y_{k} / \ldots / Z_{m}\right)^{2} /\left(r \Sigma \lambda_{i}{ }^{2}\right) \\
& =\operatorname{SS}\left(A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}}\right)+\operatorname{SS}\left(A^{a_{1}} B^{a_{2}} \ldots N^{a} n^{n} X\right)+\ldots+\operatorname{SS}\left(A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}} Z\right)
\end{aligned}
$$

where the definjtion of $X, Y, \ldots Z$ and $j, k, \ldots m$ are the same as given in (2). It is also noted that the expression in (3) generates single degrees of freedom contrast sum of squares.
C.LASSICAL CONFOUNDING AND ESTIMABILITY OF CE\&I'S. The problem here is the following:

Let a classical effect or interaction $A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}}$ defined by

$$
\sum_{i=1}^{n} a_{i} x_{i}=0,1,2, \ldots(p-1) \bmod p
$$

be completely confounded with blocks, then what are the conditions of estimability of the following CE\&I

$$
A^{a_{1}} B^{a_{2}} \ldots N^{a_{n}} / W_{j} / Y_{k} / \ldots Z_{m}
$$

defined by $\sum_{i=1}^{n} a_{i} x_{i}=0,1,2 \ldots(p-1) \bmod p / x_{i}=q_{1} / x_{k}=q_{2} / \ldots / x_{m}=q_{m}$
where the $a_{i}{ }^{\prime} s, W, Y, \ldots Z$ and $j, k, \ldots m$ meet specifications given in (2). The problem can be extended to cases in which two or more classical efiects or interactions and their generaiized interactions are completely confounded. The problem reduces to the fact that there are $p^{n-s}$ blocks each containing $p^{E}$ treatment combinations and one is interested in finding a contrast among $p^{n-i-1}$ treatment combinations auch that the contrast is orthogonal to $p^{n-8}$ blocks.

The approach to the problem here will be to devielop rules for rapid examination of the eatimability of a given conditional effect or interaction under clastical confounding based on simple mathematical manipulation. The theorems and proofs of the results are completely omitted.

In this problem we have three types of effects or interactions:
(i) Confounded effects or interactions and their generalized interactions,
(ii) Conditioned effect or interaction,
(iii) "Conditions" (effects used as conditions).

Each of the effects can be represented by their respective coordinates of the factor space.

Let $\Gamma$ be a finite set of coordinatea in the $n$-dimensional factor apace,

$$
r=\left\{x_{1}, x_{2}, \ldots x_{n}\right\}
$$

Let $\beta$ be a subset of $\Gamma$ containing the coordinates associated with the confounded effects or interactions

$$
\beta=\left\{x_{j}, x_{k}, \ldots x_{m}\right\}
$$

where $j, k, m=1,2, \ldots n$ and

$$
\beta=\beta_{1} \cup \beta_{2} \cup \ldots \cup_{r}
$$

where $\beta_{i}^{\prime s}$ are subsets containing coordinates of the $i^{\text {th }}$ confounded effect or interaction out of $r$ such confoundeded effects or interactions. $\beta$ is then the union of the coordinates of $r$ confounded effects or interactions and their generalized interactions.

Let $\gamma$ be a subset of $I$ containing the coordinates associated with the conditioned effects.

$$
\gamma=\left\{x_{i}, x_{j}, \ldots x_{k}\right\}
$$

Let $I I$ be a subset of $I$ containing the coordinates associated with the "conditions"

$$
\Pi_{1}=\left\{x_{i}, x_{j}, \ldots x_{k}\right\}
$$

where $n_{1}=I_{11} U_{n_{12}} \ldots U_{1} r$
if there are $r$ conditions associated with the conditional effect or interaction.

Now by the application of simple rules of set operation we derive the following new quantities, in three steps:

Step 1.

$$
\delta=\beta \cup_{\gamma}
$$

Step 2.

$$
\Pi_{2}=\beta \cup \gamma
$$

Step 3.

$$
\delta_{0}=\left(\Pi_{1} \cup \Pi_{2}\right) \cap \delta
$$

The conditions of orthogonality to $\mathrm{p}^{\mathrm{n}-\mathrm{s}}$ blocks are as follows:
(i) If $\delta_{0}=\delta$
then the conditional effect or interaction is not orthogonal to blocks
(ii) If $\delta_{0} \neq \delta$
then the conditional effects and interactions under consideration are orthogonal to blocks and consequently estimable.

## Examples:-

E1. Consider $2^{4}$ case and confound $A B C, B C D$ and their generalized interaction $A D$. Then the conditional effect $A / C_{0}$ is orthogonal to blocks, since $\Gamma=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}, \beta_{1}=\left\{x_{1}, x_{2}, x_{3}\right\}, \beta_{2}=\left\{x_{2}, x_{3}, x_{4}\right\}, \beta_{3}=\left\{x_{1}, x_{4}\right\}$, $\beta=\beta_{1} \cup \beta_{2} \cup \beta_{3}=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}, \gamma=\left\{x_{1}\right\}, \Pi_{1}=\left\{x_{3}\right\}, \delta=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$, $\Pi_{2}=\left\{x_{1}\right\}, \delta_{0}=\left(\Pi_{1} \cup \Pi_{2}\right) \cap \delta=\left\{x_{1}, x_{3}\right\} \neq \delta$ 。

E2. Consider the same case as in El, the conditional interaction $A B / C_{1} / D_{0}$ is not orthogonal to blocks and consequently not estimable
 $n_{2}=\left\{x_{1}, x_{2}\right\}, \delta_{0}=\left(\Pi_{1} \cup n_{2}\right) \cap \delta=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\} \cap\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ and by the application of the idempotency law, $\delta_{0}=\delta$.

E3. Condider the case $3^{5}$ and confound the four factor interaction $A B C D$, then the polynomial conditional interaction $A^{\prime} B^{\prime \prime} / C_{1} / E_{0}$ is orthogonal to blocks becauce $\beta=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}, \gamma=\left\{x_{1}, x_{2}\right\}, H_{1}=$ $\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}, \Pi_{2}=\left\{x_{1}, x_{2}\right\}, \delta_{0}=\left(n_{1} \cup \Pi_{2}\right) \cap 6=\left\{x_{1}, x_{2}, x_{3}\right\} \notin \delta$.

The construction phase of the factorial experimental designs involving conditional effects and interactions will be presented separately. The impact of confounding of conditional effect and interaction (conditional confounding) on the structure of fractional factorials, fractional replication and asymmetrical factorials with balanced and partially balanced configuration will also be presented separately.

INTERPRETATION OF FACTORLAL EXPERIMENTS. When an effect is conditioned on another effect, a conditional effect is generated. One of the examples of such effect is the well-known nested effect in the hierarchical classification situation. The conditional effects and interactions discussed in this study differ from the nested effects in that the nested effects do not permit consideration of reciprocal relationship between the conditional effect and its conditions, whereas the conditional effects do permit establishment of reciprocal relationship between the conditional effects and its conditions and do yield to meaningful interpretation when expressed in its reciprocal form. Consider a nested effect Farm/Counties, the reciprocal nested effect Counties/Farm is not defined, whereas a conditional effect $A / B$ has a reciprocal nested effect $B / A$ which is well defined. It possesses the property of commutativity with respect to the conditional operator "/". The conditional effect and interaction not only establish direct relationship between two or more effects but it also yields information on the reciprocal effects. An effect or interaction is usually defined orthogonal to other effects and interactions. By establishing direct and reciprocal relationship among the main effects, the conditional effects and interaction yield very meaningful and unambiguous interpretation. By reducing the higher dimensions to lower interpretable dimensions the higher order interaction does yield informative information with meaningful interpretation. All possible situations cannot be listed in this note.

Nowlet us consider a small experiment in which
$E(4 A)=-68 ; E\left(2 A / B_{0}\right)=44 ; E\left(2 A / B_{1}\right)=-122$
$E(4 B)=224 ; E\left(2 B / A_{0}\right)=190: E\left(2 B / A_{i}\right)=34$
$E(4 A B)=-156$, where $E$ stands for effect of, and the numberical value atands for the magnitude of the yield ascociated with the effects. By examining the numerical values of the effects and the conditional effects one can immediately appreciate the virtue of the information given by the conditional effects. The $\mathbb{E}(4 A)$ yields the information that there is lose in the yield as one increases the level of $A$, but the two conditional effects following exactly tells us where is the lose and where ie the gain, meaning that the los as sociated with A is not a total loss. The E(4AE) give information on the loss associated with increasing levels of $A$ or $B$ or both, but the conditional effects associated with $B$ clearly define where are the gains and their exact magnitudes. This is given here purely from the standpoint of appreciation of the usefulness of the conditional effects. The true use of conditional effects is appreciated in systems where $p$ is large and $n$ is large. An analysis of variance on conditional effects of this experiment is given in the Appendix, Table 2. The Appendix also contains a table (Table 3) of effecte and sum of squares for a $3^{2}$-experiment, where the polynomial effects have been isolated. It is interesting to note that the quadratic effect of $B\left(B^{\prime \prime}\right)$ yields a gain of 56 units in the presence of higher dose of factor $A$. The interpretation of the other situations are aelf-explanatory.
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APPENDIX

Table 1

$$
N(n, p) \text { and } N^{\prime}(n, p)
$$

| $p / n$ | 2 |  | 3 |  | 4 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 7, | 4 | 37, | 30 | 175, | 160 |
| 3 | 20, | 12 | 152, | 126 | 1040, | 960 |
| 4 | 39, | 24 | 387, | 324 | 3471, | 3216 |

Table 2
ANOVA $2^{2}$ With Two Replications


* Replication pooled with error.
whsiguificant at .01 level of probability of Type I error.

Table 3
Sum of Squares for $3^{2}$ Pactorial

| Contrasts | Effecte | $\begin{array}{r} \lambda^{a} \\ i=1 \quad 1 \\ \hline \end{array}$ | Sum of Squares |
| :---: | :---: | :---: | :---: |
| $A^{\prime \prime}$ | -270 | 6 | 12,150.0 |
| $A^{\prime} / B_{0}$ | -123 | 2 | 7,564.5 |
| $A^{\prime} / B_{2}$ | -118 | 2 | 6,962.0 |
| $A^{*} / \mathrm{B}$ | - 29 | 2 | 420.5 |
| $B^{\prime}$ | -257 | 6 | 11,008.2 |
| $B^{\prime} / A_{0}$ | - 14 | 2 | 98.0 |
| $B^{\prime} / A_{1}$ | -135 | 2. | 9,112.5 |
| $B^{\prime} / A_{8}$ | -108 | 2 | 5,832.0 |
| $A^{\prime \prime}$ | 30 | 18 | 50.0 |
| $A^{\prime \prime} / B_{0}$ | - 51 | 6 | 416.7 |
| $A^{\prime \prime} / B_{3}$ | - 16 | 6 | 42.7 |
| $A^{\prime \prime} / B_{0}$ | - 97 | 6 | 1,568.2 |
| $B^{\prime \prime}$ | 3 | 18 | . 5 |
| $B^{\prime \prime} / A_{0}$ | - 28 | 6 | 130.7 |
| $B^{\prime \prime} / A_{1}$ | - 25 | 6 | 104.2 |
| $B^{\prime \prime} / A_{8}$ | + 56 | 6 | 522.7 |
| $A^{\prime} B^{\prime}$ | 94 | 4 | 2,209.0 |
| $A^{\prime} B^{\prime \prime}$ | 84 | 12 | 588.0 |
| $A^{\prime \prime} B^{\prime}$ | 148 | 12 | 1,825.3 |
| $A^{\prime \prime} B^{\prime \prime}$ | 78 | 36 | 169.0 |

# THE NEGATIVE BINOMIAL DISTRIBUTION APPLIED TO ATMOSPHERIC PARAMETERS 

<br>Aerophysics Branch, Physical Sciences Laboratory<br>Research \& Development Directorate<br>U. S. Army Missile Command, Redstone Arsenal, Alabama

ABSTRACT. The negative binomial distribution can be very helpful for determining wind apeed and wind shear frequency distributions. The derivation ci irequency distributions of vector wind shear data for amall shear increments ( 100 and 30 m ) from existing common radiosonde dati with 1 km altitude intervals is explained. The frequency distributions for smaller shear increments differ drastically from "scaled down" distributions. Considerable error for engineering evaluation would be introduced if the shape change of the negative binomial distribution with the shear increment through the change of the mean and sigma were neglected.

Finally computations of the cumulative 90,95 and $99 \%$ exceedance thresholds for wind speed and wind vector shear by use of the negative binomial and the bivariate normal distribution are compared with the observations. The analytical values for employing the negative binomial prove best.
I. INTRODUCTION. Although the negative binomial distribution (NBD) has been known to statisticians for a long time, applications in atmospheric physics are not very wide spread. This can be explained for the following reasons.

After early discussion by Pascal and Fermat [see Todhunter, 1] one can find largely two versions of interpretation. Greenwood and Yule [2] assume that the events are mutually independent, but the intensity varies from individual to individual event. Polya [3] and Eggenberger [4] interpret that the events are statistically dependent, i.e. the occurrence of one event increases the probability that further events will occur.

In the latter sense applications have been attempted mainly for distribution of precipitations or runs of days with or without precipitation [ see Wanner, 5, 6] As has been pointed out by the author [7], applications to the continuous frequency distribution of precipitation prove to be a problem. Therefore Thom [8] has suggested the use of the incomplete gamma function. Recently the model of the Markov chain [see Caskey, 9 and Weiss, 10] has been more auccessfully applied. Thus utilization of the negative binomial for the field of precipitation appears to be very limited.

In the sense of Greenwood and Yule's interpretation the NBD may apply for wind and wind shear. One would expect from other theoretical background, however, that the wind vector follows a bivariate normal distribution (the components being normally distributed). Then the non central chi-square distribution should adequately describe the distribution of the scalar wind speed.

The non central chi-square distribution, however, does not fit extreme values very well, especially for wind shear diatributions of amaller increments [Essenwanger, 11]. Thus one may attempt to fit the empirical distribution with the NBD, as is later demonstrated. An earlier application has been made by Wenner [12], who concludee that the frequency diatribution of the wind peed follows the shape of the NBD the closet the higher the altitude of his sampling (mountain abservations). Since the present diecussion is mostly concerned with upper atmospheric observations, the employing of the NBD with wind data may be investigated.
II. FREQUENCY DISTRIBUTIONS OF WIND AND WIND SHEAR, As previously mentioned the NBD is employed to describe the observed frequency distributions of wind speed and wind shear values. It is therefore of vital interest to ascertain how close is the agreement between observed and analytical distribution. Further, since the NBD is a discontinuous distribution, testing has to proceed to determine whether the given class division of the continuous wind distribution can be adequately adjusted to provide fair resemblance with the NBD. This adjustment is difficult for precipitation [see Essenwanger, 7].

The problem is discussed by the author in detail in a recent report [13]. Figure 1 serves as an example to summarize results for wind shear distributions. The figure displays a typical wind shear distribution for 1 km shear intervals (histogram at top of figure 1). The other 3 diagrams exhibit the deviations from the observed frequency for 3 typer of fitted curves, the NBD, the incomplete gamma function with maximum likelihood fit and with moments fit. Statistical tests showed no significant difference between these 3 fitted curve types and the observation.

The NBD was selected for its convenience of computation. Since there are no observed data on the frequency distributions of smaller shear increments and the recommended distribution is predicted, data for a maximum likelihood fit of the gamma function are not available. Thus both analytical distributions rely $n$ the moments fit. It is immaterial to select the negative binomial rather than the incomplete gamma function. It will. be further seen that observed data in the range of extreme values such as threahold exceeded by 10,5 and $1 \%$ of the data fit the observations quite well with the NBD.
III. WIND SHEAR INTERVALS OF SMAL工 INCREMENTS. In a basic article [14] the author has derived that a relationship between the mean ehear ? and the shcat interval th caisto as íviows

$$
\begin{equation*}
\bar{v}_{(\Delta h)}=a_{0}(\Delta h)^{a_{1}} \tag{1}
\end{equation*}
$$

where $a_{0}$ and $a_{1}$ are constants depending on elimatological conditions. The $\Delta$ denotes the difference of the altitudes (shear interval), from which the vector shear $v$ as the residual of two wind vectors if computed.

It has further been deduced that a similar relationship holds for the standard deviation

$$
\begin{equation*}
\sigma_{(\Delta h)}=A_{0}+B_{1}(\Delta h)^{a_{1}} \tag{2}
\end{equation*}
$$

where $A_{0}$ and $B_{1}$ are again constants depending on climatic conditions. The constant $A_{o}$ can be determined from

$$
\begin{equation*}
\sigma_{(\Delta h)}=A_{0}+A_{1} \bar{v}_{(\Delta h)} \tag{3}
\end{equation*}
$$

Equation (1) has further been confirmed by Armendariz and Rider [15] and Belmont and Shen [16]. Although Armendariz a.2d Rider [15] derived a similar equation to (1) for the standard deviation, which means $A_{0}$ in (2) would equal zero, it is presently open whether A approximates zero in the ground layers, from which Armendariz' and Rider's data are derived, while the author included data up to 50 km altitude [see Reisig 17]. The absence of $A_{0}$ may be further an effect of the terrain, as Armendariz and Rider work with data from White Sands, New Mexico, while the author's data were obtained at Cape Kennedy, Florida.

One has now two parameters, the mean and standard deviation, which can be utilized to compute the expected frequency distribution of shear values. Figure 2 demonstrates the agreement between observed and. analytical diatributions, employing the NBD for computing the analytical model. Five layers from various conditions of upper atmospheric shear distributions have been selected. The first 3 layers show excellent agreement between analytical and observed data. Some discrepanciea are noted for $15-20$ and $20-25 \mathrm{~km}$. Although the deviations are statistically not significant, the problem of a distribution with a better fit or some adjustment to the fitting procedure is still open.

One point must be stressed, however. The present method, employing the NBD for describing the analytical distribution is far superior to the generaily practiced technique of "scaling down" frequency distributions of vector wind shears. A typical example is given in Table 1. For 3 atmospheric layers a comparison was made between analytically derived and scaled down distributions. The "scaling down" technique assumes that the same distribution for smaller shear intervals as for larger intervals exists, e.g. The regular available shear distribution of 1 km intervals (easily obtained from the present radiosonde network) would be divided by 10 to obtain the dietribution of 100 m shear interval. Table 1 demonstrates clearly that this technique is out of place as it does not take into consideration any shape and scale change. The real distribution produced such changes, which are quite adequately expressed by the NBD. It is important to include these changes into the derived frequency distribution. As becomes quite obvious from Table l, considerable error for engineering evaluation would be introduced if the shape changes of the negative binomial distribution with the shear increment through the change of the mean and sigma were neglected.

More details can be found in pertinent articles as cited under 13 and 14.
IV. COMPUTATION AND COMPARISON OF 90, 95 AND 99 PERCENT PROBABILITY THRESHOLDS. One of the important criteria in missile application are percentile values such as the thresholds of shear values exceeded in 10 percent of the cases or similar tolerance values. Thus it is quite reasonable to demand that the employed distribution must be successful in describing said thresholds. The 90,95 and $99 \%$ observational values were selected for this purpose.

Three types of distribution were tested, the bivariate distribution (BD), the negative binomial and the incomplete gamma function (IGF). The results for the NBD and the IGF were, however, similar and showed no statistically significant or obvious differences. Thus the comparison between NBD and IGF may be omitted here.
a. Computation of the Thre shold for the Bivariate Distribution.

The computation of the 90,95 or $99 \%$ value for the bivariate distribution is quite cumbersome. One has to solve the following type of integral
(4)

$$
P_{(L)}=\int_{0}^{v_{L}} v f_{(v)}^{d v}
$$

Table 1
Comparison of Derived 100-Meter Interval Vector Wind Shear equency Distributions Frow 1000 -Neter Intervals for
January, Washington, D. C., ( 1956 through 1962)

where $P_{(L)}$ denotes the probability level of the threshold, $v_{L}$ the thresh-
 function, in this case the bivariate normal distribution. A similar equation exists for the wind shear, seplacing $v$ by the pertinent parameter for the wind shear.

The solution is complicated, but can be approximated by the cumulative distribution of the non central $X^{2}$ distribution or by determining an offeet circle of the bivariate distribution (see 18). In the present application, one has

$$
\begin{equation*}
v_{L}=R \cdot \sigma \tag{5}
\end{equation*}
$$

and $1<R<5$. Thus the equation for approximation is transformed for obtaining $R$ in explicit form :

$$
\begin{equation*}
R^{2}=a\left[1-\frac{2}{9}\left(\frac{1+b}{a}\right)+\frac{2}{3}\left(\frac{1+b}{a}\right)^{\frac{1}{2}} C\right]^{3} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
C=[-(\ln P+\ln \sqrt{2 \pi})]^{\frac{1}{2}} \tag{7}
\end{equation*}
$$

(8)

$$
a=2+r^{2}
$$

$$
\begin{align*}
& b=\frac{r^{2}}{a}  \tag{9}\\
& r=\frac{v_{r}}{\sigma}
\end{align*}
$$

$v_{r}$ denotes the resultant wind vector or the equivalent for the shear. The solution presents no problem when employing a high speed electronic computer.

A simplified approach, provides the same correlation coefficient, although in the winter months the average threshold is slightly higher than the observed value. This can be based upon the following assumption.

The mean wind speed $\bar{v}$ can be computed from
(11)

$$
\bar{v}=\int_{0}^{\infty} v f_{(v)} d v
$$

If the mean components have the values $\bar{x}=\bar{y}=0$, and $\sigma_{x}=\sigma_{y}$ then the solution is

$$
\begin{equation*}
\bar{v}=C_{0} \sigma_{v} \tag{12}
\end{equation*}
$$

where
(13)

$$
2 \sigma_{v}^{2}=\sigma_{x}^{2}+\sigma_{y}^{2} \text { and } C_{0}=1.2533
$$

If $\sigma_{x} \neq \sigma_{y}$, but not $\sigma_{x} \ll \sigma_{y}$ or $\sigma_{y} \ll \sigma_{x}$, equation (12) is a good approximation.

It has been shown by the author [11] that for $\bar{x} \neq 0$ and $\bar{y} \neq 0$, the following type of solution can be found

$$
\begin{equation*}
\bar{v}=c_{0} \sigma_{v} e^{A \frac{\mathbf{v}_{\mathbf{r}}}{\sigma_{v}}} \tag{14}
\end{equation*}
$$

This checks out well as demonstrated in Table 2 by the high correlation between $\ln \frac{\nabla}{C_{0}{ }^{\sigma}}$ and $\frac{{ }_{v}}{\sigma_{v}}$.

If one assumes a similar form for the solution of $v_{L}$, namely

$$
\begin{equation*}
v_{L}=C_{L} \sigma_{v} e^{A \frac{v_{r}}{\sigma_{v}}} \tag{15}
\end{equation*}
$$

then $v_{L}$ becomes simply

$$
\begin{equation*}
v_{L}=\frac{C_{L}}{C_{0}} \quad \bar{v} \tag{16}
\end{equation*}
$$

If one considers that the $C_{0}$ is taken from the circular normal distribution, where $\sigma_{x}=\sigma_{y}=\sigma_{v}$, then the high correlation between observed and computed values of the 90,95 and even $99 \%$ as later shown is remarkable.

TABLE 2

Linear Corralation Coefficient for Check of Formula

| Month | Mean Wind Speed |  | Mean Wind Shear |
| :---: | :---: | :---: | :---: |
|  | E1 Paso | Chateauroux | Montgomery |
| Jan | . 986 | . 987 | . 954 |
| Feb | . 995 | . 906 | . 915 |
| Apr | . 992 | . 888 | . 946 |
| May | . 991 | . 973 | . 971 |
| Jul | . 969 | . 998 | . 933 |
| Aug | . 998 | . 975 | . 944 |
| Oct | . 985 | . 953 | . 923 |
| Nov | . 997 | . 994 | . 853 |
| Average | . 989 | . 959 | . 931 |

b. Computation of the Threshold for the Negative Binomial Distribu-
tion.
The computation of the threshold value for the negative binomial is also based on a solution of the integral ( 3 ) as before but this time the ${ }^{f}(v)$ is the negative binomial distribution and the integral is one-dimensional. Similar explicit formulae as for the bivariate distribution are presently not available. One can convert the cumulative NBD, however, into the incomplete beta function. This was pointed out by Pearson and Fieller [19], or rediscovered by Patil [20] and was recently discussed by Bartko [21, 22]. The 90,95 and $99 \%$ values can then be obtained from the tables of the incomplete beta function [23]. The procedure is somewhat elaborate, but does not involve computations of the cumulative distribution by electronic computer. It was performed to obtain the necessary analytical values for comparison with the observed threshold.

Although the maximum likelihood fit could have been utilized by employing the frequency distributions and finding solutions to the maximum likelihood equation (Haldane, [24] and cited by Bartko, [22]), the moments method for parameter estimation was employed for the following reasons. One of the goals is the derivation of distributions for small shear intervals, for which the frequency distribution is not known. Thus the information necessary for the maximum likelihood fit is not a vailable, while the parameters for the moments fit can be computed. If the NBD with moments fit would therefore give a poor result for computation of the threshold values, the NBD could not be used without first developing a prediction scheme for the information needed for maximum likelihood fit. Thus the question of maximum likelihood fit is of secondary importance for this particular problem.

When using the tables of the incomplete beta functions [23], the parameters $p, q$ and the scale parameter $b$ must be known. They have been obtained from

$$
\begin{array}{r}
p=2 \frac{\left(\frac{\bar{x}^{2}}{\sigma^{2}}+\frac{\bar{x}^{3}}{\mu_{3}}-\frac{\bar{x}^{2}}{\mu_{3}}\right)}{\left(4 \frac{\bar{x} \sigma^{2}}{\mu_{3}}+1-\frac{\bar{x}^{2}}{\sigma^{2}}\right)}  \tag{17}\\
q=\frac{p(p+1)}{\frac{\bar{x}^{2}}{\sigma^{2}}-p}
\end{array}
$$

$$
\begin{equation*}
b=\mu_{3} \frac{\left(\frac{\bar{x}^{2}}{\sigma^{2}}-1\right)-4 \bar{x} \sigma^{2}}{\frac{\mu_{3} \bar{x}}{\sigma^{2}}-2 \sigma^{2}} \tag{19}
\end{equation*}
$$

where $\mu_{3}$ is the third moment with reference to $\bar{x}$, the mean and $\sigma^{2}$ the variance*, The pertinent parameters for wind and wind shear have to be introduced into equations (17) thru (19).

The threshold value then becomes

$$
\begin{equation*}
v_{L}=b\left(1-x_{L}\right) \text { or } \tag{20a}
\end{equation*}
$$

(20b)

$$
v_{L}=b x_{L}
$$

depending on whether $q>p($ then $20 a)$ or $q<p(\operatorname{then} 20 b)$.
c. Comparison of the Computed Thresholds with the Observed Values.

The threehold values of 90,95 and $99 \%$ were computed for wind speed and wind shear for several stations and compared with the respective observed values. The latter were obtained from a computer program, listing certain thresholds of the cumulative distributions as begun in the Climatological Ringbook [25].

The differences between the computed and observed thresholds could have been checked with the Chi-square test for statistical significance of the deviations. Since the computed values were close to the observed thresholds, another tool of comparison has been employed. It was obvious from randomly selected samples that the chi-square test would not render statistical aignificance for most of the deviations of the computed threshold from the observed values. Thus the correlation coefficient was

Wootnote: The $\mu_{3}$ for the negative binomial distribution is known, when the $\dot{\bar{x}}$ and the $\sigma^{2}$ are known: $\mu_{3}=\bar{x}\left(1+3 \dot{d}+2 d^{2}\right)$, where $d+1=\frac{\sigma^{2}}{\bar{x}}$.
utilized, which cannot only give information about the agreement between theory and observation, but can also delineate a systematic bias, if the


The correlation coefficients are contained in Tables 3-5 for the data of Montgomery, Alabama as a typical example of the results. It is evident from the tables that the correlation is very high and therefore the analytical values are very close. However, a detalled inspection of the coefficients shows that there are some differences. First one notices that the coefficiente display a slight tendency to decrease towards the $99 \%$ threshold. Thus the analytical values appear to fit less towards the extreme values. Further, this tendency to decrease is more pronounced for the bivariate fit than for the negative binomial and more for the wind shear than for the wind speed. This result is not unexpected. The tendency of deviations from the bivariate distribution, especially for wind shears, has been pointed out by the author in an earlier article [11]. Further, the analytical method for the bivariate distribution approximates the thresholds by either using mean wind speed only as in equation (16) or basing it on the circular distribution for equation (6). The method employing the negative binomial avoids these problems. Besides the mean, the variance of the distribution is needed, and in our particular case the variance of the wind speed and wind shear. By fitting the incomplete beta function, even the third moment $\mu_{3}$ could be included, which is a 3 parameter fit. Thus the basis for analytically determining the thresholds comprises more or better parameters for the negative binomial approach. The result confirms this. The analytical thresholds agree better with the observed ones for the negative binomial method.

Whether there is a bias between the computed and observed thresholds can be answered from Table 6, where typical examplea for the wind speed thresholds are displayed. The results for the negative binomial distribution look generally good, although there is a slight tendency towards a lower average than the observed. But the result may be considered within the tolerance limits of errors. The scatter for the analytical values $v_{L}$ around the average $\bar{v}_{L}$ expressed by the standard deviation $\sigma_{a}$ is the $L$ same es for the observed values, denoted by $\sigma_{0}$. This confirms the closeness of the computed results in addition to the high correlation coefficient.

The averages for the bivariate distribution also agree very well, thus no systematic large bias is visible. It is noticed, however, that the scatter represented by $\sigma_{a}$ is higher than the scatter for the observed data. This indicates that not all of the computed values have good agreement, a conclusion already stated above in the consideration of the correlation coefficient.

Table 3

LINEAR CORRELATION COBFFICIEAT FOR COMPARISON OF OBEERVED AND ABALYTICALLY DERIVED 90\% LEVEL

Mon-zomery

|  | Wind Speed |  | Wind Shear |  |
| :--- | :---: | :---: | :---: | :---: |
| Month | Bivariate | Neg. Binomial. | Bivariate | Neg. Binomial |
| Jan | .987 | .994 | .971 | .915 |
| Feb | .991 | .985 | .957 | .960 |
| Apr | .996 | .996 | .966 | .950 |
| May | .996 | .994 | .985 | .974 |
| Jul | .945 | .875 | .984 | .979 |
| Aug | .882 | .867 | .983 | .968 |
| Oct | .996 | .994 | .986 | .976 |
| Nov | .993 | .973 | .963 | .977 |
| Average |  |  |  | .973 |

Table 4
limear corvelatton corfticieat for comparison of OBgexved And AMALYTICALLY DEEIVED 95\% LEVEL

| Montgomery |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Wune bpeed |  | Wind ghear |  |
| Month | Bivariate | Heg. Binomial | Bivariate | Neg. Binoutal |
| Jan | . 980 | . 996 | . 940 | . 938 |
| Feb | . 981 | . 992 | . 863 | . 940 |
| Apr | . 993 | . 997 | . 950 | . 905 |
| May | . 991 | . 997 | . 972 | .978 |
| Jul | . 883 | . 906 | . 986 | . 985 |
| Aug | .809 | . 898 | . 966 | . 959 |
| oct | . 994 | . 997 | . 972 | . 958 |
| Nov | . 990 | . 997 | . 931 | . 950 |
| Average | . 953 | . 973 | . 948 | . 952 . |

## Table 5

## LINEAR CORRELATION COBFFICIENT FOR COMPARISON OF USSERVED AND ANAEYTICALIY DERIVED 99\% LEVEL

| Montgomery |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| . | Wind speed |  | Wind Shear |  |
| Month | Bivariate | Neg. Binomial. | Bivariate | Neg. Binomial |
| Jan | . 980 | . 995 | . 868 | . 936 |
| Feb | . 975 | . 990 | . 724 | . 925 |
| Apr | . 986 | . 996 | . 785 | . 888 |
| May | . 978 | . 996 | . 950 | . 975 |
| Jul | . 752 | . 919 | . 932 | . 980 |
| Aug | . 680 | . 929 | . 854 | . 958 |
| Oct | . 976 | . 992 | . 860 | . 902 |
| Nov | . 980 | . 997 | . 728 | . 943 |
| Average | . 913 | . 977 | . 838 | . 938 |

Table 6

Comparison of Computed and Observed Thresholds (Summary)

| (a) bivariate |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Station | Threnhold | $N$ | $\bar{v}_{L}$ | $\bar{V}_{L}$ | ${ }_{a}$ | ${ }_{0}$ | r |
| E1. Paso | 90\% | 224 | 24.4 | 23.8 | 14.1 | 12.8 | . 984 |
|  | 95 | 224 | 27.9 | 27.2 | 16.1 | 14.2 | . 970 |
|  | 99 | 224 | 34.6 | 33.9 | 20.0 | 16.4 | . 929 |
| Chateauroux | 90 | 248 | 24.1 | 25.5 | 11.9 | 12.2 | .970 |
|  | 95 | 248 | 27.6 | 39.5 | 13.5 | 14.2 | . 967 |
|  | 99 | 248 | 34.2 | 37.8 | 16.8 | 17.2 | . 941 |
| Montgomery | 90 | 372 | 26.6 | 25.6 | 18.5 | 15.3 | . 984 |
|  | 95 | 372 | 30.3 | 29.2 | 21.1 | 16.8 | . 970 |
|  | 99 | 372 | 37.6 | 36.2 | 26.1 | 19.5 | . 951 |
| (b) negative binomial |  |  |  |  |  |  |  |
| Montgomery | 90 | 372 | 24.9 | 25.6 | 15.3 | 15.3 | . 992 |
|  | 95 | 372 | 28.2 | 29.2 | 16.8 | 16.8 | . 993 |
|  | 99 | 372 | 34.4 | 36.2 | 19.5 | 19.5 | . 992 |

$\bar{v}_{L}$ mean wind speed of computed threshold ( $\mathrm{m} / \mathrm{sec}$ )
$\bar{V}_{L}$ mean wind apeed of observed threshold ( $\mathrm{m} / \mathrm{sec}$ )
$\sigma_{a}$ standard deviation of analytical values
$\sigma_{0}$ standard deviation of observed values
$r$ correlation coefficient

One may think about other distribution functions as being more suitable for deriving analytical values such as the Weibull distribution [26]. The negative hinnmial distrihutinn, heweves, de thresholds already satisfactorily and preliminary computations with the Weibull distribution did not render better results rather than thresholds in the middle between the bivariate and negative binomial method. Besides, it is very difficult to objectively determine the location parameter for the Weibull distribution, and thus the negative binomial distribution offers an advantage in the estimation of parameters. Under these circumstances the question of determining the thresholds based on the Weibull distribution is not further pursued for this report.
V. SUMMARY AND CONCLUSIONS. It has been demonstrated that the negative binomial distribution has its place in problems of atmospheric physics, especially in missile cli matology for wind speed and wind shear distributions. For this purpose the NBD serves largely as a practical and convenient tool for describing the frequency distribution. Especially the application to derive realistic frequency distributions of wind shear for mall increments is important. This technique is far superior to the general practice of scaling down wind shear distribution for larger intervals which are commonly available. The utilization of the NBD, however, can accommodate the change of shape of the distribution with the shear interval, a property, which the sicaling down neglects. Considerable error for engineering application may arise if this shape change is overlooked.

It has further been discussed in detail that the NBD can also be useful in deriving threshold values for the cumulative 90,95 and $93 \%$ levels, if mean and variance for the distribution are known. Comparison between analytically derived and observed thresholds displayed excellent agreement without bias. The method proved superior to the application of the bivariate normal distribution for the same purpose. The only advantage for the latter practice could be the possibility of establishing a relationship between the threshold value and the mean, as expressed in equation (16). In this relationship one parameter, the mean only, needs to be known. This simplifies the computation of statistical parameters and increases the use of numerous data collection, in which the mean only is given.

The conversion of the NBD for the use of the tables of the incomplete beta function [23] to obtain the pertinent threshold values has been described. The need for knowing the third moment $\mu_{3}$ does not introduce a new condition, as the $\mu_{3}$ for the NBD is known with given mean and variance. Making use of three parameters, however, points to the posibility of utilizing the incomplete beta function for the curve fitting, although the third moment $\mu_{3}$ then must be computed from the observations to offer some advantage. Utilization of two paraineters, mean and variance, is sufficient only for the NBD.

Another 3 parameter fit would be the Weibull distribution. Preliminary computations did not produce better results, however, and therefore no detailed discussion and comparison were included in this report.

The NBD has therefore a definite place among the atatistical distributions useful for application to atmospheric parameters.
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# TRIAL VARIABILITY INTERPRETED AS DIFFERENCES IN TRANSLATION OR ROTATION IN FUNCTION ANALYSIS OF VARIANEE 

Walter D. Foster<br>U. S. Army Biological Laboratoriea Fort Detrick, Frederick, Maryland


#### Abstract

Referee experimentation connotes in general a set of participants performing the same experiment under nearly identical circumatances. Variance analysis of results often takes the form of Between Stations and Within Stations. As a device for interpreting the magnitude of the mean square for repeated trials at a station, the mean squarc is converted to a corresponding vertical change in centroid (translation) or to a change in slope (rotation). The variable of analysis is a multiple-parameter function representing decay.


The concept and practice of the Analysis of Variance when the response variable is a function rather than a single value was given by Foster [1] in 1962. Comparison of this technique to the multivariate analysis of variance was given by Foster [2] in 1963. Brownlee [3] showed how to make simultaneous tests of slopes and centroids if the response is a linear function with two parameters. Church [4] gave the partition of variance for a factorial experiment for each parameter of a curvilinear model when used as the response variable.

The development in this paper is described in terms of its application: referee experimentation. Referee (or collaborative or standardization) experimente consist basically of several independent laboratories performing the same experiment in nearly identical circumstances. The simplest case compares laboratories (or stations as they are referred to here) using repeated trials at each station as the criterion -- the standard Between and Within analysis of variance. A more sophisticated design would introduce a range of treatments in order to estimate a Station $X$ Treatment effect. Thus, the two major objectives of a referee experiment are the comparison of stations, treatment means and the estimation of reproducibility at each atation. When each trial is a biological aerosol produced in a closed chamber and allowed to settle, the response is the decay function which describes the loss of biological activity with time;

$$
C=C_{0}(t+1)^{-b} e^{-k t}
$$

We the decay model chosen for this analysis. The comparison of stations, treatments and $S \times T$ was given by Foster [1]. It is the purpose of this paper to examine the mean square for repeated trials at a station which was used as a measure of reproducibility and to translate this variance whose magnitude is generally meaningless to the experimenter into a familiar acale to facilitate subjective appraisal and evaluation of reproducibility.

Using the techniques of multiple regression, the data for a aingle trial of $n$ point can be represented by

$$
\ln C=\ln C_{0}-b \ln (t+1)-k t
$$

where $\ln C_{o}, b$, and $k$ are estimated by least squares. Partition of the variation in the analysis of variance format is given in Table I, using Snedecor's [5] notation.

TABLE I. A. V. for a Single Trial

| Line | Source | df |  | SS |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Function | 3 |  |  |
| 2 | $c_{0}$ |  | 1 | $(S Y)^{2} / \mathrm{n}$ |
| 3 | b, $k$ |  | 2 | $b S x_{1} y$ |
| 4 | Deviations | n-3 |  | $5 y^{2}$ - |
| 5 | TOTAL | n |  | $S Y^{2}$ |
| Note: $X_{1}=\ln (t+1) ; X_{2}=t ; Y=\ln C$ |  |  |  |  |
| $x_{1}=X_{1}-\bar{X}_{1} ; x_{2}=X_{2}-\bar{X}_{2} ; y^{\prime}=Y-\bar{Y}$ |  |  |  |  |

For $t$ trials at a station, the analysis of variance of the decay curve, showing partition and corresponding sums of squares is given in Table II.


When the mean decay function for a station is compared to those of other stations, the comparison is both visual and objective -- visual because the functions can be graphed and their parameters tabled; objective because a test of aignificance is available [1], but not given here. Thus, the comparison of means is complete and in a ecale meaningful to the participants. Comparisons of trial $\mathrm{M} S$ for the various stations cari also be done statistically, but the mean square itself has little meaning to the experimenter.

Two strategems involving translation and rotation in the original scale are presented as a method of interpreting the magnitude of the trial mean square. Since most aerobiologists are thoroughly familiar with the simple exponential function,

$$
C=C_{0} e^{-k t}
$$

as a decay model, the trial mean square has been scaled into translations of $C_{0}$ and into rotation of $k$. The technique is simple.

Let the experimenter visualize the trial variability as being expressed by two parallel lines, the plot of

$$
\ln C=\ln C_{0}-k t
$$

whose vertical separation or translation is equivalent to the trial variability, Obviously, the greater the variability, the greater the diatance between the two parallel lines. He thus may consider hia trial variability as if he had
run only two aerosols with equal decay rates but displaced starting points (intercepts).

Algebraically, the displacement or translation is derived by consider ing the same partition of the trial decay functiona in Table Il with only two trials. This is shown in Table III. The notation has the form of

$$
\mathbf{Y}=\overline{\mathbf{Y}}-\mathbf{b}(\mathbf{X}-\overline{\mathbf{x}})
$$

TABLE III. Development of Trial Variablity as Translation

$$
\begin{array}{lll}
\text { Line } & \text { Identification } & \text { SS } \\
\hline 10 & \text { SS Function 1: } & n \bar{Y}_{1}^{2}+b S x y \\
11 & \text { SS Function 2: } & n \bar{Y}_{2}^{2}+b S_{x y} \\
12 & \text { Line 10 +11: } & n\left(\bar{Y}_{1}^{2}+\bar{Y}_{2}^{2}\right)+2 b S \times y \\
13 & \text { Mean Function: } & 2 n\left[\left(\bar{Y}_{1}+\bar{Y}_{2}\right) / 2\right]^{2}+2 b S x y \\
14 & \text { Line 12-Line 13: } & n\left(\bar{Y}_{1}-\bar{Y}_{2}\right)^{2 / 2}
\end{array}
$$

The Mean Square corresponding to the sum of squares in Line 14 is simply

$$
n\left(\bar{Y}_{1}-\bar{Y}_{2}\right)^{2} / 4
$$

Upon equating the observed trial mean square to the derived translation and solving for the translation, we have

$$
\bar{Y}_{1}-\bar{Y}_{2}=\sqrt{4 \mathrm{MS} \mathrm{Trials} / \mathrm{n}}
$$

which as a distance applies to the intercepts, in $C_{0}$, as well as to the centroids because of the assumed parallelism.

The following example of six trials at a station illustrates the use of this technique.

Eunction Analysis of Variance

| Line | Source | df | MS |
| :--- | :--- | :--- | :--- |
| 15 | Mean | 3 | 2427.4869 |
| 16 | Among Trials | 15 | .1975 |
| 17 | Deviations | 30 | .0878 |

$\bar{Y}_{1}-\bar{Y}_{2}=\sqrt{4(, 1975) / 8}=.314$ in $\ln C$ scale,
or a 1.37 fold (antiln . 314) effect.
Had the trial mean square been. 960 the translation would have been

$$
\bar{Y}_{1}-\bar{Y}_{2}=\sqrt{4(.96) / 8}=.693 \text { or a } 2.0 \text { fold effect. }
$$

Interpreted to the aerobiologist, trial variation of this magnitude (MS = .1975) implies that his ability to reproduce an aerosol is no better than 1.37 fold. It should be noted in passing that the translation concept is applicable to any decay function under the requirement of parallelism.

The second approach to relate trial variability to experience is by rotation, i.e., a change in the slope of the linear decay function; in this case it refers to a change in the parameter $k$. The centroids for each of two lines are required to be identical; the MS for trial variability is equated to change in slope. This approach is more subtle since changes in $k$ effected through equivalent size of the mean square depend upon the domain of the independent variable and the particular design. For a large domain the change in $k$ will be small; for a narrow interval, the change will be large (because the variance of slope is proportional to $1 / 5 \mathbf{x}^{2}$ ). The development is given in the following table. The notation again has the form of

$$
\mathbf{Y}=\overline{\mathbf{Y}}+b(X-\bar{X})
$$

TABLE IV. Development of Trial Variability as Rotation

| Line | Identification | SS |
| :--- | :--- | :--- |
| 15 | SS Function 1: | $n \bar{Y}^{2}+b_{1} S x y_{1}$ |
| 16 | SS Function 2: | $n \bar{Y}^{2}+b_{2} S x y_{2}$ |
| 17 | Line $15 \& 16:$ | $2 n \bar{Y}^{2}+b_{1} S x y_{1}+b_{2} S x y_{2}$ |
| 18 | Mean Function: | $2 n \bar{Y}^{2}+\left(\frac{b_{1}+b_{2}}{2}\right)\left(S x y_{1}+S x y_{2}\right)$ |
| 19 | Line 17-18: | $\left(b_{1}-b_{2}\right)^{2} S x^{2 / 2}$ |

The Mean Square corresponding to the Sum of Squares in Line 19 is simply

$$
\left(b_{1}-b_{2}\right)^{2} s x^{2} / 4
$$

As before, this quantity is equated to the observed trial mean square and the amount of rotation is

$$
\begin{aligned}
b_{1}-b_{2} & =\sqrt{4(.1975) / 1.66 \times 10^{3}} \\
& =.022
\end{aligned}
$$

Note that the apparently amall change in slope is due to the extremely large domain of $t, 1300$ minutes. While the concept of translation was applicable to any decay function, the rotation approach required a linear model for its stralght-forward interpretation as a change in a single parameter.
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# A METHOD FOR ADJUSTING FOR PARTICLE SIZE AND MATRIX ビどどう＇S 1N THE X－RAY FLUORESCENCE ANALYSIS PROCEDURE 

Raymond H．Myers<br>Department of Statistics，<br>Virginia Polytechnic Institute，Blacksburg，Virginia<br>Donald Womeldorph<br>Phillips Petroleum Company<br>Bartlettsville，Oklahoma

X－Ray fluorescence methods have been widely used in the analysis of muiticomponent mixtures．The advantage is due，of course，to the high speed and precision of the method．It is unfortunate，however，that one is not always able to attain accurate analyses in practice because of the existence of sample matrix effects and particle size effects．

Existence of matrix effects implies that the intensity of fluorescent radiation from the analytical element is a function of the concentration of the matrix elements as well as its own concentration．This phase of our problem has been discussed by several workers．Mitchell［7］describes the problem in elaborate detail．In a recent paper，Alley and Myers［1］ discuss ways of using inverse estimation in linear regression to account for these effects．Also，Campbell and Brown［3］have reviewed mathe－ matical and empirical methods．

The consideration of particle size of the componerts is extremely important in X－Ray fluorescence analysis for the case of granular materiais． In fact，variations in particle size of the materials can，in some cases， have a greater effect on the $X-R a y$ intensity than variations in concentra－ tion．The flucrescent $X-R a y$ intensity is affected by both the fluorescent and matrix component particle sizes and their relative concentrations in the sample．Claisse and Sampson［4］，and Bernstein［2］discuss the particle size－intensity relationship．

This paper describes the use of a procedure involving estimation in a statistical functional relationship to approximate the structural form that exists between the $\mathrm{X}-\mathrm{Ray}$ intensity of each component and the concentra－ tion of all of the components in the mixture．The non－linear functional relationships，which include the effects of measurement errors，permit the estimation of component concentrations in unknowns over wide ranges at constant particle size by using dita obtained from the analyses of a series of calibration mixtures having the same particle size．Methods are also shown for estimating the concentrations of components in mixtures at any other combination of particle sizes by analyzing only one additional
calibration mixture having the new particle size combination. This ouisianiaily reauces in comparison with conventional procedures the amount of experimental work required to recalibrate when one or more of the component particle sizcs varies upon changing lots or batches of material.

Special attention is given with numerical results, to "Tichlaral" igniter mixtures manufactured by the U. S. Army Missile Command, Redstone Arsenal, Alabama. These mixtures are comprised of potassium perchlorate, titanium, and aluminum powders, and sometimes a small percentage of a binder such as polyisobutylene. The estimation procedure is presented and "check samples" of known concentration (with particle size differing from that of the calibration data) were analyzed by the procedure.

The method described here differs considerably from the usual multiple regression technique.

THEORETICAL DEVELOPMENT OF PROCEDURE, Lucas Tooth and Pyne [6] developed a theoretical concentration - intensity model accounting for matrix effects. It is this model that serves as the basis for our development (other models such as a "complete quadratic" polynomial can perhaps be used as well). This model can be expressed as:

$$
\begin{equation*}
V_{n}=a_{0}^{(n)}+\sum_{1 \leq j \leq q} a_{j}^{(n)} I_{j}+I_{n} \sum_{1<j<q} a_{n, j}^{(n)} I_{j} \tag{1}
\end{equation*}
$$

where $V_{n}$ is the percentage of component $n$ in the mixture; $I_{j}$ is the $X$-Ray intensity ior component $j$; the $a^{(n)}$ 's are constant pararneters related to mass absorption coefficients [3]. a $(n)$ includes background intensity when peak intensity measurements are made. The subscript ( $n$ ) implies that the parameters are characteristic of the $n^{\text {th }}$ component, i.e., the a's describe enhancement or absorption of the other components with the $n^{\text {th }}$ component. For example, for a three component mixture, we can write the percentage of component $l$ in the mixiture as:
(2) $\quad V_{1}=a_{0}^{(1)}+a_{1}^{(1)} I_{1}+a_{2}^{(1)} I_{2}+a_{3}^{(1)} I_{3}+a_{11}^{(1)} I_{1}^{2}+a_{12}^{(1)} I_{1} I_{2}+a_{13}^{(1)} I_{1} I_{3}$.

Often terms beyond those describing a linear equation can be deleted without serious consequence.

One might expect that a classical least squares procedure for estimating the ecefficiento in tquaiion ( $z$ ) wouid be appropriate. Actually, the papers [8], [5], and [1] rely heavily on this procedure. In the latter paper, the authors use a linear relationship in which the concentrationeare on the right hand side of the equation, while intensity appears on the left. The coefficients are estimated by least squares and the equations (One for each component) are inverted for the analysis of an unknown. However, the particle sizes of the solid components were held constant in the experimental work. If the particle size effect is assumed to vary from batch to batch of raw materials that are used, then the coefficients in (2) would be dependent on particle size and thus it would be necessary to develop a different relationship involving different coefficients for each batch of raw materials.

Experimental methods are presented here for which the experimenter can use concentration - intensity data under one particle size condition, to determine the percentages of componente in unknown samples under a second particle size condition.

Assumptions Concerning Equation (2). Suppose we consider the model of equation (2). We shall drop the subscript on the coefficients and thus refer to the relationship for component 1 .

$$
\begin{equation*}
V_{1}=a_{0}+a_{1} I_{1}+a_{a} I_{2}+a_{3} I_{3}+a_{11} I_{1}^{2}+a_{12} I_{1} I_{2}+a_{13} I_{1} I_{3} \tag{2a}
\end{equation*}
$$

We could, of course, write a similar expression for components 2 and 3 .
Suppose we consider two particle size levels, say 1 and 2. Suppose we have intensity - concentration data at particle size 2 , but we wish to estimate the coefficients in (2, a) when the raw materials are from a batch at particle size 1 . It must be emphasized here that we do not need to know what these particle sizes are; we simply know that two different conditions exist. We will assume that the measured intensity of component 1 at some concentration level $\left(V_{1}, V_{2}, V_{?}\right)$ and at particle size 2 can be written:

$$
\begin{equation*}
X_{1}=I_{1}+d_{1}+f_{1} \tag{3}
\end{equation*}
$$

and similarly for components 2 and 3 .
$I_{1}$ is the "effective" or true X-Ray intensity of component 1 for the mixture at concentration $\left(V_{1}, V_{2}, V_{3}\right)$, and at particle size condition 1 .
d, is the particle size correction, i.e., the constant which represents the affect on the intensity of the particle size difference (between level 1 and level 2).
$X_{1}$ is the measured $X$-Ray intensity of component $l$ when the mixture is composed of raw materials at particle size 2 .
$f_{1}$ is a random measurement error effect on the intensity, It represents the affect of counting and other instrumental errorm.

Further discussion of $d_{1}$ and $f_{1}$ are in order here. $f_{1}$ is considered to be 1 statistical "random" error, owing to inaccuracy in measuring the intensity. The measurement error as defined here includes components such as the counting error, and errors in the preparation of samples and pellets from the ame calibration mixture. $d_{l}$ is not considered to be a random error but rather a constant value (plus or minus) which describes the affect on the intensity of particle size 2 over and above particle size 1 . It is assumed for our purposes that the particle size within a batch is reasonably homogeneous. Otherwise one might consider $d_{1}$ to be a mean or average particle size affect. It must also be emphasized here that the $d_{1}$ represents an affect on intensity of ingredient 1 of the overall particle size of the mixture and not merely the particle size of any one ingredient. Finally, for our purposes, it is assumed that $d_{1}, d_{2}$, and $d_{3}$ (ur the case of a three component system) are independent of the concentration level ( $V_{1}, V_{2}, V_{3}$ ). This does not appear to be an unreasonable assumption if the concentration spread of interest is not excessive.

We shall now proceed to incorporate the model of equation (3) with that of (2.a) into a procedure for estirnating the coefficients of (2.a). Suppose we have concentration - intensity experimental data for which the basic materials are at particle size lovel 2 . We would like to be able to use this data to estimate (2.a) for materials at any particle size level. Suppose we coneider (2.a) in which the materials are at particle size level 1. Substi. tuting the actual intensities at particle 1 into (2, a) yields:

$$
\begin{equation*}
V_{1}=a_{0}+\sum_{j=1}^{3} a_{j}\left(X_{j}-d_{j}-f_{j}\right)+\sum_{j=1}^{3} a_{1 j}\left(X_{1}-d_{1}-f_{1}\right)\left(X_{j}-d_{j}-f_{j}\right)+\epsilon_{1} \tag{4}
\end{equation*}
$$

We have added the usual (error term) as a random term to. account for inaccuracies in equation (3) since tris equation is certainly not completely deterministic in its derivation.

Estimation of Coefficients in Equation (3). Suppose the chemist were to prepare samples at preaplorted coucentration levols and Entañity readings are taken, the ingredients being from a batch at particle size level 2. We wish to use this information to obtain an estimate of the concentration - intensity relationship for particle size lor for the ingredients from a batch at any other particle size).

Equation (4) can be written as:

$$
\begin{equation*}
V_{1}=a_{0}+a_{1} X_{1}+a_{2} X_{2}+a_{3} X_{3}+a_{11} X_{1}^{2}+a_{12} X_{1} X_{2}+a_{13} X_{1} X_{3}+Z_{1} \tag{5}
\end{equation*}
$$

where:

$$
\begin{aligned}
Z_{1}= & -\left[\sum_{j=1}^{3} a_{j} f_{j}+\sum_{j=1}^{3} a_{j} d_{j}\right]+a_{11}\left[d_{1}^{2}+f_{1}^{2}\right]-2 a_{11} X_{1}\left[d_{1}+f_{1}\right] \\
& +2 a_{11} d_{1} f_{1}+a_{12}\left[d_{1} d_{2}+f_{1} f_{2}\right]+a_{12}\left[d_{1} f_{2}+f_{1} d_{2}-f_{2} X_{1}-f_{1} X_{2}\right. \\
& \left.-d_{2} X_{1}-d_{1} X_{2}\right]+a_{13}\left[d_{1} d_{3}+f_{1} f_{3}+d_{1} f_{3}+f_{1} d_{3}-f_{3} X_{1}-f_{1} X_{3}-d_{3} X_{1}-d_{1} X_{3}\right] \\
& +\epsilon_{1} .
\end{aligned}
$$

(6)

Thus the "error" associated with the least squares model of equation (5) is given by equation (6). Note the terms that are translated to $Z_{1}$ through measurement errors and through the important particle size effects. The X's in equation (5) are the measured values of the intensitites and thus are random variables. One notices that if the usual least squares procedure is used, i.e., by minimizing the sum of squares of the errors in determining the estimates of the coefficients, that the error, $Z_{1}$, is correlated with the X's, since both involve the f's. This, of course, invalidates the usual regression assumption [9] that the residual error and the X's are independent. Of course, the errors in measuring the intensities may well be negligible, in which case we need only consider the effectstranslated by particle size. We shall discuss this situation in a later part of the paper.

It is not unreasonable to assume that these errors are independently distributed with zero mean and variance $\sigma_{f_{j}}^{2}$. Suppose we make $n$ observations of the type ( $X_{1 i}, X_{2 i}, X_{3 i}, V_{i}$ ). If we sum both sides of equation (5) over these $n$ values, we obtain:

$$
\sum_{i=1}^{n} V_{1 i}=n a_{0}+a_{1} \Sigma X_{1 i}+a_{2} \Sigma X_{2 i}+a_{3} \Sigma X_{3 i}+a_{11} \Sigma X_{1 i}^{2}+a_{12} \Sigma X_{1 i} X_{2 i}
$$

(7)

$$
+a_{13} \Sigma X_{1 i} X_{3 i}+\Sigma Z_{1 i}
$$

All terms in equation (7) are known except $\Sigma Z_{1 i}$. The latter contains sample quantities which certainly are unknown. For example, if we were to expand $\Sigma Z_{11}$, such terms as $=a_{1} \sum_{i} f_{1 i}, a_{11} \sum_{i} f_{1 i}^{2},-2 a_{11} \sum_{i} X_{1 i} X_{11}$, etc. would appear, and since we have no knowledge as to the measurement error on any given sample, these quantities are unknown, However, we can replace these quantities by parameters that represent their "expected" or "average" values, the latter which we can estimate by a separate experimental procedire. If we assume the measurement error variable $f_{j}(j=1,2,3)$ has mean 0 and variance ${\underset{f}{j}}_{2}^{2}$, then

$$
E\left[\sum_{i=1}^{n} f_{l i}\right]=E\left[\Sigma f_{2 i}\right]=E\left[\Sigma f_{3 i}\right]=0
$$

Here the " $E$ " notation refers to expectation. For $a_{1} \Sigma f_{l i}{ }^{2}$, we can write

$$
E\left(f_{1 i}\right)^{2}=\sigma_{f_{1}}^{2}
$$

and, if we further assume that the measurement errors are independent,

$$
E\left[a_{11} \Sigma f_{11}^{2}\right]=n a_{11} \sigma_{f_{1}}^{2}
$$

After performing these operations, we can then write
(8)

$$
\begin{aligned}
\Sigma v_{1 i} & =n \hat{a}_{0}+\hat{a}_{1}\left(\Sigma x_{1 i}-n d_{1}\right)+\hat{a}_{2}\left(\Sigma x_{2 i}-n d_{2}\right)+a_{3}\left(\Sigma x_{3 i}-n d_{3}\right) \\
& +a_{11}\left(\Sigma x_{1 i}^{2}+n d_{1}^{2}-2 d_{1} \Sigma x_{1 i}-n \sigma_{f_{1}}^{2}\right)+\hat{a}_{12}\left(\Sigma x_{1 i} x_{2 i}+n d_{1} d_{2}\right. \\
& \left.-d_{2} \Sigma x_{1 i}-d_{1} \Sigma x_{2 i}\right)+a_{13}\left(\Sigma x_{1 i} x_{3 i}-d_{3} \Sigma x_{1 i}+n d_{1} d_{3}-d_{1} \Sigma x_{3 i}\right) .
\end{aligned}
$$

Equation (8) is unbiased in the sense that both sides have the same expectation. We have inserted "hats" on the a terms to imply that they will be estimated by equations of this type.

For the next estimating equation, we can multiply both sides of (5) by $x_{1 i}$ and sum over the $n$ observations as before.

$$
\begin{aligned}
\Sigma V_{1 i} x_{1 i} & =a_{0} \Sigma x_{1 i}+a_{1} \Sigma x_{1 i}^{2}+a_{2} \Sigma x_{1 i} x_{2 i}+a_{3} \Sigma x_{1 i} x_{3 i}+a_{11} \Sigma x_{1 i}^{3} \\
& +a_{12} \Sigma x_{1 i}^{2} x_{2 i}+a_{13} \Sigma x_{1 i}^{2} x_{3 i}+\Sigma x_{1 i} z_{1 i}
\end{aligned}
$$

$\Sigma x_{1 i} X_{l i}$ will contain unknown sample quantities which we shall once again replace by their expectation. The term $\sum f_{1 i}{ }^{3}$ is replaced by $n \sigma_{f_{1}}{ }^{3}$, which we are defining as $E\left(f_{1}\right)^{3}$, the third moment of the distribution of $f_{1}$. In doing this, we arrive at the following equation:

$$
\begin{align*}
\Sigma x_{l i} V_{l i} & =\hat{a}_{0} \Sigma x_{1 i}+\hat{a}_{1}\left(\Sigma x_{l i}^{2}-n \sigma_{f_{1}}^{2}-d_{1} \Sigma x_{1 i}\right)+\hat{a}_{2}\left(\Sigma x_{1 i} x_{2 i}-d_{2} \Sigma x_{1 i}\right) \\
& +\hat{a}_{3}\left(\Sigma x_{1 i} x_{3 i}-d_{3} \Sigma x_{1 i}\right)+\hat{a}_{11}\left(\Sigma x_{1 i}^{3}+2 n d_{1} \sigma_{f_{1}}^{2}-n \sigma_{f_{1}}^{3}\right. \\
& \left.-3 \sigma_{f_{1}}^{3} \Sigma x_{1 i}+d_{1}^{2} \Sigma x_{1 i}-2 d_{1} \Sigma x_{l i}^{2}\right)+\hat{a}_{12}\left(\Sigma x_{l i}^{2} x_{2 i}+n d_{2} \sigma_{f_{1}}^{2}\right.  \tag{9}\\
& \left.-\sigma_{f_{1}}^{2} \Sigma x_{2 i}+d_{1} d_{2} \Sigma x_{1 i}-d_{2} \Sigma x_{1 i}^{2}-d_{1} \Sigma x_{1 i} x_{2 i}\right)+\hat{a}_{13}\left(\Sigma x_{1 i}^{2} x_{3 i}\right. \\
& \left.+n d_{3} \sigma_{f_{1}}^{2}-\sigma_{f_{l}}^{2} \Sigma x_{3 i}+d_{1} d_{3} \Sigma x_{1 i}-d_{3} \Sigma x_{l i}^{2}-d_{1} \Sigma x_{l i} x_{3 i}\right)
\end{align*}
$$

This equation also has unbiased property as does equation (8).
At this stage we have two estimating equations. We can proceed to derive five more for eatimating the seven coefficients in model (2. a). We obtain these equations by multiplying both sides of equation (5) by $x_{2 i}, x_{3 i}, x_{1 i}^{2}, x_{1 i} x_{2 i}$, and $x_{1 i} x_{3 i}$ and performing the necesaary operations, as described here for the first two equations, on $\Sigma x_{2 i} Z_{1 i}, \Sigma x_{3 i} Z_{l i}$, etc.

Estimation of the $d^{\prime} \varepsilon_{,} \sigma_{f}^{2}$, etc. The quantities $d_{j}$ and $\sigma_{f_{j}}^{2}(j=1,2,3)$ which appear in the estimating equations are, of course, unknown and must he estimated hefnre we can ues the equatienc in cotimatiay the u'o.

Obtaining an estimate of $\sigma_{f_{1}}^{2}$ is quite easily accomplished by preparing several camples and obtaining intensity measurements $x_{11}, x_{12}, \ldots, x_{1 N}$ (independent of the samples used in section (b)) at some concentration and computing $\hat{\sigma}_{f_{1}}^{2}=\Sigma\left(x_{11}-\bar{x}_{1}\right)^{2} / N$, the sample variance. One can then com. pute estimate for $\sigma_{f_{2}}^{2}, \sigma_{f_{3}}^{2}$ by obtaining similar sample variances for the intensities of components 2 and 3. We can, of course, estimate the third and fourth moments in a similar manner.

To obtain estimates of the d's, the experimenter needs first to obtain replicated analyses (on component 1 for the case of $d_{1}$ ) for a sample of raw materials from particle size 2. One must then obtain similar readings for the materials from the batch of interest, in our case this refers to the batch at paricle size 1. It is important that the two sets of readings be taken at the same concentration. One can then obtain the averages $\bar{x}_{1}^{(1)}$ and $\bar{x}_{1}^{(2)}$, where the superscript denotes the particle size condition. The unbiased estimate of $d_{1}$ is then $\bar{x}_{1}^{(2)}-\bar{x}_{1}^{(1)}$. The same procedure is used to obtain estimates of $d_{2}$ and $d_{3}$.

APPLICATION TOIGNITER MDXTURES. Samples of the igniter mixture were prepared at various concentrations of $\mathrm{KClO}{ }_{4}, \mathrm{Ti}$, and Al. The intensity for each component was measured for each sample. The data is shown in Table 1. The overall particle size effect on each intensity was assumed to be the same for these samples, and the materials in this batch were relatively "coarse" for all three ingredients. Thus we shall refer to the particle size as c-c-c. This is particle size 2 in our theoretical development.

## Experimental.

Instrumentation-Analyses were made with a universal vacuum X.-Ray spectrometer marketed by Philips Electronic Instruments. Spectrometer components consisted of an FA-60 tungsten target X-Ray tube, a 4-inch by 0.020 -inch entrance collimator, an ethylenediamine D-tartrate (EDDT) analyzing crystal, and a gas flow detector flushed with P-10 gas. The X-Ray tube was operated at 45 KV - conetant potential, and 40 ma . Pulse height discrimination was used for the analysis of aluminum.

TABLE 1

## Concentration-X-Ray Intensity Data for Igniter Mixtures



Prccedure-Calibration and "check" mixtures were prepared for analysis as follows: 10 g . of each mixture including a variable amount of a cellulose binder was weighed into a 1 -inch by 2 -inch stainless steel vial and a $3 / 8$ tãh Atanieter plexigias bail was added to the mixture. The mixture was then blended on a pica blender mill for 10 minutes. The ball facilitated blending without reducing the particle sizes of the powders. Two 5 g . pellets of each mixture were made in a $1 / 4$-inch diarneter pellet die uncier a presture of $30,000 \mathrm{psi}$. The surface of each pellet that was against the die plunger was subsequently analyzed.

Pellet Samples were completely randomized among the calibration mixture and analyzed in pairs in conjunction with a stable reference pellet containing the sanme anaytical elements as the mixtures. The reference standard was used to correct $X$-Ray intensities for short and long term instrumental fluctuations. Peak intensity meadurements were made by a fixed count technique and recorded as corrected counts per second. Specific analytical parameters are given in Table 2.

TABLE 2
Analytical Parameters for the Analysis of Igniter Mixtures

| Component | Emisaion line | *Angle, ${ }^{-2 \theta}$ | Fixed Counts |
| :---: | :---: | :---: | :---: |
| Potassium Perchlorate | KKa | 22. 23 | 200,000 |
| Titantum | TiKaII | 49.25 | 100,000 |
| Aluminum | AlKa | 114.77 | 50,000 |
| "EDDT crystal advanced approximately $30^{\circ} 2 \theta$ |  |  |  |

## ESTIMATION OF CONCENTRATION-INTENSITY MODEL AT SECOND

 PARTICLE SIZE CONDITION. A second batch of matierial was considered, one which contained relatively coarse particles of $\mathrm{KClO}_{4}$ and fine particles of Ti and Al. Suppose one wished to estimate equation (2.a) for the c-f-f(particle size 1) lot using, however, the avallable concentrationintensity data for particle size 2 namely that in 1able 1.For the purposes of estimating the $d_{i}$; a sample from the $c-f-f$ batch was prepared at 19,18 , and 21 per cent ${ }^{2} \mathrm{KClO} 0_{4}, \mathrm{Ti}$, and Al respectively, Duplicatea were taken and the intensities in counts per second obtained were:

| $\mathrm{KClO}_{4}$ | Ti | Al |
| :--- | ---: | ---: |
| $5,787$. | 3.676. | $2,453$. |
| $5,770$. | $3,646$. | $2,461$. |

Point 9 of Table 1, with ingredients also at 19,18 , and 21 per cent concentration was used as the appropriate sample for the c-c-c batch. Subtraction of the average intensities was performed as indicated previously. Solution of equations (8) through (14), using the data of Table 1 was then accomplished on an IBM 7040 computer for each of the three ingredients. These coefficienta are listed in Table 3. The coefficients can now be used for analysis of mixtures for the materials from the $c-f=1$ lot.

TABLE 3

Estimates of the Coefficients for Coarse-Fine-Fine Lot
$\mathrm{KClO}_{4}$ (component 1)

$$
\begin{aligned}
& a_{0}=1.80189 \\
& a_{1}=2.28358 \times 10^{-3} \\
& a_{2}=-3.71806 \times 10^{-7} \\
& a_{3}=5.22015 \times 10^{-4} \\
& a_{11}=4.99141 \times 10^{-9} \\
& a_{12}=-4.46347 \times 10^{-8} \\
& a_{13}=1.47985 \times 10^{-7}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Ti (component 2) } \\
& \text { Al(component 3) } \\
& a_{0}=-7.99781 \hat{a}_{0}=-4.12577 \\
& \hat{a}_{1}=-4.34502 \times 10^{-5} a_{1}=-2.65274 \times 10^{-5} \\
& a_{2}=3.68540 \times 10^{-3} \hat{a}_{2}=2.87296 \times 10^{-5} \\
& a_{3}=1.51577 \times 10^{-4} \hat{a}_{3}=1.43834 \times 10^{-2} \\
& a_{22}=-7.89669 \times 10^{-8} \hat{a}_{33}=-6.38742 \times 10^{-7} \\
& a_{12}=4.91218 \times 10^{-8} a_{13}=-1.48698 \times 10^{-7} \\
& a_{23}=1.96862 \times 10^{-7} \hat{a}_{23}=-2.88265 \times 10^{-7}
\end{aligned}
$$

Analysis of Check Sample. More samples were prepared using materials from the $\mathrm{e}-\mathrm{f}-\mathrm{f}$ lot in order that the analytical equation for $\mathrm{KClO}_{4}$ and Ti could be checked. Notice that it is only necessary in this case to analyze for two componenta. The third can be obtained by difference because the a-cellulose binder is added by the analyand is always known. The per cent of Al for the "check samples" was computed by difference. The resulte were compared with the known concentrations in order that the quality of the estimating equations could be evaluated. In order to illustrate the improvement obtained by the method over that of ordinary least squares without the particle size correction, the resulte for the check samples were compared with those obtained by estimating the inten-aity-concentration relationship of equation (2.a) by ordinary least squares.

The first sample contained the known concentration; $25 \% \mathrm{KCl0} \mathbf{4}^{\prime}$ $25 \% \mathrm{Ti}, 25 \% \mathrm{Al}$, and $25 \%$ a-cellulose binder. The intrasities in counts per second were observed in duplicate. The results are;

| $\mathrm{KClO}_{4}$ | $\underline{\mathrm{Ti}}$ | Al |
| :--- | :---: | :---: |
| $8,453$. | $8,107$. | $3,353$. |
| $8,332$. | $8,129$. | $3,379$. |

Using these intensities from the duplicates, the average calculated percentage compositions (Using the coefficients in Table 2) are below:
$\mathrm{KCl}_{4}$
T1
24.71
25. 59
A1 *
24.70

This indicates the agreement between actual and estimated concentrations. One would, of course, expect even better agreement if the range of concentration of the original data in Table 1 were more narrow. The estimated concentration, using conventional least squares, neglecting particle size and measurement errors are:

| $\mathrm{KClO}_{2}$ | $\mathrm{Ti}_{20}$ | $\frac{\mathrm{Al}}{27.20}$ |
| :--- | :---: | :--- |

The difference between these values and the ones for our proposed procedure is primarily due to the introduction of the d's into the method.

Additional samples from the $c-f-f$ lot were prepared and the estimates of concentration were obtained, using both conventional least squares, and our procedure. The results are shown in Table 4.

TABLE 4

| Actual Concentrations |  |  |  | Predicted Concentrations |  |  | Least Squares |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sample | \%K | \%Ti | \%A1 | \%K | $\% \mathrm{~T}$ | \%A1 | \%K | \%Ti | \%Al |
| 1 | 21 | 21 | 21 | 20.8 | 21.65 | 21.55 | 16.88 | 26.56 | 19,56 |
| 2 | 21 | 25 | 19 | 20.53 | 26. 3 | 18.17 | 16.72 | 30.6 | 17. 68 |
| 3 | 18 | 20 | 24 | 18.09 | 20.4 | 23.5 | 17. 33 | 25.23 | 19.45 |

Note the improvernent in the procedure over the least squares resilts,

Use of a Linear Model. In many cases of quality control analyeis the materials to be analyzed will vary over small concentration ranges and the procedure of estimating concentrations at a given particle size and compensating for recognized particle size changes can be simplified by using a linear model such as:

$$
I_{i}=b_{0}+b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}+\ldots
$$

The ame procedures apply to this model and the estimating equations are considerably more mimple than those for the second order model discussed in detail here.

Discussion of Sources of Error. The $d_{j}$ and the moments of the f's are based only on sanmple estimates. This is obviously a source of error in the procedure. For the igniter system presented here, the $d_{j}$ are based on only two observations. We would expect better results on the check samples if we had used more observations.

In many practical situations where the $X$-Ray fluorescence technique is used, the range of interest in concentration would be more narrow than what we used here (Table 2). In practice one might wish to narrow the range of experimentation to insure the truth of the assumption that the $\mathrm{d}_{\mathrm{j}}$ are truly constant and do not depend on concentration.

When determining $\sigma_{f_{j}}^{2}$ one must be sure to include all source of error which cause $X_{j}$ to differ from the true intensity $I_{j}$. As pointed out earlier this involves more than just making repeated measurements on the same sample which gives primarily the counting error. The error of blending mixtures and preparing pellets as well as uncompensated instrumental mechanical, and electronic variations must also be accounted for. A good estimate of the measurement error can be easily obtained, however.

The composition selected for determining both $d_{j}$ and $\sigma_{f_{j}}^{2}$ shoula lie close to the center of the calibration compositions. Also, the calibration compositions should be selected according to a statistically designed experiment to insure accurate estimates of the coefficients in equation (2. a).

In a controlled process the normal variation of particle sizes among lots of materials will be smaller than the variation shown here for sizes 1 and 2. These variations were purposely made large to illustrate the suitability of the method.

The a-cellulose binder of the igniter mixtures was considered as a variable component in this work. Although it could not be analyzed directly by X-Ray enectrometry; the binder was allowed to vary to simulate production igniter mixtures which may contain a binder subject to production variations in the same namuer as the other components. The binder, of course, also results in the formation of stronger pellets, and thereby allows a wider range of composition to be analyzed. The binder would normally be added to the mixture in a constant amount by the analyat. Results of analyses with constant binder would probably be more accurate than reculte with variable binder.
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# DETERMINING THE CONFIDENCE LIMITS FOR SOME TIME INDEPENDENT SYSTEM RELIABILITY ESTIMATES WHEN ATTRIBUTE DATA FOR THE INDEPENDENT SUB-COMPONENTS ARE GIVEN. (A Proposed Solution and Approximating Formula) 

Eugene Dutoit<br>Picatinny Arsenal, Dover, New Jersey

STATEMENT OF PROBLEM: A problem that arises often in ammunition engincering is estimating the reliability of some "one shot" weapon sybtems. This clinical problem is concerned with the situation where the only data avallable are attribute (the fraction: number of successful functionings/total number of items tested) and pertain to the components of the system. The ammunition or reliability engineer arranges the independent system components in some lagical configuration (called the reliability block diagram) and he constructs a mathematical model of the overall system reliability. Established procedures do exist for determining the reliability of each separate component at any appropriate confidence level, but this problem of interest is to establish some techniques for combining these component data so that some reliability estimate can be made about the system (note: no "system" data are available) at any desired confidence level. In essence, this problem is hopefully designed to:
(1) Raise some interest and thought for this problem which appears to have been treated too lightly considering the frequency with which it arises. Perhaps someone who might be writing or considering to write a textbook on reliability might develop a computational procedure for publication and reference. The use of computer/simulation studies have already been proposed. These methods may be applicable when a computer is available and tine is not a crucial factor, but we are seeking a solution that would give a quick but good approximation to some rigorous and lengthy solution.
(2) Encourage the examination of data indicating the distribution of iailures for conventional weapon systems to determine if some characteristic distribution can be used to describe some types of items. This paragraph reflects similar statements made by Lt. Colonel M. S. Hochmuth during the "opening remarks" of this conference.

ACKNOWLEDGMENTS: Before continuing with some proposed solution and approximating technique $I$ would like to express my appreciation to the Army Mathematics Steering Committee for giving me the opportunity to present this clinical problem at the "Twelfth Conference", I am also appreciative to all the panel members (Dr. F. Frishman, Chairman; Mr.O.Bruno,

Professor A. Cohen, Jr., Professor B. Harshbarger, Dr. J. Rosenblatt and Professor H. Solomon) who offered constructive suggestions/comments either at the meeting or by writing.

I also wish to thank Mr. Stuart Ritter who developed the computer program and charts used in this work.

A PROPOSED SOLUTION: The author of this report has independently arrived at a "similar" solution to the problem as Mr, H. DeCicco [1] and Mesers. Lloyd and Lipow [4], thersfore the derivations presented here thall be "quick and dirty". The interested reader should consult these references, and the other sourcee cited in this report, in order to become more familiar with the problem. Those readers who are interested in researching the problem might compare this enclosed solution or some other possible solutions with each other to determine if some extra degree of accuracy obtained by a more rigorous/analytic method is worth the extra effort. DeCicco mentions in his paper [1] that it is "unrealistic to expect serious support for assurance to more than two significant digits". This criterion might be used to determine significant differences between all proposed solutions to this problem. This proposed solution will be reduced to some approximation and graphic procedure which will hopefully simplify the computation for non-mathematically oriented personnel.

SERIES-PARALLEL CASE (GENERAL): Consider the following configuration:


Notation: Number of " $y$ " components in parallel in set $i$, where the reliability of each item at the $50 \%$ confidence level is $r_{i}$.

[^16]The derivation of the "error propagation" formula is well known and need not be discussed here (see Bowker and Lieberman; Engineering Statistics, Prentice Hall, Inc., Englewood Cliffs, N. J., 1959, page 62). Given a function of $m$ variables $f\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ with expected values $\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{m}$, the expected value of the function is approximated by:

$$
\begin{gathered}
\operatorname{E}\left[f\left(1_{1}, r_{2}, \ldots, r_{m}\right)\right] \cong f\left(\hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{m}\right) \text { with approximate variance: } \\
\operatorname{VAR}\left[f\left(r_{1}, r_{2}, \ldots, r_{m}\right)\right] \cong \operatorname{VAR}\left(r_{1}\right)\left[\left.\frac{\partial f}{\partial r_{1}} \right\rvert\, \hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{m}\right]^{2}+\ldots \\
\ldots+\operatorname{VAR}\left(r_{m}\right)\left[\left.\frac{\partial f}{\partial r_{m}} \right\rvert\, \hat{r}_{1}, \hat{r}_{2}, \ldots, \hat{r}_{m}\right]^{2} .
\end{gathered}
$$

Considering the general series-parallel configuration, the equation for the reliability of this system is:
(1)

$$
\left\{\begin{array}{l}
\hat{R}=\left[1-\left(1-\hat{r}_{1}\right)^{a}\right]\left[1-\left(1-\hat{r}_{a}\right)^{b}\right] \cdots \cdots \cdot\left[1-\left(1-\hat{r}_{m}\right)^{k}\right] \\
\text { or } \\
\hat{R}=\prod_{i=1}^{m}\left[1-\left(1-\hat{r}_{i}\right)^{y}\right]
\end{array}\right.
$$

Equation (1) corresponds to the expected value of the function. The variance of equation (1) is

$$
\begin{equation*}
\sigma_{\hat{R}}^{2}=\left(\frac{\partial \hat{R}}{\partial \hat{r}_{1}}\right)^{2} \sigma_{\hat{r}_{1}}^{2}+\cdots+\left(\frac{\partial \hat{R}}{\partial \hat{r}_{\mathrm{m}}}\right)^{2} \sigma_{\hat{r}_{\mathrm{m}}}^{2} \tag{2}
\end{equation*}
$$

Consider that $\hat{r}_{i}=$ number of successful functionings/total number fired or tested, where $\hat{r}_{i}$ is a best estimate of a proportion describing a population where a proportion $r_{i}$ of the individuals have a certain characteristic and a proportion $1-r_{i}$ of the individuals do not have it. If $r_{i}$ is the best estimate of some binomial parameter $r_{i}$, then the variance of $\hat{r}_{i}$ is:

$$
\sigma_{\hat{r}_{i}}^{2}=\frac{\hat{r}_{i}\left(1-\hat{r}_{i}\right)}{n_{i}}
$$

Where $n_{i}$ \#total number tested of item $i$. The general term for equation (2) is:

$$
\left(\frac{\partial \hat{R}^{2}}{\partial \hat{I}_{i}}\right)^{2} \sigma_{\hat{r}_{i}}^{2}=\left\{\left[1-\left(1-\hat{r}_{1}\right)^{a}\right] \cdots\left[1-\left(1-\hat{r}_{1-1}\right)^{x}\right]\left[1-\left(1-\hat{r}_{i+1}\right)^{z}\right] \cdots\right.
$$

(4)

$$
\left.\cdots\left[1-\left(1-\hat{r}_{m}\right)^{k}\right]\left[y\left(1-\hat{r}_{i}\right)^{y-1}\right]\right\}^{2} \frac{\hat{r}_{i}\left(1-\hat{r}_{i}\right)}{n_{i}}
$$

The total variance of the system reliability estimate is:

$$
\begin{equation*}
\sigma_{\hat{R}}^{2}=\sum_{i=1}^{m}\left(\frac{\partial \hat{R}^{2}}{\partial \hat{r}_{i}}\right)^{2} \quad \sigma_{\hat{r}_{i}}^{2} \tag{5}
\end{equation*}
$$

Equation (1) describes the nominal value of the true system reliability $R$, namely $\hat{R}$ and equations (4) and (5) give the variance of the system estimates. In the area of convential ammunation reliability, we are interested in computing the lower $90 \%$ confidence limit of $R$. This is done in the usual way:

$$
\begin{equation*}
90 \% \text { C.L. } \quad R=\hat{R}-A \sigma_{\hat{R}} \tag{6}
\end{equation*}
$$

where " $A$ " depends on the distribution of $R$.
Since we have no data for the overall system performance (reference second part of Statement of Problem in this report) it was decided to use distribution-free methods - see reference [1]. Chebyshev's inequality states that the amount of area under any distribution which is farther
away from the mean than "A" standard deviation units is less than $\frac{1}{2}$.
This is described in figure (2) below: This is described in figure (2) below:

"A" is determined so that at least $90 \%$ of the distribution is explained; i.e., the shaded area must be no larger than $10 \%$. Applying the above theorem:

$$
\begin{aligned}
& .10=\frac{1}{A^{2}} \\
& A=3.16
\end{aligned}
$$

therefore equation (6) becomes:
$90 \%$ C L. $\mathbf{R} \geq \mathbf{R}-3.16 \sigma_{\hat{R}} \quad$.

SERIES SYSTEMS: The most common case of conventional ammunition reliability assessments have been on systems without replicated components. Referencing figure (1) and letting $a=b=\ldots=k=1$ we have the following condition:

Figure (2)


Equation (1) becomes:
(8)

$$
\hat{R}=\hat{r}_{1} \cdot \hat{r}_{2} \ldots \hat{r}_{m}=\prod_{i=1}^{m} \hat{r}_{i}
$$

Equation (4) becomes:

$$
\begin{equation*}
\left(\frac{\partial \hat{R}^{\partial \hat{r}_{i}}}{)^{2}} \sigma_{\hat{r}_{i}}^{2}=\left(\hat{r}_{i} \cdot \hat{r}_{2} \cdots \hat{r}_{i-1} \cdot \hat{r}_{i+1} \cdots \hat{r}_{m}\right)^{2} \frac{\hat{r}_{i}\left(1-\hat{r}_{i}\right)}{n_{i}} .\right. \tag{9}
\end{equation*}
$$

So that equation (5) is:

$$
\begin{equation*}
\sigma_{\hat{R}}^{2}=\sum_{i=1}^{m}\left(\hat{r}_{1} \cdot \hat{r}_{2} \cdots \hat{r}_{i-1} \hat{r}_{i+1} \cdots \hat{r}_{m}\right)^{2} \frac{\hat{r}_{i}\left(1-\hat{r}_{i}\right)}{n_{i}} \tag{10}
\end{equation*}
$$

The values obtained by equations (8) and (10) are then "stuffed into" equation (7) to obtain the lower $90 \%$ confidence limit on the system reliability.

Example: Consider two (2) elements in series:


Applying equations (8) and (10):

$$
\begin{gathered}
\hat{R}=\hat{r}_{1} \cdot \hat{\mathbf{r}}_{2} \\
\sigma_{\hat{R}}^{2}=\frac{\hat{r}_{2}^{2} \hat{r}_{1}\left(1-\hat{r}_{1}\right)}{n_{1}}+\frac{\hat{r}_{1}^{2} \hat{r}_{2}\left(1-\hat{r}_{2}\right)}{n_{2}}
\end{gathered}
$$

or

$$
\sigma_{\hat{R}}^{2}=\hat{r}_{1} \cdot \hat{r}_{2}\left[\frac{\hat{r}_{2}\left(1-\hat{r}_{1}\right)}{n_{1}}+\frac{\hat{r}_{1}\left(1-\hat{r}_{2}\right)}{n_{2}}\right] \text {. }
$$

Figure (3) on the next page gives the estimates of $\hat{R}$ and $\sigma_{\hat{R}}^{2}$ for 2 through 5 components connected in series.

PARALLEL SYSTEMS: If S components are arranged in a parallel configuration, each component with reliability $\hat{r}$ and all $S$ components must fail for the system to fail, then by applying equations (1). (5) and (6):


$$
\hat{R}=1-(1-\hat{r})^{s}
$$

and $\quad \sigma_{\hat{r}}^{2}=\frac{\hat{r}(1-\hat{r})}{n}$

$$
\left(\frac{\partial \hat{R}}{\partial \hat{r}}\right)^{2}=s^{2}\left[(1-\hat{r})^{8-1}\right]^{2}
$$

Since:

$$
\sigma_{\hat{R}}^{2}=\left(\frac{\partial \hat{R}}{\partial \Psi}\right)^{2} \quad \sigma_{\hat{\mathbf{T}}}^{2}
$$


then

$$
\sigma_{\hat{R}}=S(1-\hat{r})^{s-1}\left(\frac{\hat{x}(1-\hat{r})}{n}\right)^{\frac{1}{2}}
$$

therefore:

$$
\begin{equation*}
90 \% \text { CL. } R=1-(1-\hat{r})^{s}-(3.16)(S)(1-\hat{r})^{B-1}\left(\frac{\hat{r}(1-\hat{r})}{n}\right)^{\frac{1}{2}} \tag{11}
\end{equation*}
$$

APPROXIMATION FORMULAE. The aforementioned equations can be cumbersome to work with and (as mentioned earlier in the paper) it might be useful if some approximation technique could be used in it place.

Series Case. Consider the estimate of the system reliability $\hat{R}$ where-
(8)

$$
\hat{R}=\prod_{i=1}^{m} \hat{r}_{i}
$$

Suppose we were to "assume" that $\hat{R}$ was on estimate of some binomial parameter $R$. The estimated variance $\left[\begin{array}{c}\hat{\sigma} \\ \hat{R}\end{array}\right]$ of $\sigma_{R}^{2}$ would be:

$$
\begin{equation*}
\hat{\sigma}_{\hat{R}}^{2}=\frac{\hat{R}(1-\hat{R})}{n} \tag{12}
\end{equation*}
$$

The value of $n$ would be chosen so that $\sigma \sigma_{\hat{R}}^{2}$ would be a conservative
maximum.
If the ample sizes $n_{i}$ are the same, then this common ample size should be used in the denominator; if $n_{i} \neq n_{j}$, then the minimum value of $n$ should be used in order to maximize $g{\underset{R}{2}}^{2}$. Equation (12) can be rewritten as:
(12) $\quad \hat{g}^{2}=\frac{\hat{R}(1-\hat{R})}{n(m \dot{R})}$

Equation (7) now becomes:

$$
\begin{equation*}
90 \% \text { C.L. } \quad R \geq \hat{R}-3.16 \hat{\sigma}_{\hat{R}} \tag{13}
\end{equation*}
$$

The difference between the proposed solution (equation 7) and its approximation (equation 13) was examined in a general fashion. From
 range from about 0.00 (two significant decimal places - see DeCicco) to roughly 0.05 at extreme conditions. It appears that this approximation becomes more effective for $\hat{i}_{i} \rightarrow 1.0$ or large values of $n_{i}$ or both.

Parallel Case: The estimate of the system variance (equation 12) could be applied to parallel system configurations. The range of differences has not been investigated but it is expected to be in close agreement with the series situation.

GRAPHIC PROCEDURE: As stated earlier, it would be useful to reduce the computations of both approaches to the problem.

Proposed Solution - Series Case - Equation (4) can be substituted into equation (2) to express the total variance of the system reliability estimate (expanded form of equation 5):
(14)

$$
\begin{gathered}
\sigma_{\hat{R}}^{2}=\sum_{i=1}^{m}\left\{\left[1-\left(1-\hat{r}_{1}\right)^{a}\right] \ldots\left[1-\left(1-\hat{r}_{i-1}\right)^{x}\right]\left[1-\left(1-\hat{r}_{i+1}\right)^{z}\right] \ldots\left[1-\left(1-\hat{r}_{m}\right)^{k}\right]\left[y\left(1-\hat{r}_{i}\right)^{y-1}\right]\right\}^{2} \\
\\
\times \frac{\hat{r}_{i}\left(1-\hat{r}_{i}\right)}{n_{i}}
\end{gathered}
$$

In the series case $a=x=y=z=k=\ldots=1$, and by factoring out we obtain:

$$
\begin{equation*}
\sigma_{\hat{R}}^{2}=\hat{R} \sum_{i=1}^{m} \frac{\hat{r}_{1} \cdot \hat{r}_{2} \cdots \hat{r}_{i-1} \hat{r}_{i+1} \cdots \hat{r}_{m}\left(1-\hat{r}_{i}\right)}{n_{i}} \tag{15}
\end{equation*}
$$

- By letting

$$
\begin{equation*}
\phi_{i}=\hat{r}_{1} \dot{r}_{2} \cdots \hat{\mathbf{r}}_{i-1} \hat{\mathbf{r}}_{i+1} \cdots \hat{\mathbf{r}}_{m}\left(1-\hat{r}_{i}\right) \tag{16}
\end{equation*}
$$

Equation (15) becomes

$$
\begin{equation*}
\frac{\sigma_{\hat{R}}^{2}}{\hat{k}}=\sum_{i=1}^{m} \frac{\phi_{i}}{n_{i}} \tag{17}
\end{equation*}
$$

For specific paired values of $\phi_{i}$ and $n_{i}$ (which are computed from sample data) we can set up a graph of the form:

$$
\bar{\Phi}_{i}=\frac{\phi_{i}}{n_{i}}
$$



Figure (4)

$$
\text { Defining } \frac{\phi_{i}}{n_{i}}=\Phi_{i} \text {, equation (17) becomes }
$$

$$
\text { - } \frac{\sigma_{\hat{R}}^{2}}{\hat{R}}=\sum_{i=1}^{m} \Phi_{i} \quad \text { or } \quad \sigma_{\hat{R}}=\left[\left(\sum_{i=1}^{m} \Phi_{i}\right)(\hat{R})\right]^{\frac{1}{2}}
$$

so that equation (7) can be written as:

$$
90 \% \text { C L. R } \geq \hat{R}-3.16\left[\left(\sum_{i=1}^{m} \Phi_{i}\right)(\hat{R})\right]^{\frac{1}{2}}
$$

which is defined by $\Sigma \Phi_{i}$ and $\hat{R}$. A graph can be set up -


Figure (5)
to give the proposed solution. The range of values for $n_{i}, m_{i}$ and $\hat{R}$ were considered to fall in the following intervals:

$$
\begin{aligned}
25 & \leq n_{i} \leq 200 \\
85 & \leq \hat{A} \leq 00 \\
2 & \leq m_{i} \leq 5
\end{aligned}
$$

From these initial boundary intervals the range of values for $\phi_{1}$ and $\boldsymbol{\Sigma} \Phi_{i}$ were determined to be:

$$
\begin{gathered}
.005 \leq \phi_{i} \leq .150 \\
50 \times 10^{-6} \leq \Sigma \Phi_{i} \leq 30,000 \times 10^{-6}
\end{gathered}
$$

Figures 4 and 5 have been worked out per the above ranges of values and are presented in the appendix as Figures $4^{\prime} a, b$ and 5'a,b.

Approximate Solution - Series Case: Equation (13) is:

which is defined by $\hat{R}$ and $n(\operatorname{Min})$. These parameters will be assumed to have the following range of values -

$$
\begin{gathered}
.85 \leq \hat{R} \leq .99 \\
25 \leq n(\min ) \leq 200
\end{gathered}
$$

- so that the following graph can be determined:
$90 \%$ C.L. $\quad R \geq$


Figure (6)
The details for Figure (6) are given in the appendix as Figure 6 '.

This method is certainly much easier to use than any of the previous azeitucis.

Proposed Solvtion - parallel case - Consider equation (11) $90 \%$ C. L. $R=1-(1-\hat{r})^{s}-(3.16)(S)(1-\hat{r})^{s-1}\left[\frac{\hat{r}(1-\hat{I})}{n}\right]^{\frac{1}{2}}$ which is defined
 in the parallel network and nathe same sire used to compute $\hat{i}$. For practical purposes let $=2$ and 3 components in parallel.

The following graphs can be constructed:
$90 \%$ C.L. $R \geq$


Figure (7)
The details are given in the appendix as figure $7^{\prime} a, b$.
CONCLUDING REMARKS: The above procedure is a proposed "type" of answer examplifying the kind of solution requested. Any solutions to this problem that can be published/circulated as a standard reference would be appreciated.
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# STATISTICS, PROBABILITY, AND DETERMINISM IN A RELLABILITY IMPROVEMENT PROGRAM 

Woodie R. Jenkins, Jr. National Range Operation:<br>White Sands Misile Range, Now Mexico

The Data Collection Directorate of White Sands Missile Range (WSMR) is preaently engaged in the task of increasing the probability of obtaining usable data from leveral data gathering ayatems. These aysteme are uned on various projects to collect vehicle performance data. The projects are tests of weapon systems. The data gathering systems are optical cameras and electronic instruments used to measure the position, velocity, attitude, events, and internal status of teat vehicles. The probability of obtaining usable data is the "Reliability" that is referred to in this paper. Data records are obtained by instruments of the optical and electronic systems, and the records are assessed "Usable in Reduction" or "Unusable in Reduction" by the WSMR Data Reduction personnel.

It is the policy of the Data Collection Directorate to allow a data gathering system to exhibit a total fraction of unusable records, over a given time period, that does not exceed $P_{0}$. In other words, if $U=$ the number of unusable records and $I=$ the number of attempts to obtain data, then the fraction of unusable data obtained by a syatem over a given period of timeis

$$
\begin{equation*}
P=\frac{U}{I} \tag{1}
\end{equation*}
$$

[Note that $U / I$ is a measure of the unreliability of the system, and one minus the unreliability is the reliability of the system.] And, in order for the process of obtaining usable data to perform in an acceptable manne $r$,

$$
P \text { Must be } \leq P_{0}
$$

When, over a specified period of time, $P>P_{0}$, then the Directorate must take action to improve its data gathering reliability.

It is the $P>P_{0}$ problem that we address ourselves to in this paper.
The question to be answered is "What action must the Directorate take in order to ensure that $P$ will be $\leq P_{o}$ for the next equal sampling period?" It is my hypothesis that "The areas that should be contrclled can be found by determining the most significant diferences between the deterministic relationshipa that existed at the time the unusable records were obtained by
specific instruments and the relationships that existed at the time the uable records were obtained. This requires that the same instruments at the ame locations be operated by the same personnel on the same projects in both cases. Moreover, hypotheses about how to control physically the appropriate deterministic relationships can be formulated, tested, and verified with satisfactory results."
[If other hypotheses are made available, I will certainly consider them.]
Once the relationships or parameters that must be controlled are known, then tetement( 2 ) of my hypothe sis can be performed.

The following example illustrates how statement (1) of my hypothesis can be accomplished.

Let us say that we must assure ourselves that the $P>P_{0}$ condition for sample (1) will be a $P \leq P_{0}$ condition for sample (2) for the tracking camera system (cinetheodolites). Sample ( 1 ) is the original data for which $P>P_{0}$. Sample (2) is the necessary and sufficient amount of data needed to make a decision about whether the controlled process yields $P \leq P_{0}$. The following observation was obtained from all of the sample (1) data.


## Figure I

From the definition of $P$ [Eq. (1)] it can be seen that


If there is no reason to expect that the $P$ for sample (2) will be significantly different from the $P$ for sample (1) if the process were left unchanged and if
(3)

then each occurrence of reason (1) should be analyzed for the determinimtic conditions or relationships that existed at the time that the data records were obtained.

If reason (1) is identified as: "Insufficient Coverage", then the equation describing the probability of obtaining "Sufficient Coverage" by a camera is derived as follows.

Sufficient coverage is defined as the required number of cunsecutive iramen of data, $M_{0}$, for any optical system. If a cinetheodolite is asaigned to operate on a project from time $t$ to time $t_{n}^{\prime}$ at a data gathering rate of frames per unit time, then the expected total number of frames of data is
(6)

$$
\hat{r}\left(t_{n}^{\prime}-t_{a}^{\prime}\right)
$$

If $x=$ the obtained frame rate and $\left[t_{a}, t_{n}\right]$ is the time interval over which the camera operated, then the total number of frames of data obtained is

$$
\begin{equation*}
r\left(t_{n}-t_{a}\right) \tag{7}
\end{equation*}
$$

Also, if $\theta_{0, t}$ and $\Phi_{0, t}=$ azimuth and elevation angles respectively of the optical axis of the camera at time $t$, if $\theta_{t}$ and $\Phi_{t}=$ the arimuth and elevation angles respectively of the aerial target to be tracked at time $t$, and if $\beta_{\theta}$ and $\beta_{\Phi}$ are the angular aized of the camera' field of view in the horizontal and vertical planes of the camera respectively, then it can be shown that the aerial target is contained in the camera's field of view it and only if

$$
\theta_{0, t}+\frac{57.3}{2} \beta_{\theta}>\theta_{t} \theta_{0, t}-\frac{57,3}{2} \beta_{\theta}
$$

(8)
and

$$
\Phi_{0, t}+\frac{57.3}{2} \beta_{\Phi}>\Phi_{t}>\Phi_{0, t}-\frac{57.3}{2} \beta_{\Phi}
$$

are satisfied simultaneously. Note that since $\theta$ and $\Phi$ are in degrees and $\beta_{\theta}$ and $\beta_{\Phi}$ are in radiant, 57.3 coverta $\beta_{\theta}$ and $\beta_{\Phi}$ into degrees. If we call $A$ the probability of the camera acquiring the aerial target at the instant $t$ and use the concept of Delta Functions, then
(9)

$$
A_{t}=\left\{\begin{array}{l}
1, \theta_{0, t}+\frac{57.3}{2} \beta_{\theta}>\theta_{t}>\theta_{0, t}-\frac{57.3}{2} \beta_{\theta_{\text {and }}} \\
\Phi_{0, t}+\frac{57.3}{2} \beta_{\Phi}>\Phi_{t}>\Phi_{0, t}-\frac{57.3}{2} \beta_{\Phi} \\
0, \text { Otherwise }
\end{array}\right\}
$$

Since we must have at least $M_{0}$ number of consecutive frame of $A_{t}$ m 1 over $\left[{ }_{\mathrm{a}}^{\mathrm{a}}, \mathrm{t}_{\mathrm{n}}\right]$ in order to have sufficient coverage; then a concise mathematical statement of the required condition is defined as follows.

The camera operates at a frame rate of $r$ frames per second. The time required to obtain one frame of film is $\Delta t$, where

$$
\begin{align*}
& r=\frac{1}{\Delta t} ;  \tag{10}\\
& \Delta t=\frac{1}{r}
\end{align*}
$$

Moreover, if it takes $\Delta t$ units of time to obtain one frame of film, then it takes $M_{0} \Delta t$ units of time to obtain $M_{0}$ consecutive frames of film. Therefore, sufficient coverage is obtained if and only if

$$
\begin{equation*}
\sum_{t_{1}=t_{a}}^{t_{n}-M_{0} \Delta t=t_{1}+\Delta t} A_{t \geq 1}^{t_{1}+M_{0} \Delta t} . \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{1}=\left\{t_{a}, t_{a}+M_{0} \Delta t, t_{a}+2 M_{0} \Delta t, t_{a}+3 M_{0} \Delta t, \ldots, t_{n}-2 M_{0} \Delta t, t_{n}-M_{0} \Delta t\right\} . \tag{12}
\end{equation*}
$$

If there is any ampled instant in $M_{0}$ consecutively sampled instants for which $A_{t}=0$, then the product term of equation (11) is zerofor that series of frames. If all such series of frames yield product terms of zero, then the film record will surely be assessed unusable due to insufficient coverage. Again relying on the Delta Function concept, the probability of having obtained aufficient coverage is given by

$$
C_{\left[t_{a}, t_{n}\right]}=\left\{\begin{array}{l}
t_{n}-M_{0} \Delta t  \tag{13}\\
1, \sum_{t_{1}=t_{a}}^{t_{i}+M_{o} \Delta t} \quad A_{t} \geq 1 \\
0, \text { Otherwise }
\end{array}\right\}
$$

Equation (9) and (13) provide a menne for attempting to find a phyical cause for each occurrence of unusable records due to insufficient coverage. For example, the following relationships can be compared by using both usable and unusable data for each station (camera) that obtained unusable records due to insufficient coverage.

After anal yzing Figure II, we will be in a position to formulate hypotheses about how to control physically the relationship(s) exhibiting the most significant differences between the usable and unusable data for a given camera on a specific project.

The above discussion has illuatrated my approach to solving the $P>P_{0}$ problem. Since the proposed method has not been tried as yet, I am seeking an evaluation of the method along with alternate approaches to solving the problem. I will now entertain questions and/or comments about this problem.

STATION (CAMERA)

| Relationships | Usable Data | Ingúffitieint Coverage Data | Üsubie पuia ivinus Insufficient Coverage Data |
| :---: | :---: | :---: | :---: |
| r- $\hat{\mathbf{Y}}$ |  |  |  |
| $\left(t_{n}-t_{a}\right)-\left(t_{n}^{\prime}-t_{a}^{\prime}\right)$ |  |  |  |
| $\sum_{t=t_{a}}^{t_{n}} A_{t}-\sum_{t=t_{a}^{\prime}}^{t_{n}^{\prime}} A_{t}$ |  |  |  |
| $\prod_{t=t_{a}}^{t_{n}} A_{t} \cdot \prod_{t=t_{a}^{\prime}}^{t_{n}^{\prime}} A_{t}$ |  |  |  |
| $\left[\Delta \theta_{0, t}\right]_{t_{a}}^{t_{n}}-\left[\Delta \theta_{t}\right]_{t_{a}}^{t_{n}}$ |  |  |  |
| $\left[\Delta \Phi_{0, t}\right]_{t_{a}}^{t_{n}}-\left[\Delta \Phi_{t}\right]_{t_{a}}^{t_{n}}$ |  |  |  |
|  |  |  |  |
| $\left[\begin{array}{c} {\left[\Phi_{0, t}\right]_{\substack{\text { Max } \\ \text { Posible }}}-\left[\Delta \Phi_{0, t}\right]_{t_{\mathrm{n}}}^{t_{\mathrm{n}}}} \\ \hline \end{array}\right.$ |  |  |  |
| $\left[\Delta \theta_{0, t}\right]_{\substack{\text { Max } \\ \text { Posible }}}-\left[\Delta \theta_{t}\right]_{t_{a}}^{t_{n}}$ |  |  |  |
| $\left[\Delta \Phi_{0, t}\right]_{\substack{\text { Max } \\ \text { Posilble }}}-\left[\Delta \Phi_{t}\right]_{t_{a}}^{t_{n}}$ |  |  | - |

FIGURE II

# A COMPUTERIZED PROCEDURE FOR WRITING MATHEMATICAL MODELS FOR SYSTEMS RELIABILITY 

John G. Mardo and Anthony J. Ricciardi
Mathematics and Statistics Branch, Nuclear Reliability Division, Quelity Assurance Directorate, Picatinny Arsenal Dover, New Jersey

1. ABSTRACT. A method for the determination of mathematical models for the reliability of missile adaption kit (AK) systems is presented. The method conisists of a computer program, the input of which is a Boolean expression of the eystem configuration. The program constructs a buccess-failure tree from the Boolean expression resulting in all possible success pathe for the system. The union of these success paths is the reliability model for the system. The number of components and not the complexity with which they are combined limits the use of the present procedure.
II. ACKNOWLEDGEMENT. The assistance of Bruce Barnett of the Data Processing Systems Office of Picatinny Arsenal in the development of the techniques used in this report is acknowledged. In particular, his contributions to the underlying theoretical aspects are appreciated.
[^17]The purpose of mathematical estimations of reliability in any stam of the iffe cycle of a system is to determine the expected probability of successful functioning in use. These patimatinne shonla onticipate potential raliability problems and reveal syatem conflgurations thet have greatest probobilities of failure in use.

An important tool in evaluating these estimates is the reliability equation. This equation is a methematical model of the system under consideretion, relating the reliability of the system to the reliability of the components which comprise 1t. For complex electricel systems, these equetions are difificult to obtain. The difficulties encountered are dependent upon the number of components in the symam and the degree of complexity of the configuration.

The dependent operations of the various components require the use of conditional probabilities in developing the mathematical models. The determination of these conditional probabilities is difflcult; as a result, rellability equations for complex systems are usually approximations based on the assumption of independence. Simplified models of the system are presentiy used which ignore the less likely modes of operation.

Although numericai estimates obtained from models which represent the system exsctiy do not differ markedly from those that would result from epproximete methods, there ore a number of advanteges in using the more exact method. Arguments as to the validity of the model used for the analysis ere largely eliminated because the "model", in this case, is the most complete mathematical representation of system operation possible. The ability to hendle lerge numbers of components permits breaking down the system into very small elements and the reliobilities of these small elements can be established with greater confldence and can be established by testing at less expense. Finelly, the equations arising from this analysis permit component effect studies on a more realistic level, since a more exact representation of a component's role in the operation of the system is given by the resulting equation.

An automated procedure will be presented for analyzing systems. This procedure res:ilts in a reliability equation which is a mathematical model representing the system. The primary purpose of this auiomated procedure is the determination of success models in the shortest length of time by the most economical means. Complicated networks require months of manual efifort to determine rellability models even with the previously discussed approximations. Using the computer procedure to be discussed, it is necessary to understend the logical functioning of the system. With this understanding, it will reqire only a few days rathor than months to derive the final algebraic equation using computer techniques.

Consider the system composed of the components $C_{1}, C_{2}, \ldots, C_{n}$ arranged in conflguration whica makes ordinary parsilel-series reliability analysis of the network difficult. Interdependency of component operalion causes auch a situation. It follows from Beye's Theorem that
$P(f)=P\left(f \mid C_{1}\right) P\left(C_{1}\right)+P\left(f \mid \bar{C}_{1}\right) P\left(\bar{C}_{1}\right)$
where: $P(f)=$ probability of the systam functioning
$P\left(f \mid C_{1}\right)=$ the probability of the syatem functioning given that component $C_{1}$ operates correctiy
$P\left(C_{i}\right)=$ probability of component $C_{i}$ operating correctly $P\left(f \mid \bar{C}_{1}\right)$ and $P\left(C_{1}\right)$ are defined similarly where $\bar{C}_{1}$ represents the event where component $C_{i}$ fails to operate correctly
$P\left(C_{1}\right)$ is the reliability of the component $C_{i}$ and $P\left(\bar{C}_{1}\right)=$ $1-P\left(C_{1}\right)$

Equation (1) would be the desired expression of the system reliability in terms of the component reliabilities if the conditional probabilities $P\left(f \mid C_{i}\right)$ and $P\left(f \mid C_{i}\right)$ were evaluated either numerically or as functions of the component rellabilities. The compater program listed in Appendix A performs these evaluations of the conditional probabilities by using the Boolean algebraic expression which represents the logic of the system operation. This expression is a Alanction $B\left(C_{1}^{*}, C_{2}^{*}, \ldots, C_{n}^{*}\right)$ which takes on the values 1 or 9 representing system success or failure, respectively, where $C y^{y}$ is a variable which takes on the value 1 or 0 repending on whether component $C_{1}$ operates or feils to operate, respertively.

It is possible using this function $B$ to evaluete the conditional probsbilities $P\left(f \mid C_{i}\right)$ and $P\left(f \mid \bar{C}_{i}\right)$. If, when $C_{i}^{t i s}$ given the truth value 1 in the Boolean function $B$, and all other $C y$, where $f(1$, are given truth values $n$, the value of $B$ is 1 , then $P\left(f \mid C_{1}\right)=1.0$. However, if $B=0$ then $?\left(f \mid C_{i}\right)$ cannot be determined directiv and $P\left(f \mid C_{i}\right)$ must be further expanded as follows:

$$
P\left(f \mid C_{1}\right)=P\left(f \mid C_{1} C_{j}\right) P\left(C_{j}\right)+P\left(f \mid C_{1} \bar{c}_{j}\right) P\left(\bar{c}_{j}\right) \text { for ony } j \neq 1
$$

Similarly, when $C_{1}^{*}$ is given the value $Q$ in $B$ and all other $C$, where $j \neq 1$, are given values $1, B=0$, then $P\left(f \mid C_{i}\right)=0.0$. However, if $B=1$, thtuin $\mathrm{F}^{\prime} \mathrm{f}^{\prime} \bar{c}_{1}$ ) wan nui be determined directly and thus may also require further expansion as follows:

$$
P\left(f \mid \bar{C}_{i}\right)=P\left(f \mid \bar{C}_{i} C_{j}\right) P\left(C_{j}\right)+P\left(f \mid \bar{c}_{i} \bar{C}_{j}\right) P\left(\bar{C}_{j}\right) \text { for any } j \neq i
$$

At this point, an attempt is again made to avaluate the conditional probobilities using the function B. The procedure is continued until sil the conditional probabilities have been eliminated by substitution of © ther their mamerical equivalents or these conditional probabilities exprested as combinations of the individual component reliabilities. When this point is reached, the $P(f)$ has been expressed algebraicaliy as a combination of the individual component'relisbilities and the program is terminated.

Applying this procedure to the following circuit:


FIG. 1
the Boolean expression for the circuit is

$$
\text { SYSTEM }=B(A, B, C)=(A+B) \cdot C
$$

Expanding as described above using Teye's Theorem:

1. $P(f)=P(f \mid A) \cdot P(A)+P(f \mid \bar{A}) P(\bar{A})$
2. $P(f \mid A)=P(f \mid A B) \cdot P(B)+P(f \mid A \bar{B}) \cdot P(\bar{B})$
3. $P(f \mid \bar{A})=P(f \mid \bar{A} B) \cdot P(B)+P(f \mid \overline{A B}) \cdot P(\bar{B})$
4. $P(f \mid A B)=P(f \mid A B C) \cdot P(C)+P(f \mid A B \bar{C}) \cdot P(\bar{C})$
5. $P(f \mid A \bar{B})=P(f \mid A \bar{B} C) \cdot P(C)+P(f \mid A \overline{B C}) \cdot P(\bar{C})$
6. $P(f \mid \bar{A} B)=P(f \mid \bar{A} B C) \cdot P(C)+P(f \mid \bar{A} B \bar{C}) \cdot P(\bar{C})$

From the Boolean Expression it follows that:

$$
\begin{aligned}
& P(f \mid \overline{A B})=P(f \mid A B \bar{C})=P(f \mid A \overline{B C})=P(f \mid \bar{A} B \bar{C})=0 \text { and } P(f \mid A B C)= \\
& P(f \mid A \overline{B C})=P(f \mid \bar{A} B C)=1
\end{aligned}
$$

## Hence:

$$
\begin{aligned}
& P(f)=P(C) \cdot P(B) \cdot P(A)+P(A) \cdot P(C) \cdot P(\bar{B})+P(C) \cdot P(P) \cdot P(\bar{A}) \\
& P(f)=[P(B) \cdot P(A)+P(A) \cdot(1-P(B))+P(B) \cdot(1-P(A))] \cdot P(C) \\
& P(f)=[P(A) \cdot P(B)+P(A)-P(A) \cdot P(B)+P(B)-P(A) \cdot P(B)] \cdot P(C) \\
& P(f)=(P(A)+P(B)-P(A) \cdot P(B)) \cdot P(C)
\end{aligned}
$$

This reeult is the algebraic reliobility equation for the cirouit shown

## 7 Application of Computer Procedure

The following example demonstrates the computer method of handing the procedure on a simple circuit. Consider the circuit with components $A, B, C_{1}, D_{1}, C_{a}, D_{2}$ in the figure below:


FUNCTIONAL DIAGRAM

FIG. 2

The above circuit is translated into its Boolean or logic diagram:


BOOLFAN OR LOGIC DIAGRAM

FIG. 3

The Boolean logic diagram is converted into a Boolean expression using Boolean algebraic techniques. The resulting expression for the above diagram is as follows:

$$
\begin{equation*}
\operatorname{SYSTEM}=A\left(C_{1}+B D_{2}\right)+B\left(D_{1}+A C_{2}\right) \tag{1}
\end{equation*}
$$

This expression is then programed using whatever means are available in the programing language being used.

The next step is to set up an "order of nonsideration" of the components. This will be $A, B, C_{1}, D_{2}, D_{1}, C_{2}$.

The steps that follow are handled by the computer as follows:
Using the Boolean expression, a "tree" is generated within the computer. Such a tree will now be generated for the circuit under discussion.

Symbol (A) is used to represent the success of component (A). Symbol ( $\bar{A}$ ) is used to represent the fallure of component ( $A$ ). Similar notations are used for components $B, C$, and $D$. Starting with component $A$
(since A is the first component under the order of consideration) the associated success-fallure symbols ( $A$ and $\bar{A}$ ) are used as the first two branches of the tree. To determine how far to continue a branch, each hranch is t.est.an mexomined ueing the follcurinemilat:

1. Starting with the $A$ branch, aseign the value 1 to component (A) and the value $O$ to all the remaining components in the system. Substitute these truth values into the Boolean expression for the system and determine whether this combination of values causes a system auccess or a syatem failure. If the result is a system success, end the A branch of the tree. If the result is failure, plan to continue the $A$ branch by adding tho two branches ( $B$ and $\bar{B}$ ) of component $B$.
2. Using the $\bar{A}$ branch, assign the value 0 to component (A) and the value 1 to all remaining components in the system. Substitute these truth values into the Boolean expression for the system and determine whether this combination of valies causes a system supcess or a system failure. If the result is a syscem failure, end the $A$ branch of the tree. If the result is a system success, plan to continue the $\bar{A}$ branch by adding the two branches ( $B$ and $\bar{B}$ ) of component $B$.
3. Contime to generate the tree diagram sy adding components and testing each branch of each component for termination or contimation as described above. The expression that describes the success path to the last component in the branch can be used to develop the algebraic equation for the system.

When all success paths have been generated, the program creates an algebraic success model which can be used for the generation of reliability point estimates for the overall network described by the Boolean expression.

The tree diagram for the circuit of FIG. 2 is shown in FIG. 4 along with the resulting success paths.

-

FIG. 4

$$
\begin{aligned}
& \text { SUCCESS PATHS } \\
& \mathrm{ABC}_{1} \text {. } \\
& A B \bar{C}_{1} D_{2} \\
& A B \bar{C}_{1} \bar{D}_{2} D_{1} \\
& A B \bar{C}_{1} \bar{D}_{2} \bar{D}_{1} C_{2} \\
& A \overline{B C}_{1} \\
& \bar{A} B C_{1} D_{2} D_{1} \\
& {\overline{\mathrm{~A} B C_{2}}}_{2} \overline{\mathrm{D}}_{2} \mathrm{D}_{2} \\
& \bar{A} B \bar{C}_{3} D_{2} D_{2} \\
& \overline{A B C} \bar{C}_{1} \bar{D}_{8} D_{1}
\end{aligned}
$$

The computer program then saves these susscess paths, substituting for the $\bar{A}, \bar{B}$, etc., (1-A), (l-B), etc., respectively as follores:
$K$ ( $\triangle$ Y'IEM) $=A B C_{1}+A B D_{2}\left(1-C_{1}\right)+A B D_{1}\left(1-C_{1}\right)\left(1-D_{2}\right)+A B C_{2}\left(1-C_{1}\right)\left(1-D_{2}\right)\left(1-D_{1}\right)$ $+\mathrm{AC}_{1}(1-\mathrm{B})+\mathrm{BC}_{1} \mathrm{D}_{2} \mathrm{D}_{1}(1-\mathrm{A})+\mathrm{BC}_{2} \mathrm{D}_{1}(1-\mathrm{A})\left(1-\mathrm{D}_{2}\right)+\mathrm{BD}_{2} \mathrm{D}_{1}(1-\mathrm{A})\left(1-\mathrm{C}_{1}\right)$ $+\mathrm{BD}_{1}(1-\mathrm{A})\left(1-\mathrm{C}_{1}\right)\left(1-\mathrm{D}_{2}\right)$

The equation for F (SYSTEM) is then stored in computer memory as follows (see Appendix; RELIABILITY MODEL):

$$
\begin{aligned}
n(S Y S T E M)= & A B C_{1}+A B D_{2}-A B C_{1} D_{2}+A B D_{1}-A B C_{2} D_{1}-A B D_{1} D_{2}+A B C_{1} D_{1} D_{2}+A B C_{2}-A B C_{1} C_{2} \\
& -A B C_{2} D_{2}+A B C_{1} C_{2} D_{2}-A B C_{2} D_{1}+A B C_{1} C_{2} D_{1}+A B C_{2} D_{1} D_{2}-A B C_{1} C_{2} D_{1} D_{2}+A C_{1} \\
& -A B C_{1}+B C_{1} D_{1} D_{2}-A B C_{1} D_{1} D_{2}+B C_{1} D_{1}-A B C_{1} D_{1}-B C_{1} D_{1} D_{2}+A B C_{1} D_{1} D_{2}+B D_{1} D_{2} \\
& -A B D_{1} D_{2}-B C_{2} D_{1} D_{2}+A B C_{1} D_{1} D_{2}+B D_{1}-A B D_{1}-B C_{1} D_{2}+A B C_{1} D_{1}-B D_{2} D_{2}+A B D_{2} D_{2}-A B C_{1} D_{1} D_{2}
\end{aligned}
$$

Noting that $A$ and $B$ are similar components which will always have the same function and the same reliability as will $C_{3}, C_{2}, D_{1}$, and $D_{2}$ the above equation will be reduced to the following by the computer:

$$
\begin{aligned}
\mathrm{R}(S Y S T E M)= & A^{2} C+A^{2} C-A^{2} C^{2}+A^{2} C-A^{2} C^{2}-A^{2} C^{2}+A^{2} C^{3}+A^{2} C-A^{2} C^{2}-A^{2} C^{2}+A^{2} C^{3}-A^{2} C^{2}+A^{2} C^{3} \\
& +A^{2} C^{3}-A^{2} C^{4}+A C-A^{2} C+A C^{3}-A^{2} C^{3}+A C^{2}-A^{2} C^{2}-A C^{3}+A^{2} C^{3}+A^{2} C^{2}-A C^{3}+A^{2} C^{3} \\
& +A C-A^{2} C-A C^{2}+A^{2} C^{2}-A C^{2}+A^{2} C^{2}+A C^{3}-A^{2} C^{3}
\end{aligned}
$$

The "combine terms" routine is then applied to obtain the final result, the algebraic success model for the circuit in FTG. 2 or any circuit represented by the logic diagram of FIG. 3.
$K(S Y S T E A)=2 A^{2} C-6 A^{2} G^{2}+4 A^{2} C^{3}-A^{2} C^{4}+2 A C$

The program to carry out the procedure described above has been developed and tested on many hypothetical systems. (See Appendjx) Results of this testing brought to light a few drawbacks to the method. These weaknesses will now be discussed.

On a system consisting of N distinct components, the numbec of branches which may be considered is $2^{N}$. This number may be reduced greetiy if a proper urder of consideration of components is used. The procedure is extremely fensitive to this order and efforts are now being made to deve! $p$ decision mechantame within the program to construct non-redundant success peths which result from improper order of considerstion. An illustration of this redundancy can be shown on the demonstration circuit used above. Becouse of the order $A, B, C_{1}$, etc. used two success poths which result are $A B C_{1}$ and $A \overline{B C}_{1}$. The same contribution that these paths make to the final relisbility equation would have resulted had the order been slightiy altered; 1.e., $A, C_{1}, B$, etc. The only success path resulting from this order would have been $A C_{1}$ and $P\left(A C_{1}\right)=P(A) P\left(C_{1}\right)$. Notice that $P\left(A B C_{1}\right)+P\left(A B C_{1}\right)=P(A)$ $P(B) P\left(C_{1}\right)+P(A) P(\bar{B}) P\left(C_{1}\right)=P(A) P(B) P\left(C_{1}\right)+P(A) P\left(C_{1}\right)-P(A) P(B) P\left(C_{1}\right)=P(A) P\left(C_{1}\right)$. Hence, this change in order eliminates the use of two branches to come up with the same contribution to the final algebraic success model. The presence of each causes unreasonable amounts of computer time to be used even when only point estimates rather than the algebraic equations are being computed.

A second problem is caused by the need for large amounts of computer storage. This need arises only when the algebraic equation is being sought, since each success path must be stored in some manner so that final reflnement of all success paths as a whole can be made to determine the final model in a well organized form. When only a numerical point estimate is sought, there is, in general, no need to be concerned about memory size.

The third and final problem is a minor one. It results from the cumulative round-off error that is present when many accumulative maltiplications are performed with very small numbers while generating numerical estimates of reliability. This problem, however, hes largely been overcome due to the avallability on most present day computers of the double precision variable.

The present stages of development of the procedure are concerned primprily with overcoming these difficulties. When the flpws pre eliminated, the computer program will provide to the engineers means of predicting and estimating the reliability of their syatems. It will provide engineering with the efficiency and accuracy of the computer in determining'the relifbility success models it requires, seving a good deal of time and money. Reliebility equations that previously require months to derive manually, can now be solved in a matter of days.
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sppendix A

Included in this appendix are a listing of the computer program discussed in the body of this report and an example of the progrem output. This output resulted from the application of the computer procedure on the simple circuit discussed in Section $V$ of this report. Note that a reliobility point ostimate wes generated for a given aet of component reliability values, as well as, the final reliability model.



```
            DUUBLF PRFCISION BIT9I,PROR,PRDE1,PROR?
            DATA ONOAHL/4H
            RLANK= DAFのHL
            JATA O* T1HL/4HN
            NEgATFE arAIHL
            OATA QN"?HL/4H * /
            PLUS= Q\NSHL
            0ATA OMA3HL/4H - 1
            TINUS= \`^3HL
            WRITE (b,G^l)
            BO.] EORMAT(1HI)
            1^R READ 15.5^AI N,ICOISE,ISECT
```

            5(n FIJRMAT(3(13, ? X) )
    C ICODE $=+1$ CALCULATE PIINT ESTIMATF TNIY
C ICRIDE = FOUATIIN IINLY
C ICONE =-1 BOTH
IF(ICODEIRG, 99.91
Q RFAN (5.5.1) (FLTMNTILISTI. LISTE!,N)
$5 ; 1$ FITPMAT(i9A4)

9. WRITE(G.BGR) FLTMNTILLST),IIIST

IRER IT 1
91 IFIICNDEIO2,93.72
9? READ(5,5,2)(B(K4),KM=1,N)
WRITE\{S, 5agiN, (9(KN),KNz I,N)


C THF ABOVF STATEMENTS HANDLE THE TARILATINS OF COMPMNENT SYMROL RFROE-
C SENTATIDN, REI.IAAILITIFS IIR RHTH.
93 [TFRM: *
ICOMP(1)=1
$k=1$
6 IARNCH(K)=1
$5 \operatorname{ICOMP}(K+1)=1$
$M=k+?$
Du $1^{-2} 1=M \cdot N$
1- ICOMP(1)a~
DO Tin $19=1, N$
7ni L(19)=ICOMP\{19)
IBONLE:ICOMP(1)*(ICOMP(2)*ICIMD\{4):ICOMP(3)I+ICOMP())中\{ICOMP(1)*
1ICOMP(6)+ICOMP(5)
IFIIRNOLEI7!, 7r.71
7n $1 F(K-N+1) 13,14,14$
14 WRITF( $\left.6,6^{\text {an }}\right)$
GO~ FORMATII5X,4SHND SUCCESS PATH EXISTS FOR CIRCUIT EONSTRURTEDI
gotolas

## $13 K=K+1$

GO IO 6
71 ITERM＝ITERM＋ 1

IFIICOMP（IM）I42，41，4？
42 LI＝1M
TRUTHं（IMI＝BLANK
Gn Pn 40
41 TRUTHIIMI＝NEGATE
4n CONTINUE
IFIICODEI73．14．73
73 PROR $2=1 . r$

IFtictmplitzila1．82，81
81 PROBI＝BIIT2）
GO TO $\mathrm{g}^{n}$
82 PROBI＝1．N－R1IT？
BC PROB2＝PROR2＊PROA1
PROB＝PRTAR＋PQMB2
IFIICNDEIT4，2，？
74 DO 291 INDEX＝1，LI
2el ITERMS（1，INDFXI＝INDEX KOUNT＝？
K2＝1
199 IF（TRUTHIK2）－VEGATEI2＾7，2C？，2n3
202 KDUNT $=$ KOUNT +1
IKOUNTIKOUNTI＝K？
$198 \mathrm{K2}$－K2＋ 1
GO TO 199
203 IF（K2－L1．）198，2ヘ4．198
2E4 IF（KOUNTII97，2「5，197
2 25 NOTFRM＝1．
NUM $=1$
SIGN（IIEPLUS
GO TD 194
197 NOTFRM＝2＊＊KOUNT
NOSIGN＝？＊NJTERM
DO 206 INDICE $=1$ ，NDSIGN
206 SIGNIINDICEI＝PLUS
NUM＝1
KOUNTI＝の
ISTAGF＝1
172 MOUNT＝KOUNT $1+1$
KOUNTI＝KOUNTI＋2＊＊IISTAGE－ 11
DO 180 INUM：MOUNT，KOUNTI
NEXT－IKOLANTIISTAGEI
NUM $=$ NIJM +1
IF（NEXT－1）181，182，181
181 NEXT1＝NEXT－1
DO L5R INDEXI＝1．NEXTI

```
15? ITFRMS(NUM,INDEX1)={TERMS(INUM,INDEXI)
182 ITERMS(NUM,NEXT)= C
    NEXT2 = NFXT + 1
    DO 151 INOEX? : NEXT2,LI
15I IIEKMSINUM,INDEY?)= ITERMS(INJM,INDEX2)
    SIGN(NUM)=SIGN(INUM)
    NUM=NUJM + 1
    IF(SIGN(INUM)-TINUSII52,16?,15?
15? SIGN(NUMI = TINUS
    GO TO 17M
16.2 S[GN(NUM)=PLUS
1.7^ 1F(NEXT-1)191,192,191
19! 00 153 INDEX3=1,NEXT1
153 ITERMS\NUM,INDEX3I=ITERMSIINUM, INNEX3)
192 ITERMSINUM,NEXTI : ITERMS\IN(IM, NFXTI
    DO 154 INDEX4=NEXT2,LI
154 [TFRMSINUM, INDEX4I=ITERMSIINUMM, INDFX4I
    [F(NUM+1-?**(KOUNT+1))IA\,194,194
18* CONTINUE
    GO TO 20n
194 DO 955 J= NOTERM,NUM
    NO 111 IRSO=1,L!
    IF(ITCRMS(J,IBSO)I112,113,112
117 AFACTO(J,IBSO)=ELEMNT(IRSOI
    GO TO 111
113 AFACTO(J,IBSO)=3LANK
111 CONTINUE
    KNDUT=KOUNT+1
    OO 144 KחUN=1,KNOUT
    OO 114 I=1.LI
    IFIAFACTM(KDIJN,I)-BLANK I 114,331,114
331 TEMP=AFACTOIKOUN,I)
    AFACTO(KOUN,I)= AFACTOIKDUN,I+I)
    AFACTD(KDIJN,I + I) = TFMP
114 CONTINUE
144 CONTINUE
155 IFIITERM-11955,954,955
954 WR[TE(6,593)
455 WRITE(6,6^5) SIGN(J), (AFACTOIJ,I),TEI,LI)
SOS FORMAT(IH,?N(A4,IX))
```



```
    1-/1
    GO TO 2
2NO ISTAGE = ISTAGE +1
    GO TO }17
    2 IBRNC.H(K)=2
        ICOMP(K+1)=]
        M1 = K+2
        DO 20 J=M1.N
    20 [COMP(JI=1
```

DO 7 :1 $18=1, N$
7.1. L(|8)=(COMP(I8)

IBOOLF=ICOMP\{1)*(ICOMP(?)*ICTMP(4)+1COMP(3)|+ICOMP(?)*(ICOMP(!)* 1!COMP(6)+ICOMP(5)) if(I9nOLE)13,22,13
$22 K=K-1$
IFIIADNCH(K)-1)InP.?.19
15 IF (K-1)22,16, 22
16 (FIICOMP(1)I23,1:1,23
23 (COMP(1)=
|BRNCH(1|=2
OD 3: $\quad 1 N=2, N$
3^ I BRNCH(IN)=の HO TO 5

L^2 WRITE(6,BITIPROA
61. FIRMATIIH ///42X./AH POINT FSTIMATL $=$, 01R.12/1/1 GOTO $1^{\text {ma }}$
502 FORMAT(4DIR.12)
ENO


## BEST FITTING LINEAR VARLTTIES

Fuiutri ivi. Inrail<br>Willow Run Laboratories<br>University of Michigan, Ann Arbor, Michigan

1. INTRODUCTION. We consider a generalization of the classical problem of finding the best fitting linear function for a set of data. The resulta obtained are stated in the language of eigenvilues and princijal components and take a form which is not explictt in the usual textbook treatments of principal components. In 1901 Karl Pearson in his paper "On Lines and Planes of Closest Fit to Systems of Points in Space" (London Philosophical Magazine, Sixth Series, Vol. 2, 1901, pp. 559-572) stated and solved the problem for ordinary three space. The texts M. J. Kendall, A Course in Multivariate Analysis, and T. W. Anderson, Multivariate Statistical Analysis, treat the standard principal component theory and give useful numerical examples. R. Bellman (Introduction to Matrix Analysis, McGraw Hill, New York 1960, pp. 113-115) develops the same topic from a slightly different point of view using the CourantFischer min-max Theorem.
2. SOME ALGEBRAIC BACKGROUND, Let $V=V_{k}$ be the space of column vectors of degree $k$ over the real field. A sequence $C_{1}, \ldots, C_{r}$ of vectors in $V$ is said to be orthonormal if

$$
C_{i}^{T} C_{j}=\left\{\begin{array}{lll}
0 & \text { if } i \neq j \\
1 & \text { if } i=j
\end{array} \quad(i, j=1, \ldots, n)\right.
$$

(We use the superscript $T$ to denote matrix transposition.) A matrix $C=\left[C_{1} \ldots C_{r}\right]$ is said to be orthonormal if its columns constitute an orthonormal sequence or equivalently if $C^{T} C=I_{r}$.

A subset $W$ of $V$ is said to be a subspace if it is closed under addition and multiplication by scalars, a subset $M$ of $V$ is said to be a linear manifold if it has the form $M=W+X_{0}=\left\{X_{0}+X \mid X \in W\right\}$ for some subspace $W$; i.e., a linear manifold is just the parallel displacement of a vector space. For any matrix $C$ we denote by $L^{*}(C)$ the set (subspace) of all solutions of the equation $C X=0$ and denote by $L(C)$ the subspace consisting of all linear combinations of columns of $C$. For any subspace $W$ there exist matrices $A$ and $B$ such that $W=L^{*}(A)=L(B)$. If $\operatorname{dim} W=r$ we may assume that $A$ has shape $(k-r)-b y-k$ and that $B$ has
shape k-by-r ; we may also assume that $A^{T}$ and $B$ are both orthonormal.
A square orthonormal matrix $P$ is said to be orthogonal; for athy non-square orthonormal matrix $C$ there is a second orthonormal matrix $D$ sisch that $P=[C D]$ ie orthogonal and for which $L(C)=L^{*}\left(D^{T}\right)$.
A. k-by-k matrix $A$ is said to be positive semi-definite if $X^{T} A X \geq 0$ for all $X$ in $V$; if also $X^{T} A X=0$ implies $X=0$, $A$ is said to be positive definite. If $A$ is positive semi-definite there exists an orthogonal matrix Pruch that

$$
\Lambda=P^{\mathbf{T}} \mathbf{A P}=\left[\begin{array}{lll}
\lambda_{1} & & 0 \\
& \ddots & \\
0 & & \lambda_{k}
\end{array}\right]
$$

is a diagonal matrix whose diagonal entries satisfy the condition

$$
\wedge_{1} \geqq \lambda_{2} \geqq \cdots \geqq \lambda_{k} \geqq 0
$$

The numbers $\lambda_{1}, \ldots, \lambda_{k}$ are called eigenvalues of $A$; a positive semidefinite matrix is positive definite if and only if $\lambda_{k}>0$. The j-th column $P_{j}$ of $P$ satisfies the condition $A P_{j}=\lambda_{j} P_{j}$ and is called an eigenvector for $A$ belonging to the eigenvalue $\lambda_{j}(j=1, \ldots, k)$.

If $A$ is any $k-b y-k$ matrix we define the trace of $A$ by

$$
\operatorname{tr} A=a_{11}+a_{22}+\ldots+a_{k k}
$$

If a product $B C$ of two matrices $B$ and $C$ is square then so is $C B$ and $\operatorname{tr} B C=\operatorname{tr} C B$.

A matrix $G$ is said to be a projection if

$$
G G^{T}=G
$$

If $C$ is orthonormal then $\mathrm{CC}^{\mathrm{T}}$ is a projection.
If $W=L(C)$ where $C$ is a $k-b y-r$ orthonormal matrix the projection of any vector $X$ on $w$ is the vector

$$
x_{0}=\Sigma_{i=1}^{\mathbf{r}}\left(x^{T} c_{i}\right) \dot{c}_{i}
$$

then $X-X_{0}$ is perpendicular to $\left.X_{0},\left(X-X_{0}\right)^{T} X_{0}=0\right)$ and the squared distance $d(X, W)^{2}$ from $X$ to $W$ is given by

$$
\begin{aligned}
& d(x, w)^{2}=\left(x-X_{0}\right)^{T}\left(x-X_{0}\right)=X^{T} x-X_{0}^{T} X_{0} \\
& =x^{T} x-\sum_{i=1}^{r} \sum_{j=1}^{r}\left(X^{T} C_{i}\right)\left(X^{T} C_{j}\right) C_{i}^{T} C_{j} \\
& =x^{T} x-\Sigma_{i=1}^{r}\left(x^{T} c_{i}\right)^{2} \\
& =x^{T} x-x^{T} c c^{T} x \\
& =X^{T}\left(I-C C^{T}\right) X .
\end{aligned}
$$

Let [ CD] be an orthogonal matrix where $D$ has $s=k-r$ columns. Then

$$
I=[C D][C D]^{T}=C C^{T}+D D^{T}
$$

so that

$$
d(x, w)^{2}=X^{T} D D^{T} x
$$

and, moreover, $W=L^{*}(D)$.
Next, let $B=\left[B_{1} \ldots B_{n}\right]$ be a $k-b y-n$ matrix and let

$$
\begin{aligned}
d(B, W)^{2} & =\Sigma_{i=1}^{n} d\left(B_{i}, W\right)^{2} \\
& =\Sigma_{i=1}^{M} B_{i}^{T} D D^{T} B_{i} \\
& =\operatorname{tr} B^{T} D D^{T} B
\end{aligned}
$$

since

$$
\left(B^{T} D\right)\left(D^{T} B\right)=\left[\begin{array}{c}
B_{1}^{T} D \\
\vdots \\
B_{n}^{T} D
\end{array}\right] \quad\left[\begin{array}{c}
\left.D^{T} B_{1} \ldots D^{T} B_{n}\right]={ }_{i}\left[B_{i} D^{T} B_{j}\right] . .
\end{array}\right]
$$

Now, since $\operatorname{tr}$ is a symmetric function, we have

- or $d(B,-W)^{2}=\operatorname{tr} B^{T} D D^{T} B=\operatorname{tr} D^{T} B B^{T} D$.

Next, let $M$ be an orthogonal matrix for which

$$
M_{M}^{T}\left(B B^{T}\right) M=\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& \cdot \lambda_{k}
\end{array}\right]=\Lambda
$$

where $\lambda_{1} \geqq \lambda_{2} \geqq \cdots \geqq \lambda_{k} \geqq 0$.
Then

$$
\begin{aligned}
d(B, W)^{2} & =\operatorname{tr}\left(M^{T} D\right)^{T}\left(M^{T} B B^{T} M\right)\left(M^{T} D\right) \\
& =\operatorname{tr} D^{T} \Lambda D^{\prime}=d(\Lambda W)^{2}
\end{aligned}
$$

where $D^{\prime}=M^{T} D$ is also orthonormal and $W^{\prime}=L^{*}\left(D^{T}\right)$.
3. THE BEST FITTING LINEAR SPACE. We now state our problem. Given $B_{1}$ find the space $W$ of dim $r$ which minimizes $d(B, W)^{2}$, the sum of the squared distances from the columns $B$ to $W$.

We see that

$$
\begin{aligned}
& \min \left\{d(B, W)^{2} \mid \operatorname{dim} W=r\right\}=\min \left\{\operatorname{tr} D^{T} B B^{T} D \mid D\right. \text { orthonormal } \\
&\text { of rank } s=k-r\}
\end{aligned},
$$

## We now show that

$$
D_{0}^{\prime}=\left[\begin{array}{l}
0  \tag{1}\\
I_{\mathrm{g}}
\end{array}\right] \text { minimizes } \operatorname{tr} \mathrm{D}^{\mathrm{T}} \Lambda_{\mathrm{D}}
$$

(2)

$$
\min \left\{\mathrm{d}(\mathrm{~B}, \mathrm{~W})^{2} \mid \operatorname{dim} \mathrm{W}=\mathrm{r}\right\}=\lambda_{\mathrm{r}+1}+\ldots+\lambda_{\mathrm{k}}
$$

and for the minimizing space $W_{0}$ we have

$$
\begin{equation*}
W_{0}=L^{*}\left(D_{0}^{T}\right)=L\left(C_{0}\right) \tag{3}
\end{equation*}
$$

where $M=\left[C_{0} D_{0}\right]$ is the partitioning of $M$ into its first $r$ and last s columns.

Thus, we conclude that $W_{0}$ is the space spanned by the $r$ eigenvectors with largest eigenvalues.

Since (2) and (3) follow at once from (1), we need only establish (1): Now

$$
\begin{aligned}
D^{\prime} \mathbf{T}^{\prime} & =\left[\begin{array}{lll}
F_{1}^{T} & \ldots F_{n}^{T}
\end{array}\right]\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots \\
& & \lambda_{k}
\end{array}\right] \quad\left[\begin{array}{c}
F_{1} \\
\vdots \\
F_{k}
\end{array}\right] \\
& =\Sigma_{i=1}^{k} \lambda_{i} F_{i}^{T} F_{i}
\end{aligned}
$$

where $F_{i}$ is the $i$-th row of $D^{\prime}(i=1, \ldots, k)$. Next, let $y_{i}=F_{i}^{T} F_{i}(i=1, \ldots, k)$. Then, since D'is orthonormal, $0 \leqq y_{i} \leqq 1$. Moreover,

$$
\Sigma_{i=1}^{k} y_{i}=\operatorname{tr} D^{\prime} D^{\prime}=\operatorname{tr} D^{\prime} D^{\prime}=\operatorname{tr} I_{s}=s
$$

Thus,

$$
\begin{aligned}
\min \operatorname{tr} D^{T} \quad D^{\prime} & \geqq \min \left\{\Sigma \lambda_{i} y_{i} \mid 0 \leq y_{i} \leq 1, y_{1}+\right. \\
& \left.+\ldots+y_{k}=s\right\}
\end{aligned}
$$

This imple lineax programming problem has the solution $y_{1}=\ldots=y_{r}=0$, $y_{r+1}=\ldots=y_{k}=1$ and since these $y_{i}$ are realized by $D_{O^{\prime}}^{\prime}(1)$ is established.
4. BEST FITTING LINEAR MANIFOLD. Any linear manifold $M$ of dimension $r$ can be written in the form

$$
M=L(C)+h C_{0}
$$

where $\left[C_{0} C\right]$ is an orthonormal matrix and $W=L(C)$ is the related linear space. To calculate the distance from any vector $X$ to $M$ we first find the unique vector $Y$ in $M$ for which $X-Y$ is orthogonal to $M$ or, equivalently to $W$. Let $X$ be the projection of $X$ on $W$ as defined in Section 2 above. Then $X-X_{0}$ is orthogonal io $W$ and since $C_{Q}$ is also orthogonal to $W$ the vector $X-X_{0}-h C_{0}$ is also orthogonal to $W$. But $X_{0}+h C_{0}$ is in $M_{\text {; }}$ hence $Y=X_{0}+h C_{0}$. Thus we have

$$
\begin{aligned}
d(X, M)^{2}= & \left(X-\left(X_{0}+h C_{0}\right)\right)^{T}\left(x-\left(X_{0}+h C_{0}\right)\right) \\
= & \left(X-X_{0}\right)^{T}\left(x-X_{0}\right)-2 h\left(X-X_{0}\right)^{T} C_{0}+ \\
& +h^{2} C_{0}^{T} C_{0} .
\end{aligned}
$$

Referring to the notations and calculations in Section 2 and using the fact that $\left[C_{0} C\right]$ is orthonormal this can be written as

$$
d(X, M)^{2}=X^{T} D D^{T} X-2 h X^{T} C_{0}+h^{2}
$$

Now, let $A=\left[A_{1}, \ldots, A_{n}\right]$ be any $k-b y-n$ matrix. Then the sum of the squared distances of the columns of $A$ to $M$ is given by (cf Section 3)

$$
\begin{aligned}
d(A, M)^{2} & =\operatorname{tr} A^{T} D D^{T} A-2 n k A_{o}^{T} C_{0}+n k^{2} \\
& =\operatorname{tr} A^{T} D D^{T} A+n\left(h-A_{0}^{T} C_{0}\right)^{2}-n\left(A_{0}^{T} C_{0}\right)^{?}
\end{aligned}
$$

where $n A_{0}=\Sigma A_{i} ;$ i.e. $A_{0}$ is the mean of the vectors $A_{1}, \ldots, A_{n}$.
From this formula it is clear that for any cholce of the matrix $C$, $d(A, M)^{2}$ is then minimized by taking $h=A_{0}^{T} C_{0}$ and choosing $C_{0}$ orthogonal to $W$ and so as to maximize $A_{0}^{T} C_{0}$. This is clearly acheived by taking $C_{o}$ as the unit vector in the direction of the projection of $A_{0}$ on $L$ (D) (the orthogonal complement of $W$ ). Then the projection of $A_{0}$ on $L(D)$ will. be $\left(A_{0}^{T} C_{0}\right) C_{0}=h C_{0}$ and we conclude that the minimizing linear manifold contains the mean $A_{0}$ of the columnrof $A$. We use this fact to reduce the best fitting manifold problem to the best fitting vector space problem which we have already solved.

Clearly, for any vector $Z$,

$$
d(X, M)^{2}=d(X-Z, M-Z)^{2}
$$

In particular for $Z=A_{0}$ we have

$$
d(X, M)^{2}=d\left(X-A_{0}, W\right)^{2}
$$

and hence

$$
\mathrm{d}(\mathrm{~A}, \mathrm{M})^{2}=\mathrm{d}(\mathrm{~B}, \mathrm{~W})
$$

where

$$
B=\left[\left(A_{1}-A_{0}\right) \cdots\left(A_{n}-A_{0}\right)\right]
$$

is obtained by subtracting $A_{o}$ from each column of $A$. Hence, if $W$ is the beat fitting linear space for $B$ then $M=W+A_{o}$ is the best fitting linear manifold for $A$.
5. SUMMARY. The results of the preceding two sections can be summarizad as follows. Let $A_{1}, \ldots, A_{n}$ be any $n$ vectors ink-space, iet $\dot{A}$ be the matrix whose coiumns are these vectors, iet $\dot{A}_{0}$ be the mean of the $n$ vectors, and let $B$ be the matrix whose columns are $A_{1}$ - $A_{0}, \ldots$, $A_{n}-A_{0}$. Then the best fitting linear space $W_{r}(A)$ of dimension $r$ for $A_{1}, \ldots, A_{n}$ has a basis the eigenvectors corresponding to the $r$ largest eigenvalues of $A A^{T}$ and the sum of the squared distances of the vectors to this space is the sum of the $k=r$ smallest eigenvalues of $A A^{T}$. (In the case of equal eigenvalues the generating eigenvectors must be independent but this is guaranteed if they are selected as columns of an orthonormal matrix as above.)

The best fitting linear manifold $M_{r}(A)$ of dimension $r$ for these vectors is then $W_{r}(B)+A_{o}$ and the sum of the squares of the distance is the sum of the $k-r$ smallest eigenvalues of $B B^{T}$.

If one wishes the average squared distance from the vectors to $M_{r}(A)$ the number above is divided by $n$. This can be acheived alternatively by uning the matrix $G=(1 / \sqrt{n}) B$. The result is that $M_{r}(A)=W_{r}(G)+A{ }_{0}$ and the average squared distance is the sum of the $k$ - r smallest eigenvalues of the covariance matrix of ${G G^{T}}^{T}=(1 / n) B B^{T}$. Suppose that $M=\left[M_{1}, \ldots, M_{h}\right]$ is an orthogonal matrix for which

$$
M^{T_{G G}}{ }^{\mathbf{T}} \mathbf{M}=\left[\begin{array}{lll}
\lambda_{1} & & \\
& & \\
& \ddots & \\
& & \lambda_{k}
\end{array}\right]
$$

where $\lambda_{1} \geqq \lambda_{2} \geqq \ldots \geqq \lambda_{k} \geqq 0$. Then the columns $M_{1}, \ldots, M_{k}$ are called the principal components of the distribution $A_{1}, \ldots, A_{n}$, and the first $r$ principal components constitute a basis for $W_{r}(G)$.

What is usually stated in statistical texts is that the first principal component gives the best fitting line; that the second principal component gives the best fitting line orthogonal to the first; and, in general, that the $r$-th principal component gives the best fitting line orthogonal to the space generated by the first (r-1) principal components. It is not stated explicitly that the first $r$ principal components give the best fitting space of dimension $r$.

# PLANNING AND ANALYSIS OF NON-EXPERIMENTAL STUDIES* 

W. G. Cochran<br>Harvard University<br>Cambridge, Massachusetts

1. INTRODUCTION. During the past 20 years a marked increase in statistical studies of human populations has taken place. Several reasons for this can be suggested. Successful applications of operations research during World War II led to an expanded use of this technique in business and marketing after the war. Public opinion polls, which proved interesting and informative as news media, stimulated the growth of agencies equipped to take sample surveys for clients. The provision of increased amounts of money for field research in the social sciences also contributed.

In many of these studies, the objective is primarily descriptive--to get the basic facts about some problem. Examples are the monthly estimates of numbers of employed and unemployed, or a survey undertaken in a city to estimate the amount of delinquency among teenage boys according to some definition of this term.

In other investigations, interest focuses on the study of relationships. For my purposes, I should like to distinguish two classes within this type, although they shade into one another. The first class consists of broad analytical surveys in which a number of variables are being investigated simultaneously by multiple classification or multiple regression, or by setting up models involving systems of equations, as in econometrics. For instance, in a recent atudy organized by the $U$. S. Office of Education [1], standard tests were given to school children in grades $1,3,6,9$ and 12. By multiple regression methods, estimates were obtained of the contribution made to the child's performance by various characteristics of the school attended, by the home environment and parental attributes, and by the child's aspirations and self-concept.

When these atudies are exploratory, the discovery of the relationships that are present suggests the question: Why P , leading the investigator to set up plausible hypotheses about the ausal forces at work. In other studies, causal hypotheses may already have been proposed, the purpose of the study being to verify whether the predictions about relationships made from a casual model are consistent with the results.

[^18]My second class of analytical surveys is narrower in scope and more intimately bound $u p$ with the idea of cause and effect. The investigator conceniraies un a specific presunted causdi ageni andiries io measure certain aspects of its effects. Examples are the effects of wearing lap seat belts on the amount and types of injury eustained in auto accidents the effects of air pollution on illness associated with the respiratory organs, the effect of a new contraceptive device on the birth rate during the next iive years, and, to cite a World War II study, the effect of bombing on the morale of the bombed people.

These studies resemble controlled experiments, because we set out to measure the effects of certain 'treatments'-the causal agents. However, in the 'non-experimental' studies with which I am concerned, the investigator is unable, for practical or ethical reasons, to use the two chief weapons of controlled experimentation. He camot select the subjects who are to receive the causal agent and the subjects from whom it is to be withheld. If the agent is one that may be present in greater or less amount, as with air pollution or bombing, he has no control over these anounts, but must take them as he finds them.

The design and analysis of controlled experinents has becone fairly well categorized and standardized. Most university courses on the subject discuss completely randomized, randomized blocks, and latin square plans (sometimes under different names) and go on to factorial experimentation and to techniques for estimating response surfaces. This standardization brings with it the usual benefit of eronomy of effort: once learned, the techniques of planning and analysis can be applied, often with only minor variations, in widely different areas of research.

With non-experimental studies much less standardization of this type has occurred. There is less cumulative experience with the various types of study plan. In the principal fields in which the se plans are used-sociology, psychology, education, market research, and public health-workers have only recently begun to learn from one another. Statisticians have shown limited interest in the logical structures of the plans.

While non-experimental studies present many issues that merit discussion, this paper will be confined to three topics, as follows.

Some preliminary aspects of planning.
Simple types of study plan.
Techniques for increasing precision and eliminating bias.
2. PRELIMINARY ASPECTS OF PLANNING. Being unable to apply the causal agent in which he is incerested, the investigator in a nonexperimental study must first find some locale in which the agent is operating or will operate under conditions suitable for measuring its effects. In this search the following questions must be kept in mind, all of them matters of judgment rather than of black and white.

1. Is the cause operating in sufficient strength ? Sometames, for reasons of convenience or expense, the investigator chooses an environment in which the causal force operates too weakly to allow its effect to be measured in the size of sample that is feasible, For instance, airline pilots might be considered a convenient source from which to study predictora of heart disease, since they receive repeated and thorough medical examinations of which records are kept. On the other hand, one oi the criteria by which they are selected is that they are the kind of men who are unlikely to develop heart disease.
2. What other important variables are present whose effecte may be confounded with those of the causal variable? How will they be handled? In planning a study of the effects of air pollution, an investigator might look for three residential areas in the same city, one heavily polluted, one moderately, and one relatively free from pollution. But it is likely that the residents of these areas will show a sizeable gradient in socioeconomic levels, which might account for any differences found in respiratory illness. If the investigator confines himself to areas closely similar in socioeconomic level, he may find that the differences in amounts of air pollution are quite small, thus becoming involved in the difficulty mentioned in point 1. Methods for handling confounded variables are discussed later in this paper. If, however, an important variable is too highly correlated with the causal variable, as might be the case in the air pollution example, there may be no way to disentangle their effects.
3. What measurements are to be taken? What is known about the precision and accuracy of the measurements? Mary aspects of human life and behavior present formidable problems of measurement: e.g., how does one measure morale? In large studies, the measurement process may be restricted, for reasons of expense, to responses on a printed questionnaire. Substantial biases in measurement can, of course, produce badly misleading results. "Random"errors of measurement of the effects decrease the precision of the results. "Random" errorg in measuring the strength of the causal variable (e.g. number of cigarettes smoked per day) will produce an underestimate of the size of the effect. Similarly, "random" errors in measuring a confounded variable decrease the effectiveness of the standard statistical methods for removing the disturbing effects of this variable.
4. If the study is to be made trom records already collected by so:neone else, have the records been checked as to completeness, accuracy, and accessibility? It is alw"; s worth considering whether a study can be made from existing records, not only because of cost but because this may be the only way to obtain results in a reasonably short time. Sometimes, investigators construct plans and engage slaff for a sludy on the basis of someone's assurance about the quality of the records that turns out to be greatly over-optimistic, particularly wher the records are kept for some legal or administrative purpose but rarely used or examined, A careful pilot survey of the records, designed to reveal any weaknesses for the purpose at hand, is essential before commitments are made.
5. How will the sample size or sizes be determined? In rontrolled experimentation there are formulas that provide guidance about sanple size by calculating the aize needed to estimate the effect with a prescribed width of $95 \%$ confidence interval, or the size for which some basic test of significance will have a prescribed power. It is advisable to try to uso these formulas in non-experimental studies also. However, in urder tu obtain useful numerical answers from these formulas one nust have an estimate of (i) the standard deviation per observation and (ii) the likely size of the effect that is being estimated. In exploratory studies these estimates may be lacking, and the investigator may have to une simply the largest sample size that can be afforded, having speculated that this size is more likely to be too small than too large,
6. If non-response or later nelting-away of the sample is anticipated, what are the plans for coping with it? This is a common problem, especially when participation in the study is somewhat of an imposition on the subjecte, or when the study extends for several yeara, Investigators tend to be lax about non-response. The standard call-back or follow-up questionnaire procedures developed in sample surveys are often surprisingly helpful. Sometimes it is feasible to follow people who move within the same matropolitan area even if it is too costly to follow those who leave the area. Sometimes background information about non-respondents is available, or can be obtained by mail, that assista a judgement about the extent to which they bias the conclusions. Speculations about the extent to which nonrespondents might bias the results can always be made much nore comfortably with a $10 \%$ than with a $30 \%$ non-response rate.
7. What are the comparisons from which the size of the presumed causal effect will be estimated? Numerous points arise herw. In sonw studies the 'cause present'group is clearly defined, but it is loss crloar what can be used as a 'cause absent' group for comparable purposes. Oiten it is important to estimate the causal effect meparately in different subyroups of the population (e.g. for people of different ages, for mon and women).

The types of adjustment to be made for handling confounded variables are also relevant.
8. Is the environment a 'typical' one from the viewpoint of generalizability of results? Sometimes an ingenious investigator finds a group of people (for instance a special religious sect) among whom the causal force is operating with no important confounded variables. But he rnay reluctantly decide not to attempt the study in this group, because they seem atypical in so many respects that any generalization of results would appear hazardous.

With some problems of great interest and importance, investigators have to search for a long time before a suitable environment is found. Sometimes none is found: in other cases we are restricted to the type of study that can be done rather than the type we would like to do. Consider the problem of investigating in human subjects the effects of exposure to atomic radiation on illness and death rates. Ideally, the answer would take the form of a dosage-response curve, the rate being expressed as a function of the exposure histary (amount and duration).

As pointed out by Seltser and Sartwell [2], the principal opportunities for investigations in human subjects are confined to the following: (a) the Japanese survivors of the atomic bombs in Hiroshima and Nagasaki, involving a single exposure, (b) groups occupationally exposed to radiation at times when the possible danger frum this source was not realized-radiologists, dentists, and makers of watches with luminous dials, (c) persons who received medical radiation, as in the treatment of some forms of cancer, or infants exposed in utero through pelvic $X$-rays of the mother in the late stages of pregnancy, and (d) areas of the earth in which natural radioactivity is unusually high.

None of these sources provides more than limited material for constructing a dosage-response curve. To illustrate the types of study that have been undertaken, long-term studies in Hirnshima and Nagasaki were initiated in 1950. In Hiroshima the sample contains about 12,000 people, divided into 4 groups of about 3,000 each, according to their distances from the point of impact of the bomb. The subjects receive regular health examinations, with particular attention to any symptom that might be an after-effect of radiation exposure.

A study of this type is expensive and administratively difficult. Fortunately, the health data also permit many useful investigations of general health questions. From the viewpoint of the dosage-response curve, a weakness is that the dose to which any person was exposed is not known, but has had to be estimated roughly from memory of a person's location and local shielding by buildings at the time when the bomb fell.

Also, the group furthest from the epicenter, who serve as the non-exposed group, differ in some important characteristics from the three exposed groups, and have proved unsatisfactory as a 'control' [3].

The study by Seltser and Sartwell [2] of the mortality of radiologists is an excellent example of the possihilities from groups occupationally or medically exposed. They chose male members of the Radiological Society of North America. For each member they obtained by a painstaking search the status (dead or alive) as of December 31, 1958, with cause of death and any available information on other factors such as age that might influence duration of life. Research of this type always raises the question: with what are the exposed group to be compared? Ideally, we seek a. non-exposed group which is similar to the exposed group with regard to any other variable that is known or suspected to have a material effect on duration of life. (In this example an obviously relevant variable is age.) In an observational study the extent to which this goal can be met is of course dependent on our ability to measure such variables and to find a group that has similar distributions with respect to then.

The authors chose two comparison groups. As the nearest to a nonexposed group they used the American Academy of Ophthalmology and Otolaryngology, whose members rarely have occasion to employ X-radiation. As an intermediate group they also included the American College of Physicians, since some of these members use X-rays, for example, in heart examinations. In such studies the inclusion of a middle group is advantageous in either adding confirmation to the results given by the two extreme groups or in casting doubt upon them. This study, however, again has the weakness that no measures of the doses of radiation experienced by the subjects are available, except as a rough guess for the group as a whole.
3. SMMPLE TYPES OF STUDY PLAN. This section introduces some simpler types of plan, with a briet discussion of their strengths and weaknesses and of the statistical analysis.
3.1 A single group, measured before and after the action of the causal agent. This rype is common when the causal agent is of short duration. For example, after complaints about the time taken to go through a cafeteria line, a change in the service is proposed that it is claimed will remove the bottleneck. Before this change is made, the times taken to go through are recorded for a random sample of the usens. the same being done after the change is made. In other situations, the causal agent might be DDT spraying of 10 villages, an estimate of the misquito population being made before and after spraying, or a radio and TV appeal which the stations in an area agree to give on a certain day,
urging mothers to bring their children into the clinics in a city for immunizations, the number of children appearirig for immunization being counted in each clinic during the week betore and the week aiter tinis appeai.

Unlike the radiologists cxample, such studies have no comparison group, usually becanse all members of the population of interest are exposed (at least potentially) to the causal agent. Sometimes, as in the DDT example, a comparison group of unsprayed villages might have been chosen, but is excluded for administrative or financial reasons. Often, a single-group study is the only feasible approach in attempting to learn something about the effects of new governmental programs or laws that apply to everyone.

The absence of a comparison group is, of course, the major weakness. Any other event that produces a change in the level of the variable during the Before-After period has its effects inevitably confounded with those of the causal agent. Campbell and Stanley [4] give a detailed catalogue of these sources of bias in educational research. If the investigator is aware of such other influences he can sometimes ask questions about the reasons for people's change in behavior that help him to judge whether these influences have been important. Knowledge that a change is coming may influence people's behavior immediately before the change, so that the After-Before difference is misleading.

Although the conclusions from studies of this type involve a substantial element of judgment, the studies are, as Campbell and Stanley put it, "worth doing when nothing better can be done". I might express it a little more positively. With ncw public programs, plans to estimate their effects are often not initiated until some time after the program has been running. By this time it is difficult to get good 'Before' measurements and too late to take precautions or gather supplementary information that might have helped in judging the cefects. The question: How can we study the effects of this program? should be raised some time before the program begins.

The statistical analysis usually involves examining the difference between two paired or independent samples. The samples may be subclassified by another variable, e.g., age of subject, in order to reveal any variation in effect with age.

Sometimes there is reason to expect that the Before measurement will itself influence the subject's behavior. A plan that has been proposed is to have two groups, both exposed to the cause. Whenever feasible, the se can be random halves of an initially chosen group. Group $l$ is measured 'Eefore' ind 'After', group 2 is measured 'After' only. The idea is that by comparing the two 'After' sets of results, we can test whether the 'Before' measurement influenced the level of the 'After' responses in group 1.

The best method of estimating the size of the causal effect presents a problem involving the pooling of data after performing a test of significance. It the subscripts a and b denote 'After' and 'Before', the difference ( $\bar{Y}_{2 a}-\bar{Y}_{1 b}$ ) is an unbiased estimate of the causal effect. Assuming a constant variance $\sigma^{2}$ per subject, this difference has variance $2 \sigma^{2} / \mathrm{n}$. The difference $\left(\bar{Y}_{1 a}-\bar{Y}_{1 b}\right)$ has variance $2 \sigma^{2}(1-p) / n$, where $p$ is the correlation between the 'Before' and 'After' measurements for the same subject, but is unbiased only if the 'Before' measurement did not affect the level of the 'After' measurement. The estimates ( $\left.\bar{Y}_{2 a}-\bar{Y}_{1 b}\right)$ and $\left(\bar{Y}_{1 a}-\bar{Y}_{1 b}\right)$ are themselves correlated, since $\bar{Y}_{I b}$ appears in both. One approach is to seek a weighted mean of these estimates, with weights determined from the results of the preliminary test of significance of ( $\bar{Y}_{1 a}-\bar{Y}_{2 a}$ ), that has minimum mean square error subject to a condition that the bias be kept small.

The preceding discussion has been confined to studies in which it is satisfactory to measure the causal effect at a single time after the causal event. In many situations, the causal event may ha.. prolonged efiects, or if its effect is likely to die away, the investigator wants to measure this decay curve. For these purposes we need, at a minimum, a series of measurements at intervals of time before the event, followed by a series at intervals after the event. The problem of the model to be used for the analysis of results of this type raises some interesting questions which have been illustrated by Campbell and Stanley [4]. Model-fitting and interpretation are easiest when the 'Before' measurements appear to fluctuate about a constant level; the difficulty increases when the 'Bofore' and 'After' measurements display trends, particularly those withcurvature. The question of serial correlations must also be considered.
3.2 'Cause present' and 'Cause absent' groups. Y neasured 'Ater' only. This is a very common type. The Hiroshima and radiologist studies, investigations of the effectiveness of seat belts in preventing injury in automobile accidents, and the large studies of the death rates of nonsmokers and cigarette, cigar, and pipe smokers are examples. As we have seen, there may be several 'cause present' groups, representing different strengths or variations inthe causal agent, and more than one 'cause absent' group, particularly where the selection of a control group presents difficulty.

At its simplest, the analysis follow the usual methods for the analysis of one-way classifications or of two-way classifications if pairing nr blocking has been employed in forming the groups. Often, however, the analysis of a multiple classification is involved, other variables being introduced
in order to diminish the risk of bias, as discussed in section 4 , or because the investigator wants to examine interactions of the causal effects with these variables.

An important variant of this method, often called the retrospective method, is much used in epidemiological research. In this, we find a group in which the effect is present and one from which it is absent, and compare the frequency with which the presumed causal agent is found in the two groups. This approach is natural when a group of people show symptoms of food poisoning at a pienic and the cause is being sought. As another example, numerous investigators have selected a group of lung cancer patients and another group of patients in the same hospitals who do not have this disease, comparing the proportions of cigarette smokers in the two groups. With this approach, it is often hard to select the 'effect absent' group and to obtain measurements of high quality. Further, erroneous results may be obtained when there are several causal agents and attent ion is focussed on one. But with an effect that is rare, this approach may be the only practicable one, and it is often the quickest way of obtaining a preliminary indication for or against a postulated relationship. For a discussion, see [5].

## 3. 3 'Cause present' and 'cause absent' groups. Y measured Before

 and After. This plan has been used, for example, in studies of the effects of new public housirg, as against slum housing, on health and social behavior. When it became known which group of applicants were to move into a new public housing development, a control group of families who would ingeneral remain in slum housing were selected. The basic questionnaries on health and social behavior were obtained both before the move took place and at several times after the successful applicants had moved. In a study of the effects of flucridation of town water on children's teeth, usually done by a plan of type 3,1 , a nearby control town which did not plan to fluoridate could be included if the resources permitted. The state of dental health of a sample of children from both towns would be measured before and some time after the fluoridation in the first town,With this planthe investigator is in a better position to guard against bias than with plan 3.2. Ideally, the initial distribution of the response variable $Y$ should be the same in the 'cause present' and 'cause absent' groups. Since he has the initial measurements, he can verify whether this seems to be the case. Even if the distributions are somewhat different, it is still possible to compare the amount of change in the two groups during the 'Before-After' period.

A general estimate of the size of the causal effect is

$$
\begin{equation*}
\left(\bar{Y}_{1 a}-\bar{Y}_{2 a}\right)-\beta\left(\bar{Y}_{1 b}-\bar{Y}_{2 b}\right) \tag{3.1}
\end{equation*}
$$

where the value of $\beta$ is to be chosen. Suppose that the model is as follows.

$$
\begin{array}{lll}
\text { Refnre. } & y_{1 b j}=1_{1}+a_{l b j} ; & y_{2 b j}-\dot{H}_{2}+\varepsilon_{2 b j} \\
\text { After: } & y_{l a j}=\mu_{1}+\delta+\tau_{1}+e_{l a j} ; y_{2 a j}=\mu_{2}+\tau_{2}+e_{2 a j} .
\end{array}
$$

Here, $\delta$ represents the causal effect to be estimated; $T_{1}$ and $T_{2}$ represent other time-changes that affect the two groups; and the e's are random variables with means zero. From this model we see that

$$
E\left\{\left(\bar{Y}_{1 a}-\bar{Y}_{2 a}\right)-\beta\left(\bar{Y}_{1 b}-\bar{Y}_{2 b}\right)\right\}=\delta+\left(\tau_{1}-\tau_{2}\right)+\left(\mu_{1}-\mu_{2}\right)(1-\beta)
$$

Hence, (i) if $\tau_{1} \neq \tau_{2}$, the plan provides no unbiased estimate of $\delta$ : this is, of course, obvious, (ii) if $\tau_{1}=\tau_{2}$ but $\mu_{1} \neq \mu_{2}$ (i.e., the initial levels of the two groups differ), the only unbiased estimate of $\delta$ is given by taking $\beta=1$. (iii) if $\tau_{1}=\tau_{2}$ and $\mu_{1}=\mu_{2}$ any value of $\beta$ gives an unbiased estimate, Assuming that the e's all have the same variance $\sigma^{2}$, the estimate (3.1) has variance

$$
2 \sigma^{2}\left(1-2: 3 \rho+\beta^{2}\right) / n
$$

where $\rho$ is the correlation coefficient between an 'After' and a 'Before' measurement. If the 'After' and 'Before' samples are independent, so that $p=0$, we take $\beta=0$. If these measurements are paired, the minimum variance is given by $3: 8$. In practice, 3 is estimated in this case by an analysis of covariance of the 'After' on the 'Before' measurements.

## 4. TECHNIQUES FOR INCREASING PRECISION AND ELIMINATING

BLAS. In controlled experiments the investigator relies on randomization, plus other precautions such as 'blindness' in the measurement process, to ensure that biases are kept to a negligible level. As means of increasing precision, blocking and adjustments made by the analysis of covariance are two of the principal weapons.

Devices analogous to blocking and covariance are commonly used in non-experimental studies also. However, since randomization is not available, these devices must perform the double function of eliminaling bias and of increasing precision. In fact, since bias is regarded as the
chief source of erroneous conclusions, control of bias becomes their principal function.
 'cause present' and a 'cause absent' group. If $X$ is any variable that is related to $X$, a bias may arise in $\left(\bar{Y}_{1}-\bar{Y}_{2}\right)$, the estimated difference between the means of the two groups, if the distribution of $X$ differs in the two groups. For instance, if the regression of $Y$ on $X$ is linear,

$$
Y_{i j}=\mu_{i}+\beta X_{i j}+e_{i j}
$$

where $i=1,2$ denotes the group, and the $e_{i j}$ are residuals with mean zero, then

$$
\begin{equation*}
E\left(\bar{Y}_{1}-\bar{Y}_{2} \mid X\right)=\mu_{1}-\mu_{2}+3\left(\bar{X}_{1}-\bar{X}_{2}\right) \tag{4.1}
\end{equation*}
$$

The term $3\left(\overline{\mathrm{X}}_{1} \ldots \overline{\mathrm{X}}_{2}\right)$ is the bias.
In handing these variables the investigator makes a list of the X variables known or thought to be related to $Y$. These variables are placed in one of the following classes.
(I) Important variables whose effects the investigator will try to remove, either because there seems a danger of bias or because removal will bring a worthwhile increase in precision.
(II) Variables for which the investigator will check whether their distribution is similar in the 'cause present' and 'cause absent' groups. No adjustment will be made for these variables unless the distributions appear sufficiently ditferent so that there seems a danger of bias. This method is enployed for variables whose correlation with $Y$ is modesi. If $Y$ and $X$ are linearly related, with correlation $\rho$, the fractional reduction in the variance of $Y$ due to elimination of the effect of $X$ cannot exceed $\rho^{2}$. If $|\rho| \leq 0.3$, this reduction is less than $9 \%$; the potential increase in precision is small.

In practice, verification that the distribution of $X$ is similar in the two groups of subjects is ofter done by forming the frequency distribution of $X$ in each group, with, say, k classes, and making the $x^{2}$ test for a $2 \times k$ contingency table. A low value of $\lambda^{2}$ is taken as assurance that the distrim butions of $X$ are similar and that there is little risk of bias from the relation between $Y$ and $X$. This $\chi^{2}$ test may not be the best procedure. If the
regression of $Y$ on $X$ is linear, equation (4.1) shows that comparison of the mean values of $X$ in the two groups is more relevant, since the bias in $\left(\bar{Y}_{1}-\bar{Y}_{2}\right)$ comes from the term $\left(\bar{X}_{1}-\bar{X}_{2}\right)$. Similarly, if the relation between
$Y$ and $X$ is curved and can be approximated by a quadratic regression, comparison of the first two moments of $X$ in the two groups is relevant.
(III) Variables about which nothing will be done, because their relation to $Y$ is judged too tenuous to create trouble. This class also contains $X$ variables which it is not feasible to measure and those of which the inve stigator is ignorant.

A natural question at this point is: Why not put all the $X$ variables in class $I$, or at least do so whenever there is any doubt? I don't know the full answer to this, but a partial answer is that the techniques (matching and adjustment) by which we attempt to remove the effects of these $X$ variables become steadily more cumbersome to apply and to interpret as the number of $X$ variables increases. These techniques may be described as follows.
'Ideal' matching. Each member of group 1 has a partner in group 2 who has, within narrow limits, the same value for any $X$ variable for which adjustment is being made. By taking the difference between partners, the effects of these $X$ variables are eliminated, provided that the regression of $Y$ on the se $X$ variables is the same in both groups. Clearly, this matching is effective whether the regression is linear or curved.

In practice, the construction of matched pairs often presents difficulty, particularly if matching has to be done on several $X$ variables. Usually, it is necessary to have a large reservoir of subjects for at least one of the two groups; otherwise, it will not be possible to locate partners who agree closely on the values of all the desired $X$ variables. A common experience is that the construction of partners takes much longes than anticipated, that the rules set up about the closeness of the match have to be continually relaxed, and that some subjects have to be omitted because no match is found.

Stratified or frequency matching. This is a looser form of matching which facilitates the construction of partners. The range of each $X$ variable is divided into a number of classes, commonly from 2 to 5 or 6 . Thus the $X$ variables create a multiple classification: for instance, with 3 X's and 4 classes per variable there are 64 cells. For a member of the 'cause present' group, any member of the 'cause absent's, roup who falls in the same cell is an acceptable partner. In the end, what this method amounts to is that in any cell of the multiple classification the two groups have an equal number of subjects. Often, there is no specific designation of partners, since this seems rather pointless.

Stratified matching is the only kind that is feasible for an $X$ that is an ordered classification, such as "mild", "moderate", "severe" or is qualitative, e.g., religious affiliation or urban, suburban, rural.

Adjustment by subclassification. This method is very similar to stratified rnatching. When selecting the 'cause present' and the 'cause absent' groups we do not attempt any matching. Adjustment for differences in the $X$ distributions in the two groups is accomplished by farming the multiple classification used in stratified matching and making adjustments by a least squares or analysis of variance model.

To illustrate the relation between the two methods, suppose there are $X$ variables and that only 100 subjects are avallable for the 'cause present' group. To see how the land lies, we classify these subjects, plus 100 from the 'cause absent' group, into 9 cells, assuming that each $X$ variable has 3 cells. In table 1 , the numbers of subjects found in each cell are shown, $\underline{P}$ and $A$ denoting the two groups, Both the $\underline{P}$ and $A$ sets add to 100 .

TABLE 1
Subclassification on two $X$ variables.


If we are using stratified matching, we select 8 at random out of the 23 A's in the top left cell, discarding the rest. In both the other cells in the top row, we need more $A^{\prime}$ s to reach the desired numbeis 10 and 19. Looking the table over, it appears that a reservoir of perhaps 700 or more subjects suitable for the 'cause absent' group would be necessary to build up all the cells to the desired numbers in the $P$ group.

In adjustment by subclassification, as $I$ am using this term, we either accept the $A$ sample as it stands or attempt only to build up cells in which the $A$ sample is very small. The decision depends on the size of the reservoir for the $\mathcal{A}$ group, the time and trouble involved in any build up, and the investigator's opinion as to whether the effort is worthwhile.

From the viewpoint of estimation of effects we face a $2 \times 3 \times 3$ table with either stratified matching or adjustment by subclassification. It is assumed that Columns $\left(X_{1}\right)$ and Rows $\left(X_{2}\right)$ both show real effects, and possibly an interaction, since otherwise the re would be no need to match or adjust for these $X$ variables.

The simplest situation is that in which there is no interaction of the (P-A) difference with either $X_{1}$ or $X_{2}$. In this event the 9 differences ( $\bar{P}_{i j}-\bar{A}_{i j}$ ) are all estimates of the same quantity. It follows that with stratified matching, the difference between the overall sample means ( $\bar{P}-\bar{A}$ ) is free from any confounding with the levels of $X_{1}$ or $X_{2}$. The estimate ( $\overline{\mathrm{P}}-\overline{\mathrm{A}}$ ) has variance $\sigma^{2} / 50$, where $\sigma^{2}$ is the within-cell variance (assumed constant from cell to cell). If the A sample is accepted as it stands, the corresponding estimate for adjustment by subclassificatic is a weighted mean of the differences ( $\overline{\mathrm{P}}_{\mathrm{ij}}-\overline{\mathrm{A}}_{i j}$ ), weighting each inversely as its variance. The weights are $n_{l i j} n_{2 i j} /\left(n_{l i j}+n_{2 i j}\right)$, where the $\underline{n}^{\prime} s$ arc the sample sizes in the ( $i, j$ ) cell. For table 1 the variance of this weighted mean difference turns out to be $\sigma^{2} / 36.6$, about $35 \%$ larger than with stratified matching. In this situation stratified matching provides a simpler estimate that is rore precise.

We may, however, wish to examine whether the ( $P$-A) difference charges with the level of $X_{1}$ and $X_{2}$, As Billewicz [6] has pointed out, the ability to examine these interactions is an advantage which thene methods hold over 'Ideal' matching. If interactions are found, estimation of the overall difference may become of little interest. The technique needed here is the analysis of multiple classifications with unequal numbers in the cells. While the general least squares theory covering this technique is not new, much remains to be learned about the practical handing and interpretation of such analyses, particularly for investigators who are not expert in statistical methods. The recent paper by Federer and Zelen [7] is a useful. contribution.

Adjustment by covariance. Conceptually, this is the same approach as adjuytment by subclassification for the case in which the $X$ 's are continuous. Covariance may have an advantage and a disadvantage. The
grouping of continuous $X^{\prime}$ s into classes in adjustment by subclassification loses some information: covariance avoids this loss. On the other hand, adjustment by subclassification does not involve any assumption that the relation between $Y$ and $X$ is linear. If the investigator follows the common practice of adjusting in covariance only for linear effects of $X$, covariance is at a disadvantage if the true regression has substantial non-linearity. Of course, this loss can be avoided by adopting a more accurate model in the covariance analysis.

How effective are these techniques? The following comments are based on results quoted in [8] and on some unpublished work. As already rnentioned, 'ideal' matching removes bias due to $X_{1} \ldots X_{k}$ under any regression

$$
Y_{i j}=\mu_{i}+\phi\left(X_{1 i j}, \ldots X_{k i j}\right)+e_{i!} \quad(i=1,2)
$$

if the regression function $\phi$ is the same in both groups. The variance of $\left(\bar{Y}_{1}-\vec{Y}_{2}\right)$ is reduced by the matching to a fraction $\left(1-p^{2}\right)$ of its original value, where $p$ is the correlation coefficient betwoon $Y$ and $\phi$. In practice, 'ideal' matching is likely to de at its best when the X's are quantitative and one of the groups has a large reservoir in which matches may be sought, while the other group is small. In this situation, matching ahould not prove too difficult. Moreover, the other disadvantage of matching--that one cannot examine effectively the interactions of the causal variable with the $X$ variables--scarcely applies when one group is small, since the sample size would probably preclude any precise estimates of interactions.

Covariance adjustment should have about the same effects on bias and precision, with the qualifications that the correct form of the regression equation must be fitted, and that there is some loss of precision from sampling errors in the estimated regression coefficients, If the regression is linear and the re happens to be no bias due to the $X$ 's, the fraction to which $V\left(\bar{Y}_{1}-\bar{Y}_{2}\right)$ is reduced by the tovarjante adjustment is roughly

$$
\begin{equation*}
\left(1-\rho^{2}\right)\left\{1+\frac{k}{(2 n-k \cdot 3)}\right\} \tag{4.2}
\end{equation*}
$$

wheren is the size of sample in each group, so that the regression coefficients are estimated from $2(n-1)$ degrees of freedom. The term in curly brackets will be close to 1 if $k$ is small relative to $2 n$. However, if there are substantial biases in some of the $X$ 's, (4.2) no longer applies, and the corresponding term in curly brackets can be much larger. The
performance of this covariance adjustment when the fitted model is of the wrong form deserves further study. Linear covariance adjustments seem to pertorm surprisingly well when the true regression has a moderate degree of curvature.

The preceding remarks about matching and covariance assume that the $X^{\prime}$ 's are measured without appreciable error. Suppose that for an $X$ variable the recorded measurement is $x=X+d$, where $d$ is a random error of measurement with mean zero, independent of $X^{-}$and of $e$, the deviation $\underline{Y}$ from its regression on $X$. The effects of these errors of measurement are roughly as follows, where $f=\sigma_{d}^{2} / \sigma_{X}^{2}=\sigma_{d}^{2} /\left(\sigma_{X}^{2}+\sigma_{d}^{2}\right)$.
(i) Matching and covariance remove only a fraction (1-f) of the blas in $Y$ due to $X$.
(ii) $V\left(\bar{Y}_{1}-\bar{Y}_{2}\right)$ is reduccd to the fraction $\left\{1-(1-1) \rho^{2}\right\}$ oits original value.

While irnprecise measurement weakens the performance of these techniques, it is easy to form an exaggerated notion of the size of this effect if some check calculations are not made. For instance, suppose that $\sigma_{X}=25$, nearly all the correct values of $X$ lying between 0 and 125 . If we are toid that half the obselved measurements are wrong by more than 5 units, this seems rather poor quality of measuroment. However, a probable error of 5 corresponds to $\sigma_{d}=7.4, \sigma_{d}^{2}=55, \sigma_{x}^{2}=680$, and $f=0.08$. Thus, $92 \%$ of the bias is still removed.

Now consider stratified matching and adjustment by subclassification as applied to quantitative $X^{\prime}$. From the viewpoint of errors of measurement of $X$, these methods appear crude, since the quantitative scalo of an $X$ variable is replaced by a classilied variable that takes only the number of distinct values that the number oi classes allow. With stratilied matching the values of ( $1-f$ ) are $0.64,0.79,0.86,0.90$, and 0.92 for $2,3,4,5$, and 6 classes, respectively. Strictly, these values hold only if the regression of $\underline{Y}$ on $X$ is linear, $X$ is normally dietributed, and the chasses are of equal size. However, they appear accurate enough as guides to practiee when the regression of $Y$ on $X$ is nonlinear, when $X$ has some skewness and kurtosis and when the class sizes depart moderately from equality. The results indicate that at least five or six classes should be used for any $\underline{X}$ variable which is thought to be a source of subetantial bias.

With adjustment by subclassification the preceding ( $1-1$ ) values apply so far as the removal of bias due to $X$ is concerned. This mothod suffers an additional loss of precision, as illustrated previously, because of
inequalities in the sample sizes of the two groups in the individual cells of the multiple classification.

The situation when $X$ is an ordered classification is not so clear. If an ordered classification can be regarded as essenially a grouping of an underlying quantitative $X$, the preceding values of ( $1-f$ ) should be applicable. In practice, however, ordered classifications are often used because no more precise method of measurement is known. If we envisage some accurate measurement $X$, not yet discovered, it seems reasonable that the ordered classification will contain errore of misclassification as well as grouping errors. These additional errora presumably reduce the values of ( $1-f$ ), to an extent that does not seem to have been investigated.

Finally, none of the methods can guarantee to remove bias due to an $X$ variable that has been omitted from the matching or adjustments. The situation with regard to such omitted variables is interesting. If they happen to have a high correlation with the included $X$ 's--in other words, if we are lucky-most of their bias will also be removed by the matching or adjustments. This explains, I think, why linear covariance often works well when $Y$ has a quadratic regression on $X$, since $X$ and $X^{2}$ have a high correlation in many bodies of data. But one can also meet the opposite situation in which the bias due to omitted $X^{\prime} s$ is inflated by the adjustments. Thus in non-experimental studies there always remains an element of uncertainty in our claims about the size and reality of a presumed causal effect.
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# A MODERATELY DISTRIBUTION FREE APPROACH TO RELIABILITY ESTIMATION BASED ON THE FIRS' URDEK SHAILIIC.. 

Michacl G. Billings<br>C-E-Y-R, Inc., Dugway Field Operation Dugway, Utah

ABSTRACT. This paper describes a small sample reliability test design and evaluation technique based on properties of the first order statistic. The technique is "moderately distribution free" in that it is applicable to any problem which satisfies the following conditions: 1) The random variable $X$ involved is continuous; 2) $X$ can take on only nonnegative real values: 3) the "mission" of the system under investigation is a set of real numbers of the form $[T, \infty)$, where $T \geq 0 ; 4$ ) there exists a set of real numbers $M C[1, \infty)$ such that $m \in M=>F_{X}(m T) \geq m F_{X}(T)$, where $F_{X}$ is the distribution function of $X$. Some sufficient conditions are given which define classes of distributions tc which the technique is applicable. Also, it is shown that the technique is a highly accurate approximate procedure for reliability evaluation whon in fact the random variable $X$ involved has an exponential distribution, $s ?$ that Condition 4 is not gatisfied. Finally, a brief consideration of the Weibull distribution is presented.

1. INTRODUCTION, The purpose of this paper is to derive and demonstrate a small sample reliability test design and evaluation technique which appears to have applicability over a wide class of distributional forms. The technique derived, referred to as the Modified Distribution Free (MDF) technique, is based upon certain properties of order statistics and is conceptually similar to the stricily distribution free binomial approach to reliability evaluation. The MDF technique introduces certain fairly nonrestrictive assumptions in order to achieve a trade off between sample size and system performance. Before proceeding it will be useful to introduce and interpret the concepts and symbols which will be encountered in the ensuing discussion.

Technically, the term reliability is always used relative to some system, conceptual or real, the primary purpose of which has been determined to be the accomplishment of a specific objective called the system mission. The reliability of the system is defined to be the probability that
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the system will accomplish its designated mission. In order to meaningfully discuss system mission reliability it is necessary to establish a method for measuring system performance relative to the particular missinn. For this purpose it ia conveniant to aeeume the oxigtence of 2 population $\&$ of systems of the type under consideration. Or this population a random variable $X$. is defined in such a way that the mission can be characterized as a subset $T$ \% of the probability space. $\mathrm{J}_{\mathrm{X}}$ induced from $\mathcal{L}$ by $X$. If the probability measure on $\mathcal{\&} X$ is $P$ and the associated distribution function of $X$ on $\mathcal{f}_{X}$ is $F_{X}$, then the definition of system mission reliability becomes
$$
P\left\{x \in \mathcal{S}_{X} \mid x \in T ;\right\}=\operatorname{Pr}(X \in T *)=\int_{T ;} d F_{X} \cdot 1 /
$$

In practice it is desired to obtain an interval estimate of the system reliability to which we are able to attach a measure of assurance that the interval contains the true reliability. Conventionally, this has been done as follows:

1) One obtains for $\int_{T ;} d F X^{\text {a confidence interval estimator }}$ which depends on an estimator $\mathrm{T}^{*} \hat{F}$ of $\mathrm{F}_{\mathrm{X}}$;
2) A value of $\hat{F}$ is then observed, and the corresponding confidence interval estimate for $\int_{T ;} d F_{X}$ is calculated;
3) The confidence coefficient associated with the interval estimator for $\int_{T *} d F X^{\text {is taken to be the measure of assurance (confidence) that the }}$ calculated interval estimate contains the true value of $\int_{T:} d F X X$.

The result of this procedure is a statement of the form "with $\gamma$ confidence the reliability is at least $a^{\prime \prime}$, hereafter abbreviated $r(a, \gamma)$, where $a$ is the lower bound of the interval estimate obtained for $\int_{T ;} d F_{X}$, and $\gamma$ is the associated confidence coefficient.
I/In accordance with convention, if $X$ is a continuous random variable with density function $f_{X}=\left(d F_{X}\right) /(d x)$, then $\int_{T *} d F_{X}=\int_{T *} f_{X} d x$. If $X$ is discrete, then the integral $\int_{T *} d F_{X}$ is a sum over the set $T *$.

Under certain assumptions on the random variable involved, it is possible to equivalently formulate the reliability evaluation problem within a hypothesis test framework. The Modified Distribution Free iecimique cieacrived in Geciion a uilitzes inis approacin.
2. THE MODIFIED DISTRIBUTION FRFF; (MDF) TECHNIOUE. The MDF apprach to reliability estimation presupposes that the following conditions are satisfied by the particular problem involved:

1) The random variable $X$ under consideration is continuous.
2) $\mathscr{X}_{X}=\{x \mid x \geq 0\}$.
3) The mission $r^{*}$ can be described by $T *=\left\{x \in \mathcal{d}_{X} \mid x \geq T, T \in \mathcal{S}_{X}\right\}$.
4) There exists a set of real numbers $M C[1, \infty)$ such that

$$
m \in M \Rightarrow F(m T) \geq m F(T)
$$

where $T$ is given in Condition 3 , and $F(x)=\operatorname{Pr}(X \leq x)$.
The particular hypothesis test structure employed in the MDF approach is described as follows; Suppose it can be assumed that meM (see Condition 4 above), and that it is desired to either conclude or fail to conclude the reliability statement $r(a, \gamma)$ on the basis of a sample of
 the sample size $n$ be such that $1-\gamma=\beta^{n}$. Let the null hypothesis be given by

$$
H_{0}: F(m T)>1-\beta ;
$$

and the alternate hypothesis be given by

$$
H_{1}: F(m T) \leq 1-\beta
$$

The test statistic to be used is $\mathrm{X}_{(1)}$, the first order statistic, and $\mathrm{H}_{0}$ will be rejected if $X_{(1)} \geq \mathrm{mT} .2 /$

It is clear that $\operatorname{Pr}$ (Reject $H_{0} \mid H_{0}$ is true) $\leq 1-\gamma$, since
Note that this means testing can be truncated once each sample system has operated for $m T$ units.

$$
\begin{aligned}
\operatorname{Pr}\left(X(1) \geq m T \mid H_{0} \text { is true }\right) & =[1-F(m T)]^{n} \leq \beta^{n} \\
& =i-\gamma .
\end{aligned}
$$

Thus, if $H_{0}$ is rejected, it is concluded that $F(m T) \leq 1-\beta$, and the significance level of the test does not exceed $1-\gamma$. By virtue of the initial assumption that $F(m T) \geq m F(T)$, rejection of $H_{0}$ implies that $F(T) \leq(1-\beta) / m=1-a$. The probability that $H_{1}$ is accepted erroneously does not exceed $1-\gamma$; thus, if $H_{0}$ is rejected the conclusion is $r(a, \gamma)$.

The usefulness of the MDF approach as a design tool when the appropriate conditions and assumptions are satisfied is evident from Proposition 1:

Proposition 1. Suppose for a given reliability estimation problem that the Conditions 1-4 above are met. Suppose further that meM (i.e., $F(m T) \geq m F(T)$ ). If

$$
n=\frac{\log (1-\gamma)}{\log (1-m(1-a))},
$$

and if the null hypothesis $H_{0}$ of the MDF hypothesis test is rejected (i.e., if $X_{(1)} \geq m T$ ), then $r(a, \gamma)$.

Proof: This follows immediately from the relations $(1-\beta) / \mathrm{m}=$ $1-a ;$ and $\beta^{n}=1-\gamma$.

Making use of this result, it is possible to construct tables which give sample sizes from which rejection of $H_{0}$ will lead to conclusion $r(a, \gamma)$ for various values of $m$ and reliability-confidence level combinations ( $a, \gamma$ ). An abbreviated table is presented below. The entries are the minimum sample sizes necessary for rejection of $H_{0}$, i.e., when $X_{(1)} \geq m T$, to lead to the conclusion $r(a, \gamma)$ under the assumption that $F\left(m^{\prime} F\right) \geq m F(T)$ for the value of $m$ shown.

TABLE 2.1

|  | $(2, \because)$ |  |  |
| :---: | :---: | :---: | :---: |
| $m$ | $(.99, .90)$ | $(.95, .90)$ | $(.90, .90)$ |
| 1 | 230 | 45 | 22 |
| 2 | 114 | 22 | 11 |
| 2.5 | 91 | 18 | 9 |
| 3 | 76 | 15 | 7 |
| 3.75 | 61 | 12 | 5 |
| 4 | 57 | 11 | 5 |
| 5 | 45 | 8 | 4 |
| 6 | 38 | 7 | 3 |

Example. If the mission is $T=50$ hours, and if it can be assunzed that $F(\overline{4} \Gamma) \geq 4 F(t)$, then to be able to conclude $r(.95, .90)$ a minimum of 11 systems would have to operate successfully for at least 4.T $=200$ hours. (See Footnote 2.)

The MDF -hypothesis test can also be used to provide descriptive rellability statements, i.e., statements of the form $r(a, \gamma)$ based on the actually observed value of $X_{(1)}$. Suppose, for example, that for a sample of $n$ systems we observe $X_{(1)}=m^{*} T$, and it can be assumed that $m^{*} \in$. . It is then possible to determine the strongest statement $r(a, \gamma)$, which can be made on the basis of the test, for a fixed upper bound $1-\gamma$ on the significance level by solving the equation

$$
n=\frac{\log (1-\gamma)}{\log (1-m(1-a))}
$$

for a. It is also possible to determine the highest confidence which can be associated with a given reliability level $a$ on the basis of the test.

Example. Suppose $T=50$ hours and a sample of 17 systems yields a value of $X_{(1)}=178$ hours. Further, auppose it is possible to assume that $178 / 50$ c M . Then the strongest statement of the form
$r(a, .90)$ which can be concluded on the basis of the MDF-hypothesis is r(. $9645, .90$ ), obtained by solving the equation

$$
17=\frac{\log (\cdot 10)}{\log (1-3.56(1-a))}
$$

for $a$.
Example. On the basis of the performance degcribed in the previous example, the statement $\mathbf{x}(.93, .964)$ could also be concluded.
3. APPLICABILITY OF THE MDF APPROACH. Whether the MDF-approach can be applied to a particular problem depends on the extent to which the experimenter can justify the necessary assumptions regarding the problem and the distribution function involved. The purpose of this section is to discuss certain fairly nonrestrictive conditions which define classes of distributions to which the $M D F$-approach is applicable. It will also be shown that the MDF-approach is a highly accurate approximate procedure for reliability evaluation when the distribution involved is exponential, and thus does not satisfy Condition 4.

Proposition 2 establishes that the MDF-approach is applicable to a fairly commonly occurring class of distributions.

Proposition 2. Let $X$ be a continuous random variable with $\delta_{x}=\{x \mid x \geq 0\}$, and let $T \in d_{x}$. If the density function $f(x)$ is monotone nondecreasing on $[0, m T]$, where $m \geq 1$, then $F\left(m I^{\prime}\right) \geq m F(T)$.

Proof: Let $x \in[T, m T]$. By hypothesis, $f(x)$ is monotone nondecreasing on $[0, x]$, so that $x \cdot f(x) \geq F(x)$. Thus $f(x) / F(x) \geq 1 / x$. Since this is true for every $x \&[T, m T]$, it follows that

$$
\int_{T}^{m T} \frac{f(x)}{F(x)} d x \geq \int_{T}^{m T} \frac{d x}{x}
$$

This is equivalent to saying that

$$
\log \frac{F(m T)}{F(T)} \geq \log \left(\frac{m T}{T}\right)=\log m,
$$

or that $F(m T) \geq m F(T)$. Q.E.D.

From Proposition 2, it is immediate that if $f(x)$ is monotone nondecreasing on $\left[0, \xi_{p}\right]$, where $F\left(\xi_{p}\right)=p$, then the MDF technique is


It is appropriate here to point out that the hypothesis

$$
H_{0}: F(m T)>1-\beta
$$

is logically equivalent to the statement

$$
m T>\xi_{1-\beta}
$$

Hence, $H_{0}$ could be written in the more illuminating, if redundant, form

$$
H_{0}: F(m T)>1-\beta \text { and } m T>\xi_{1-\beta}
$$

Therefore, to reject $H_{0}$ is to conclude that

$$
F(m T) \leq 1-\beta
$$

and

$$
\mathrm{mT} \leq \xi_{1-\beta}
$$

Thus, for example, if one can assume that $f(x)$ is monotone nondecreasing on $\left[0, \xi_{p}\right]$, and if $1-\beta \leq p$, then acceptance of $H_{1}$ implies the imultaneous validity of the relations $F(m T) \geq m F(T)$ and $1-\beta \geq F(m T)$. Thua acceptance of $H_{1}$ implies that

$$
F(T) \leq \frac{1-\beta}{m}
$$

$s 0$ that

$$
I\left(1-\left[\frac{1-\beta}{m}\right], \gamma\right)
$$

is concluded.

Example. Suppose it can be assumed that the density function involved is monotone nondecreasing on [ $0, \xi, 50$ ]. Twó problems are considered: 1) Design a test which will determine whether the conclusion $\mathrm{r}(.95, .90$ ) is valid ont he basis of a sample of size $21 ; 2$ ) given a sample of size 9 , and $X_{(1)} \geq 4.3 \mathrm{~T}$, what is the strongest statement of the form $r(a, 90)$ that $c$ an be concluded?

Solution to Problem 1: The MDF-hypothesis test here can be expressed as follows: Weare given $n m 21,1-\gamma=.10, a=.95$. Thus $(1-\beta) / m=.05$, and $\beta^{21}=1-\gamma=.10$. Thus, $\beta=.896$, so that $.104 / .05=$ $m=2.08$. Hence, the hypotheses are

$$
H_{0}: F(2.08 T)>.104
$$

and

$$
\mathrm{H}_{1}: F(2.08 \mathrm{~T}) \leq .104
$$

$H_{0}$ is rejected if $X_{(1)} \geq 2.08 T$. If $X_{(1)} \geq 2.08 T_{\text {, then }}$ it is accepted that $F(2.08 T) \leq .104$ and $2.08 \mathrm{~T} \leq \xi_{.104}<\xi^{5} .50^{\prime}$ so that. $104 \geq F(2.08 \mathrm{~T}) \geq 2.08 F(T)$, with at least $\gamma$-confidence; i.e., if $X_{(1)} \geq 2.08 T, r(.95,90)$ is concluded.

Solution to Problem 2: Herc $n=9, m=4.3$ and $1-\gamma=10$.
Hence, $(1-\beta) / 4.3=1-\alpha$ and $\beta 9=.10$, so that $\beta=.7745$, and $a=.0524$. Hence, uppose

$$
H_{0}: F(4.3 T)>.235 j
$$

and

$$
H_{1}: F(4.3 T) \leq .2355 .
$$

Then, $X_{(1)} \geq 4.3 T$ resulte in the conclusion $r(.9476, .90)$.
We now compare the resulta of applying the MDF-technique to a situation in which the random variable $X$ involved actually has the exponential distribution with $f(x)=\lambda e^{-\lambda x}, \lambda>0$, and thus does not atiafy Condition 4 for any value of $m>1$. Table 3.1 provides comparisons of MDF-approach retulte with lower. 90 confidence bounde $\left(1-\beta^{n}=.90\right)$ for the rellability obtained under the asamption that $X$ actually has the exponential distaibution and $X(1) \geq m T$ for the ample
sizes and values of $m$ shown. The hypothesis test involved in obtaining the bounds under the exponential assumption is nearly identical to the MDF -
 $m F(T)$ is omitted and the bound for $F(T)$ is obtained from the fact that when $X$ has the exponential distribution

$$
F(m T) \leq 1-\beta \Rightarrow F(T) \leq 1-\beta^{1 / m} .
$$

The validity of this implication is seen as follows:

$$
\begin{aligned}
F(m T)= & 1-e^{-\lambda m T} \leq 1-\beta \Leftrightarrow e^{-\lambda m T} \geq \beta \Leftrightarrow \\
& e^{-\lambda T} \geq \beta^{1 / m} \Leftrightarrow 1-e^{-\lambda T} \leq 1-\beta^{1 / m} \\
& \Leftrightarrow F(T) \leq 1-\beta^{1 / m}
\end{aligned}
$$

TABLE 3.1

| MDF Conclusion | r(.99,.90) |  | $x(.95, .90)$ |  | r(.90,.90) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | n | $\beta^{1 / m}$ | $\underline{n}$ | $\beta^{1 / m}$ | n | $\beta^{1 / m}$ |
| 1 | 230 | . 990 | 45 | . 950 | 22 | . 900 |
| 2 | 114 | . 990 | 22 | . 949 | 11 | . 895 |
| 2.5 | 91 | . 990 | 18 | . 948 | 9 | . 892 |
| 3 | 76 | . 989 | 15 | . 947 | 7 | . 888 |
| 3.75 | 61 | . 989 | 12 | . 946 | 5 | . 881 |
| 4 | 57 | . 988 | 11 | . 946 | 5 | . 881 |
| 5 | 45 | . 988 | 8 | . 944 | 4 | . 871 |
| 6 | 38 | . 987 | 7 | . 943 | 3 | . 858 |

For example, the MDF-approach conclusion based on a sample of 76 systems and $X_{(1)} \geq 3 T$ is $T(.99, .90)$. The corresponding conclusion based on the assumption that $X$ has an exponential distribution is r(.989, . 90).

It is possible to analytically explain the lack of sensitivity of the MDF approach to certain types of departures from Condition 4. In particular, the condition $F(m T) \geq \operatorname{mF}(T)$ for every me[l, $\theta]$ is equivalent to saying that for $x \in[T, \theta T]$ the distribution function $F(x)$ dominatak the function

$$
L(x)=\frac{F(T)}{T} x .
$$

(See Figure 1.)


FIGURE 1

For $x \in[0, T / F(T)], L(x)$ can be thought of as the distribution function of a random variable which is uniformly distributed on $[0, T / F(T)]$. Thus, if in reality $X$ has a distribution function with the property that $F(\mathrm{mT})<$ $m F(T)$ for $m \geq 1$, then $F(x)$ will be dominated by $L(x)$, the slope of which $\frac{F(T)}{T}$ shall be "small" when $T / F(T)$ is large.

What happens when $X$ has the exponential distribution, with $F(x)=$ 1 - $e^{-\lambda x}$, is this (see Figure 2): If $\lambda x$ is small, i. e., if $1 / \lambda$ is large relative to $x$, then $1-e^{-\lambda x} \dot{=} \lambda x$. That is, $F(x)$ is closely approximated by the distribution function of a random variable which is uniformly distributed on $[0,1 / \lambda]$. Since $\lambda \doteq F(x) / x$ for small values of $\lambda x$, if $\lambda T$ is small $F(T) / T \doteq \lambda$, so that $F(x) \doteq x F(T) / T=L(x)$, which accounts for the relatively small errorin the MDF conclusions for small values of $m$.


FIGURE 2
4. A CONSIDERATION OF THE WEIBULL DISTRIBUTION. The Weibull distribution occupies an important position in the theory of reliability. Thus, it is useful to compare MDF results with those obtained under the assumption that the random variable under consideration has the Weibull distribution. For these comparisons, it is assumed that the density function of $X$ is given by $f(x)=\lambda x^{\theta-1} e^{-\lambda x^{\theta}}$, where $x \geq 0$, $\theta \geq 1$ and $\lambda>0$. The distribution function of $X$ is $F(x)=1-e^{-\lambda x \theta}$. Statementa of the form $r(a, \gamma)$ can be obtained for this case using the MDF hypothesis test structure with the implication $F(m T) \leq 1-\beta(m)$ $\Rightarrow F(T) \leq \frac{1-\beta(m)}{m}$ replaced by the implication
$F(m T) \leq 1-\dot{\beta}(m) \Rightarrow F(I) \leq 1-[\beta(m)]^{\frac{1}{m}}$. Note that this is the same subatitution which was made in Section 3 when statement $r(a, \gamma)$ were obtained for the exponential distribution using the MDF hypothesis test structure. That the implication $F(m T) \leq 1-\beta(m) \Rightarrow F(T) \leq 1-[\beta(m)]^{\frac{1}{2 n}}$ is valid when $X$ has the $W$ eibull distribution with $\theta \geq 1$ is seen as follows:

$$
\begin{aligned}
F(m T) & \leq 1-\beta(m) \Leftrightarrow 1-e^{-\lambda(m T)^{\theta}} \leq 1-\beta(m) \\
& \Leftrightarrow e^{-\lambda T^{\theta} m^{\theta}} \geq \beta(m) \Leftrightarrow e^{-\lambda T \theta} \geq[\beta(m)]^{\frac{1}{m^{\theta}}} \\
& \Leftrightarrow 1-e^{-\lambda T \theta} \leq 1-[\beta(m)]^{\frac{1}{m \theta}} \Leftrightarrow F(T) \\
& \leq 1-[\beta(m)]^{\frac{1}{m^{\theta}}}
\end{aligned}
$$

But $1-[\beta(m)]^{\frac{1}{n}{ }^{\delta}} \leq 1-[\beta(m)]^{\frac{1}{m}}$ since $\beta ;[0,1], m \leq 1$ and $\theta \geq 1$. Thus, if $X_{(1)} \geq m T$, where $\operatorname{Pr}\left(X_{(1)} \geq m T \mid H_{0}\right.$ is true $) \leq 1-\gamma$, the statement $r\left([\beta(m)]^{\bar{m}}, \gamma\right)$ may be concluded.

Example. In [2], Lieberman and Johns have presented a method for estimating reliability when the random variable involved has a Weibull distribution. Section 6 of [2] presents an illustrative example in which the reliability of a system for a mission of $T=40$ hours is estimated, with $\gamma=90$ confidence, on the basis of the following observations on the first five order statiatics: $X_{(1)}=50, X_{(2)}=75$, $X_{(3)}=125, X_{(4)}=250$ and $X_{(5)}=300$. The sample size used is 10 . Using the estimation method they derived, the authors conclude $x(.796, .90)$. Had the authors simply used binomial reliability tables [1], they would have concluded $r(.794 ., 90)$, aince no mission fallures occurred in 10 trials. By way of comparison, if one employed the MDF technique under the assumption that $f(x)$ is monotone increasing on $\left[0, \xi_{p}\right)$ for any $p \leq .20$, the conclusion would be $r(.835, .90)$, while if one were to utilize the MDF type technique adapted, as described, to the assumption that $X$ has the Weibull distribution with $\theta \geq 1$, the conclusion would be $(.832, .90)$. It should be noted that the estimating procedure of Lieberman and Johns does not involve any assumptions on the values of $\theta$, which at least partially explains the relatively small difference between their estimate and the binomial eatimate. The MDF technique becomes increasingly lesa accurate as an approximate method as $\theta$ approaches 0 . Therefore, caution should be used in applying the technique to a Weibull situation if it is suspected that $\theta$ is actually less than 1 .
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1. INTRODUCTION. It is well eatablished that the rellability of complex systems varies with time. Following a break-in and adjustment period during which minor deficiencies are corrected, a system is placed in service with an initial reliability $R_{0}$. Thereafter the reliability either
increases as further system deficiencies are corrected or it decreases as components deteriorate with age. In the life of some systems, there is an early period during which reliability increases, and a subsequent period of constant or decreasing reliability. Our attention in this paper is limited to models of monotone increasing and monotone decreasing reliability.

## 2. EXPONENTIAL MODELS.

Increasing Reliability. With $R(t)$ designating reliability at time $t$, a simple exponential model for increasing reliability may be expressed as

$$
\begin{equation*}
R(t)=1-\left(1-R_{o}\right) e^{-a t}, a \geq 0, t \geq 0 \tag{1}
\end{equation*}
$$

where $R_{0}$ and a are parameters to be estimated from sample data.
Decreasing Reliability. When reliability decreases with time, we consider the following relationship
(2)

$$
R(t)=R_{0} e^{-a t}, a \geq 0, t \geq 0
$$

where again $R_{0}$ and a are parameters to be estimated from sample
data.
3. MAXIMUM LIKELIHOOD ESTIMATION. Let $n_{i}$ specimens be tested at time $t_{i}$ and let $x_{i}$ designate the number of successes achieved ( $i=0,1, \ldots k$ ). Sample data resulting from a sequence of such tests then consist of the triples $\left(t_{0}, n_{0}, x_{0}\right),\left(t_{1}, n_{1}, x_{1}\right), \ldots\left(t_{k}, n_{k}, x_{k}\right)$. From these data, we must determine which model is appropriate (i.e.
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increasing or decreasing) and then estimate the parameters. Before examining the problem of choosing between morielm. we will tirgt concide: estimation in each model separately.

With the reliability $R\left(t_{i}\right)$ at time $t_{i}$ abbreviated to $R_{i}$, the likelihood function for our sample may be expressed as
(3)

$$
L\left[\left(n_{0}, x_{0}\right)_{1} \ldots\left(n_{k}, x_{k}\right)\right]=\prod_{i=0}^{k}\left(x_{i}^{n_{i}}\right) R_{i}^{x_{i}}\left(1-R_{i}\right)_{i}^{n_{i}-x_{i}} .
$$

Estimation in the Increasing Model. When $R_{i}$ is given by equation (1), we make this substitution in (3) to obtain

$$
L_{I}\left(R_{0}, a\right)=\prod_{i=0}^{k}\left(\begin{array}{l}
\left.n_{i}\right)\left[1-\left(1-R_{0}\right) e^{-a t_{i}} x_{i}\left[\left(1-R_{0}\right) e^{-a t_{i}} n_{i}-x_{i},\right.\right.  \tag{4}\\
x_{i}
\end{array}\right.
$$

where the aubscript indicates employment of the increasing model. On taking logarithms of (4) differentiating with respect to $R_{o}$ and $a$ in turn, we obtain
(5)

$$
\left\{\begin{array}{l}
\frac{\partial \ln L_{1}}{\partial R_{0}}=-\frac{\sum_{0}\left(n_{i}-x_{i}\right)}{1-R_{0}}+\sum_{0}^{k} \frac{x_{i} e^{-a t_{i}}}{1-\left(1-R_{0}\right) e^{-a t_{i}}} \\
\frac{\partial \ln L_{I}}{\partial a}=-\sum_{0}^{k} t_{i}\left(n_{i}-x_{i}\right)+\left(1-R_{0}\right) \\
\frac{k}{\Sigma} \frac{t_{i} x_{i} e^{-a t_{i}}}{1-\left(1-R_{0}\right) e^{-a t_{i}}}
\end{array} .\right.
$$

On setting these equations equal to zero and simplifying, estimating equations in the case of increasing reliability become
(6)

$$
\left\{\begin{array}{l}
\left(1-F_{0}\right) \sum_{0}^{k} \frac{x_{i} e^{-a t_{i}}}{1-\left(1-R_{0}\right) e^{-a t_{i}}}=\sum_{0}^{k}\left(n_{i}-x_{i}\right), \\
\left(1-R_{0}\right) \sum_{0}^{k} \frac{t_{i} x_{i} e^{-a t_{i}}}{1-\left(1-R_{0}\right) e^{-a t_{i}}}=\sum_{0}^{k} t_{i}\left(n_{i}-x_{i}\right) .
\end{array}\right.
$$

When (1) is the appropriate model, the required astimates $\hat{\mathbf{R}}_{0}$ and a can be found by simultaneously aolving (6) using standard iterative techniques. Should the value $a$ thereby obtained from some given sample turn out to be negative, this suggests that the increasing model is inappropriate and that we should either set $\hat{\alpha}=0$ or investigate the decreasing model of equation (2).

Estimation in the Decreasing Model. When $R_{i}$ is given by equation (2), we make this substitution in (3) and thereby obtain

$$
\begin{equation*}
L_{D}\left(R_{0}, a\right)=\prod_{i=0}^{k}\left(x_{i}^{n_{i}}\right)\left(R_{0} e^{\left.-a t_{i}\right)_{i}}\left(1-R_{0} e^{-a t_{i}}\right)^{n_{i}-x_{i}},\right. \tag{7}
\end{equation*}
$$

where the subscript
(D)
indicates employment of the decreasing model.
On taking logarithms and differentiating, we have
(8)

$$
\left\{\begin{array}{l}
\frac{\partial \ln L_{D}}{\partial R_{0}}=\frac{\sum_{0}^{k} x_{i}}{R_{0}}-\sum_{0}^{\Sigma} \frac{\left(n_{i}-x_{i}\right) e^{-1 t_{i}}}{1-R_{0} e^{-a t_{i}}}, \\
\frac{\theta \ln L_{D}}{\partial a}=-\underset{0}{k} x_{i} t_{i}+R_{0} \frac{k}{\sum} \frac{t_{i}\left(n_{i}-x_{i}\right) e^{-a t_{i}}}{1-R_{0} e^{-a t_{i}}}
\end{array}\right.
$$

On equating the above partials to zero, the estimating equations become

When (2) is the appropriate model, the required estimatea $\mathbf{N}_{0}$ and A are found by simultaneously solving the two equations of (9). In this case, should the value $\hat{a}$ thereby obtained, turn out to be negative (an unacceptable result) this suggests that either we ahould set $\hat{\alpha}=0$ or that the increasing model of (1) should be employed.
4. CHOOSING THE MODEL. In many applications, a' priori considerations dictate which of the models considered here is appropriate. In others, the sample data will clearly indicate which model is to be preferred. In perhaps the majority of applications, the choice of the model will involve a more careful analysis of sample data, and the following procedure is suggested for choosing between the increasing reliability model of (1) and the decreasing reliability model of (2).

1. Solve equations (6) for tentative estimates of $R_{0}$ and a in the increasing reliability model. If the tentative estimate of a thus obtained is positive, accept both tentative estimates and designate them as $\hat{R}_{o I}$ and $\hat{a}_{I}$.
If the estimate of $a$ obtained from (6) is negative then accept as estimates $\hat{a}_{I}=0$ and $R_{O I}=$ $\sum_{i=0}^{k} x_{i} / n$ where $n=\sum_{i=0}^{k} n_{i}$.
2. Solve equations (9) for tentative estimates of $R_{0}$ and $a$ in the decreasing reliability model. If the tentative estimate of a from these equations is positive, then accept both tentative estimates from (9) and designate them as $\hat{R}_{O D}$ and $\hat{a}_{D}$. If the estimate of a obtained from (9) is negative, accept as estimates $\hat{a}_{D}=0$ and $\hat{R}_{o D}=\sum_{i=0}^{k} x_{i} / n$.
3. Calculate $\hat{L}_{I}=L_{I}\left(\hat{R}_{O I}, \hat{a}_{I}\right)$ and $\hat{L}_{D}=L_{D}\left(\hat{R}_{O D}, \hat{a}_{D}\right)$ using equations (4) and (7) respectively.
4. If $\hat{L}_{I}>\hat{L}_{D}$, choose the increasing reliability model; if $\hat{L}_{D}>\hat{L}_{I}$, choose the decreasing reliability model. Otherwise (if $\hat{L}_{I}=\hat{L}_{D}$ ), we employ the constant reliability model $R_{i}=R_{0}$ with $a=0$, and with $\hat{R}_{0}=\sum_{i=1}^{k} x_{i} / n$.
5. ASYMPTOTIC VARLANCES AND COVARIANCES OF ESTIMATES, The asymptotic variance -covariance matrix of the maximum likelihood estimates $\hat{R}_{0}$ and $\hat{a}$ is given as

$$
\left[\begin{array}{cc}
-E\left(\frac{\partial^{2} \ln L}{\partial R_{0}^{2}}\right) & -E\left(\frac{\partial^{2} \ln L}{\partial R_{0} \partial a}\right)  \tag{10}\\
-E\left(\frac{\partial^{2} \ln L}{\partial a \partial R_{0}}\right) & -E\left(\frac{\partial^{2} \ln L}{\partial a^{2}}\right)
\end{array}\right]^{-1}=\left[\begin{array}{l}
v\left(\hat{R}_{0}\right) \operatorname{Cov}\left(\hat{R}_{0}, \hat{a}\right) \\
\operatorname{Cov}\left(\hat{R}_{0}, \hat{a}\right) v(\hat{a})
\end{array}\right]
$$

where $E$ symbolizes expected values. In practice, satisfactory approximations can be obtained by replacing expected values of the partials with their actual values calculated using $R_{0}=\hat{R}_{0}$ and $a=\hat{a}$. The required second partials follow from further differentiation of (5) and (8) in turn. These results are given below.

For Increasing Reliability.
(11)
(11)

$$
\begin{aligned}
& \left(\frac{\partial^{2} \ln L_{i}}{\partial R_{0}^{2}}=-\sum_{0}^{k} \frac{\left(n_{i}-x_{i}\right)}{\left(1-R_{0}\right)^{2}}-\sum_{0}^{k} \frac{x_{i} e^{-2 a t_{i}}}{\left[1-\left(1-R_{0}\right) e^{-a t_{i}}\right]^{2}},\right. \\
& \left\{\begin{array}{l}
\frac{\theta^{2} \ln L_{1}}{\partial R_{0} \partial a}=\frac{\theta^{2} \ln L_{L}}{\partial a \partial R_{0}}=-\sum_{0}^{k} \frac{x_{i} t_{i} e^{-a t_{i}}}{\left[1-\left(1-R_{0}\right) e^{-a t_{i}}\right]^{2}} \\
\frac{\theta^{2} \ln L_{I}}{\partial a^{2}}=-\left(1-R_{0}\right) \sum_{0}^{k} \frac{t_{1}^{2} x_{i} e^{-a t_{i}}}{\left[1-\left(1-R_{0}\right) e^{-a t_{i}}\right]^{2}}
\end{array},\right.
\end{aligned}
$$

For Decrea, ing Reliability.
(12)

$$
\left\{\begin{array}{l}
\frac{0^{2} \operatorname{lin}^{2} D}{\partial R_{0}^{2}}=-\frac{k}{\Sigma} x_{i} / R_{0}^{2}-\sum_{0}^{k} \frac{\left(n_{i}-z_{i}\right) e^{-2 a t_{i}}}{\left(1-R_{0} e^{-a t_{i}}\right)^{2}}, \\
\frac{\partial^{2} \ln L_{D}}{\partial R_{0} \partial a}=\frac{\partial^{2} \ln L_{D}}{\partial a \partial R_{0}}=\sum_{0}^{k} \frac{k\left(n_{i}-x_{i}\right) t_{i} e^{-a t_{i}}}{\left(1-R_{0} e^{-a t_{i}}\right)^{2}}, \\
\frac{\partial^{2} \ln L_{D}}{\partial a^{2}}=R_{0} \sum_{0}^{k} \frac{t_{i}^{2}\left(n_{i}-x_{i}\right) e^{-a t_{i}}}{\left(1-R_{0} e^{-a t_{i}}\right)^{2}}
\end{array},\right.
$$

Although asymptotic variances and covariances might be misleading for small samples, they should closely approximate the true variances for small samples, they should closely approximate the true variances
and covariances for moderate size samples; i. e. for $n=\sum_{1}^{k} n_{i}$ in excess
of

The variance of $\hat{R}_{i}$ which is of course a function of $\hat{R}_{0}$ and $\hat{d}$, can be approximated by employing a theorem of Cramér [1] which enables us to write

$$
\begin{equation*}
v\left(\hat{R}_{i}\right) \doteq\left(\frac{\partial^{R_{i}}}{\partial R_{0}}\right)^{2} v\left(\hat{R}_{0}\right)+2\left(\frac{\partial^{R_{i}}}{\partial R_{0}}\right)\left(\frac{\theta R_{i}}{\partial a}\right) \operatorname{Cov}\left(\hat{R}_{0}, \hat{a}\right)+\left(\frac{\partial^{R_{i}}}{\partial a}\right)^{2} v(\hat{a}) \tag{13}
\end{equation*}
$$

For the increasing reliability model, it follows from equation (1) that

$$
\frac{\partial R_{i}}{\partial R_{0}}=e^{-a t_{i}} \text { and } \frac{\partial R_{i}}{\partial a}=t_{i}\left(1-R_{0}\right) e^{-a t_{i}}
$$

Accordingly, in this case, we have

$$
\begin{equation*}
v\left(\hat{R}_{i}\right) \dot{=} e^{-2 \hat{A} t_{i}}\left[v\left(\hat{R}_{0}\right)+2\left(1-\hat{R}_{0}\right) t_{i} \operatorname{Cov}\left(\hat{R}_{0}, \hat{a}\right)+\left(1 \ldots \hat{R}_{0}\right)^{2} t_{i}^{2} v(\hat{a})\right] . \tag{14}
\end{equation*}
$$

For the decreasing reliability model, it follow from equation (2) that

$$
\frac{\partial^{R_{i}}}{\partial R_{0}}=e^{-a} t_{i}, \text { and } \frac{\partial^{R_{i}}}{\partial a}=-t_{i} R_{0} e^{-a t_{i}}
$$

In this case $V\left(R_{i}\right)$ becomes

$$
\begin{equation*}
v\left(\hat{R}_{i}\right) \doteq e^{-2 \hat{A} t_{i}}\left[v\left(\hat{R}_{0}\right)-2 \hat{R}_{0} t_{i} \operatorname{Cov}\left(\hat{R}_{0} \hat{a}\right)+\hat{R}_{0}^{2}{ }_{t}^{2} v(\hat{a})\right] . \tag{15}
\end{equation*}
$$

6. ILLUSTRATIVE EXAMPLES. In order to illustrate the practical application of results of this inve atigation, let us consider simulated test data on two complex syatems, one with increasing reliability and the other with decreasing reliability.

Example 1. Increasing Reliability. Following are results of the initial and four subsequent testa conducted on this system.

| $t_{i}$ | (time periods) | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n_{i}$ | (number tested) | 20 | 10 | 5 | 5 | 5 |
| $x_{i}$ | (number successes) | 13 | 8 | 5 | 4 | 5 |
| $x_{i} / n_{i}$ (success ratio) | 0.65 | 0.80 | 1.00 | 0.80 | 1.00 |  |

Summarizing, we have $n=\sum_{0}^{4} n_{i}=45, \sum_{0}^{4} x_{i}=35, \sum_{0}^{4} t_{i} x_{i}=50$, $\sum_{0}^{4}\left(n_{i}-x_{i}\right)=10$, and $\sum_{0}^{4} t_{i}\left(n_{i}-x_{i}\right)=5$. Our problem now is to aubstitute these values into (b) and solve for the required estimates $\hat{R}_{0}$ and $\hat{a}$. Any atandard iterative method might be employed for this purpose, but the following procedure seems relatively straightforward and hould be generally satisfactory.

As an initial approximation, $R_{\rho}^{(0)}$, we select the initial success ratio $x_{0} / n_{0}=0.65$, and as an initial approximation to $R_{1}$, the success

$0.80=1-(1-0.65) e^{-a}$, and it follows that

$$
e^{-a}=\frac{1-0.80}{0.35}=0.57143
$$

Reading from a saple of exponential functions, we have as an initial approximation, $a(0)=0.56$. The superscripts serve to indicate the
 0.55 respectively in the two equations of (6) and solve these in turn for $R_{0}$. We of course are seeking a value of a such that the two values of $R_{0}$ thus obtained are identical. Following is a summary of the se results including interpolation to obtain new approximations $a^{(1)}$ and $R_{0}^{(1)}$.

| $a$ | $R_{0}$from 1st. Eq. <br> of (6) | $R_{0}$from 2nd Eq, <br> of (6) | Difference |
| :---: | :---: | :---: | :---: |
| 0.500 | 0.662 | 0.685 | -0.023 |
| $\frac{0.543}{0.550}$ | $\frac{0.656}{0.655}$ | $\frac{0.656}{0.651}$ | $\frac{0}{+0.004}$ |

As new approximations, we have $a^{(1)}=0.543$ and $R_{0}^{(1)}=0.656$.
We now elect to seek further improvement through Newton's method which is based on Taylor series expansions of the estimating equations about a point in the vicinity of their simultaneous solution. Let $h$ and $k$ designate corrections to be determined by the iteration process so that $\hat{R}_{0}=R_{0}^{(1)}+h$ and $\hat{a}=a^{(1)}+k$. Using Taylor's theorem and neglecting terms containing powers of $h$ and $k$ above the first, we have as correction equations

$$
\begin{aligned}
& h \frac{\partial^{2} \ln L_{I}}{\partial R_{0}^{2}}+k \frac{\partial^{2} \ln L_{I}}{\partial R_{0} \partial a}=-\frac{\partial^{\ln L_{I}}}{\partial R_{0}}, \\
& h \frac{\partial^{2} \ln L_{I}}{\partial R_{0} \partial a}+k \frac{\partial^{2} \ln L_{I}}{\partial a^{2}}=-\frac{\partial^{\ln L_{I}}}{\partial a}
\end{aligned}
$$

which are to be solved simultaneously for $h$ and $k$.
Using (5) and (11) we evaluate the partials in these equations at the point $R_{0}=0.656, a=0.543$, and the correction equations become

$$
\begin{aligned}
& -119.9088 h-16.7561 k=0.0998 \\
& -16.7561 h-11.6602 k=0.0038
\end{aligned}
$$

Solving, we have $h=-0.00098$ and $k=0.00109$. Thus the final estimates become

$$
\begin{aligned}
& \hat{R}_{0}=0.656-0.00098=0.6550 \\
& \hat{a}=0.543+0.00109=0.5441
\end{aligned}
$$

Af verification of the accuracy of these final estimates, they were mubstituted into the first partials of (5) with results as follows:

$$
\left.\frac{\theta^{\ln L} I}{\partial R_{0}}\right|_{R_{0}=0.6550}=0.001,\left.\quad \frac{\theta^{\ln L} I}{\partial a}\right|_{a=0.5441}=\begin{aligned}
& R_{0}=0.6550 \\
& a=0.5441
\end{aligned}=0.001 .
$$

Values of zero would have indicated perfect agreement. The small values obtained here are considered satisfactory and no further iterations are deemed necessary.

Rather than employing the intermediate interpolative procedure, we might have moved directly from the initial approximations to the Newton method. In that case, of course, one or more additional cycles of the Newton iteration might have been required to reach the same final results as those obtained here.

Using vaiues of the second partials employed as coefficients in the correction equations, the variance-covariance matrix of (10) is approximated as

$$
\left[\begin{array}{rr}
119.9088 & 16.7561 \\
16.7561 & 11.6602
\end{array}\right]^{-1}=\left[\begin{array}{rr}
0.0104 & -0.0150 \\
-0.0150 & 0.1073
\end{array}\right]
$$

Accordingly we have

$$
v\left(\hat{R}_{o}\right) \doteq 0.0104, \quad v(\hat{a}) \doteq 0.1073, \quad \operatorname{Cov}\left(\hat{R}_{o}, \hat{a}\right) \doteq-0.0150 .
$$

Using these values in equation (14) we calculate $V\left(\hat{R}_{i}\right)$ at times $t_{i}=0,1,2,3$ and 4 . We also calculate the predicted values of $R_{i}$ (i.e. $\hat{R}_{i}$ ) at these times using equation ( 1 ) with $a=\hat{a}=0.5441$ and $R_{o}=\hat{R}_{0}=0.6550$. These results are displayed below along with actual succes ratios for comparison.

| $i_{i}$ | $\hat{v}$ | $i$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{i} / n_{i}$ | 0.65 | 0.80 | 1.00 | 0.80 | 1.00 |
| $\hat{R}_{i}$ | 0.6550 | 0.7998 | 0.8838 | 0.9326 | 0.9609 |
| $v\left(\hat{R}_{i}\right)$ | 0.0104 | 0.0043 | 0.0046 | 0.0036 | 0.0022 |

An attempt to fit the decreasing model of (2) to these data resulted in a value $a<0$ as a solution of (9). We were thus led to estimates $\hat{a}_{D}=0$ and $\hat{R}_{o D}=\sum_{i=0}^{4} x_{i} / n=0.7778$. Using the se estimates in (7), we calculate $i=0 \hat{L}_{D}=0.0008$, whereas using the estimates $\hat{a}_{1}=0.1472$ and $\hat{R}_{O I}=0.6074$ in equation (4), which applies when the increasing model of (1) is employed, we calculate $\hat{L}_{I}=0.005$. Since $\hat{\mathrm{L}}_{\mathrm{I}}>\hat{\mathrm{L}}_{\mathrm{D}}$, our choice of the increasing reliability model of $(1)$ in this instance is verified as being correct.

Mlustrative Example 2. Decreasing Reliability. Following are test data on a system in which reliability is decreasing with time.

| $t_{i}$ | (Time periods) | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| $n_{i}$ | (Number Tested) | 20 | 5 | 5 | 5 | 3 |
| $x_{i}$ | (Number Successes) | 12 | 3 | 2 | 2 | 1 |
| $x_{i} / n_{i}$ | (Success Ratio) | 60 | .60 | .40 | .40 | .33 |

Summarizing, we have $n=\Sigma_{1}^{4} n_{i}=38, \Sigma_{1}^{4} x_{i}=20, \Sigma_{1}^{4} t_{i} x_{i}=17$, $\Sigma_{1}^{4}\left(n_{i}-x_{i}\right)=18$, and $\Sigma_{1}^{4} t_{i}\left(n-x_{i}\right)=25$. Proceeding to solve equations (9) using these data, we again select as an initial approximation to $R_{0}$, the initial success ratio. Thus we have $R_{0}^{(0)}=0.60$. The initial approximation to a comes from a free-hand curve through the points on a plot of the success ratios versus time as $a^{(0)}=0.12$.

This time, we skip the intermediate approximations as used in the first illustration and proceed immediately to the Newton method. At the end of one cycle, we have as improved approximations

$$
R_{0}^{(1)}=0.605 \text { and } a^{(1)}=0.145
$$

With the partials of (8) and (11) evaluated for $R_{i}=0.605$ and $a=0.145$, the correction equations become
$-122.9348 h+48.5840 k=-0.1886$,
$48.5840 h=76.0959 k=-0.0496$.
On solving, we find

$$
h=0.0024 \text { and } k=0.0022
$$

and as final estimates (or new approximations) we have

$$
\begin{aligned}
& \hat{\mathbf{R}}_{0}=0.6050+.0024=0.6074 \\
& \hat{\mathbf{a}}=0.1450+.0022=0.1472 .
\end{aligned}
$$

These values are substituted into the first partials of (8) with the following resulte

$$
\left.\frac{\partial \ln L_{D}}{\partial R_{0}}\right|_{\begin{array}{l}
R_{0}=0.6074 \\
a=0.1472
\end{array}}=-0.0001,\left.\quad \frac{\partial \ln L_{D}}{\partial a}\right|_{R_{0}=0.6074}=-0.0012 .
$$

These values are considered to be sufficiently close to zero to justify acceptance of $\hat{R}_{0}=0.6074$ and $\hat{a}=0.1472$ as final estimates, and no further iterations were made.

As in illustration 1 , the variance-covariance matrix of $\hat{\mathbf{R}}$

## and $a$

 is approximated uning coefficients of the correction equations. Thus we have$\left[\begin{array}{lr}122.9348 & -48.5840 \\ -48.5840 & 76.0959\end{array}\right]^{-1}=\left[\begin{array}{ll}0.0109 & 0.0069 \\ 0.0069 & 0.0176\end{array}\right]$.

Accordingly for this example, we have $V\left(\widehat{R}_{o}\right) \doteq 0.0109, v(\hat{a}) \doteq 0.0176$, and $\operatorname{Cov}\left(\hat{R}_{0}, \hat{a}\right)=0.0069$. The variance of $\hat{R}_{i}$ at $t_{i}=0,1,2,3$ and 4 is computed from (15) and the predicted (estimated) values of $R_{i}$
(designated $\hat{R}_{i}$ ) for these same time values are computed from (2). These results along with the success ratios are displayed below.

| $t_{i}$ | 0 | 1 | 2 | 3 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{i} / n_{i}$ | 0.60 | 0.60 | 0.40 | 0.40 | 0.33 |
| $\hat{R}_{i}$ | 0.6024 | 0.5246 | 0.4525 | 0.3906 | 0.3371 |
| $v\left(\hat{R}_{i}\right)$ | 0.0109 | 0.0069 | 0.0112 | 0.0183 | 0.0250 |

An attempt to fit the increasing model of (1) to the data for this example resulted in a value $a<0$ as a solution of (6) and we were thus led to $\hat{a}_{I}=0$ and $\hat{R}_{o I}=\sum_{i=0}^{4} x_{i} / n=0.5263$. Using these estimates in (4), we calculate $\hat{L}_{I}=0.001$, whereas using the estimates $\hat{a}_{D}=0.1472$ and $\hat{R}_{o D}=0.6072$ in (7), we calculate $\hat{L}_{D}=0.002$. Thus with $\hat{L}_{D}>\hat{L}_{I}$ for these data, the decreasing model of (2) is the proper choice.
7. SOME CONCLUDING REMARKS. Although questions relating to how many tests should be conducted and when they should be scheduled, have not been formally examined here, they are not to be dismissed as being unimportant. When tests are destructive and the cost is great, there is considerable pressure to limit their number. Considerations having little to do with statistics or probability often dictate that a rather large proportion of available test specimens be expended in the initial tests. Such allocation, of course, limits the number available for subsequent testing. Further studies in this area to determine optimum test designs are still in progress.

When this investigation was begun, it was intended to consider not only the exponential models, but also the hyperbolic model

$$
R(t)=R_{\infty}+\frac{R_{0}-R_{\infty}}{a t+1} ; t \geq 0 \text {, where } 0 \leq R_{0} \leq 1 \text {, }
$$

$0 \leq R_{\infty} \leq 1$, and $a>0$. As in the exponential models, $R_{0}$ is the initial probability at time $t=0 . \quad R \infty$ is the final or ultimately attainable reliability; i.e. $\operatorname{Lim} R(t)=R \infty$. In this model, reliability is increasing $t \rightarrow \infty$
or decreasing with time depending on whether $R_{\infty}>R_{0}$ or $R_{\infty}<R_{0}$.

A special case of the hyperbolic model with $a=1$ and $R_{\infty}>R_{o}$ has been considered by Lloyd and Lipow [2].

Procedurea similar to those employed in this paper can be used to estimate parameterim $\alpha, R_{o}$, and $R_{\infty}$ in the general case, but in view of the length that the present paper has already attained, further consideration of this model is being temporarily deferred.
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# ESTIMATION OF TIME FUZE CHARACTERISTICS BY NON-LINEAR REGRESSION METHODS 

Weldon F. Willoughby<br>U. S. Army Ballistic Research Laboratories Aberdeen Proving Ground, Maryland

INTRODUCTION. Ballistic tests of mechanical time fuzes provided data which indicated that the biases in functioning time (i.e., the differences in the running time and the set time) for a given time setting were relatively large and widely dispersed when the firing e were conducted at low temperatures. For the firings conducted at higher temperatures, the blases decreased in magnitude and became more uniform as the temperature increased. Since, in the past, the bias in functioning time of mechanical time fuzes assembled to artillery projectiles had been expressed implicitly in the firing tables as a function of set time alone, an investigation was conducted to determine the dependence of fuze bias on temperature as well as set time. In addition, it was desired to find an equation expressing the relationship between fuze bias, temperature and set time which could be programmed for use on the Field Artillery Digital Automatic Computer (FADAC).

Plots of the blas in fuze functioning time versus set time for constant temperatures indicated that the two variables were linearly related. On the other hand, plots of fuze bias versus temperature for constant time settings resembled single branches of rectangular hyperbolas, indicating a nonlinear relationship between bias and temperature.

From these indications, and after trying several models, a candidate model equation containing two linear parameters and one nonlinear parameter was assumed to adequately describe the relationship among fuze bias, the dependent variable, and temperature and set time, the two independent variables. In the model, it was assumed that only the biases were affected by errors of measurement.

As is well known (see [2] and [8], etc.), the method of least squares, which is the method most often used in regression problems, may be used to estimate the parameters of functional relationships among eets of experimental data whenever it can be assumed that:
(a) the dependent variable, $Y$, is related to known levels of a set of independent variables, $X_{1}, X_{2}, \ldots X_{k}$, by a relationship of the form

$$
\begin{equation*}
Y=\beta_{1} X_{1}+\beta_{2} X_{2}+\ldots+\beta_{k} X_{k}+ \tag{1}
\end{equation*}
$$

where the $\beta_{i}(i=1,2, \ldots, k)$ are unknown parameters and is the error in the observed value of the dependent variable, and
(b) the errors in the observed values of the dependent variable are independent and randomly distributed with zero mean and a common variance. (In addition, if valid statistical tests of significance are to be nade, it is also necessary to assume that the errors are normally divt (:ibuted.)

However, when the functional relationship among the variables cannot be expressed as a linear combination of the unknown parametere as in (1), the usual procedures for estimation by the method of least squares are not directly applicable. Several procedures are available (see [3] , [4] , [6] , and [7]) for estimating the parameters of nonlinear functions. These procedures generally employ a transformation of the function into a linear form either by a change of variables or by an approximation based on a Taylor's series expansion under the assumption that the function is locally linear. In connection with the latter, the approximating procedures require iterative processes to converge to solutions and the advent of high speed computers has greatly facilitated the solution of nonlinear regression problems by these methods.

For this problem, the model equation was assumed to be of the form

$$
Y_{i j k}=\frac{\beta_{1}+\beta_{2} \mathbf{x}_{2 j}}{\mathbf{X}_{2 j}+\boldsymbol{\beta}_{3}} X_{1 i}+c_{i j k}
$$

(2)

$$
=\frac{\beta_{1} x_{l i}}{x_{2 j}+\beta_{3}}+\frac{\beta_{2} x_{1 i} x_{2 j}}{x_{2 j}+\beta_{3}}+c_{i j k}
$$

where $Y_{i j k}$ is the observed fuze bias at time setting $X_{1 i}$ and temperature $X_{2 j}$ and ${ }_{i j k k}$ is a random error with zero expectation. Assuming this model equation, the regression function to be fitted $1 s$

$$
\mu=E\left(Y_{i j k}\right)=\frac{\beta_{1}+\beta_{2} X_{2 j}}{X_{2 j}+\beta_{3}} X_{1 i}
$$

$$
\begin{equation*}
=\frac{\beta_{1} x_{1 i}}{x_{2 j}+\beta_{3}}+\frac{\beta_{2} x_{1 i} x_{2 j}}{x_{2 j}+\beta_{3}} \tag{3}
\end{equation*}
$$

It can be seen by inspection of the first form of (3) that, for a constant temperature ( $X_{2 j}$ is constant), the regression function represents a straight line passing through the origin (zero set time and zero bias) and for a constant time setting ( $X_{1 i}$ is constant), the regression function represents a rectangular hyperbola with vertical and horizontal asymptotes.

The function given in (3) was fitted to sets of data obtained from ballistic functioning tests of the mechanical time fuze. Least squares estimates of the three parameters were determined first by an iterative process (after linearizing the function) which exploited the facility and speed of computation of the Ballistic Reaearch Laboratories Electronic Scientific Computer (BRLESC) in scanning the parameter space. Then, as a check on the results obtained by this procedure, least squares estimates were also obtained by the Hartley [5] modification of the GaussNewton iteration which in theory has the highly desirable property of guaranteed convergence to estimates yielding the absolute minimum sum of squares of residuals provided the initial estimates of the parameters are in the neighborhood of the final values.

In order to obtain approximate confidence intervals about the individual parameters, as estimate of the variance-covariance matrix of the least squares estimates was obtained using the Fisher information matrix described by Rao [9]. The confidence intervals were constructed by the procedure described by Stone in his discussions on the paper by Beale in [1].

THE SCANNING PROCESS. To determine estimates of the unknown parameters by the scanning process, the regression function was linearized by substituting an initial estimate of the nonlinear parameter $\beta_{3}$. The two linear parameters, $\beta_{1}$ and $\beta_{2}$, were then estimated by the usual least squares procedure. The sum of squares of residuals was computed using the three estimates of the parameters. In the next iteration, the initial estimate of $\beta_{3}$ was changed by some small increment and new estimates of $\beta_{1}$ and $\beta_{2}$ were determined as before. Again, the sum of squares of residuals, using the new estimates, were computed. The process was repeated until a minimum sum of squares of residuals over a rather large range of estimates of $B_{3}$ was obtained. The estimates of the parameters which gave the minimum were considered to be the least squares estimates.

If $\beta_{3}^{3}$, the value of $\beta_{3}$ which gives the minimum sum of squares of residuals, is substituted in (3), the denominator of each of the terms could be considered to be of the form

$$
\begin{equation*}
X_{2 j}^{*}=X_{2 j}+\beta_{3}^{*} \tag{4}
\end{equation*}
$$

Now, let
(5)

$$
t_{11}=\frac{X_{1 i}}{X_{2 j}^{*}} ; \quad t_{2 j}=X_{2 j}
$$

Then (3) can be written as

$$
\begin{equation*}
\mu=E\left(Y_{i j k}\right)=\beta_{1} t_{11}+\beta_{2} t_{11} t_{2 j} \tag{6}
\end{equation*}
$$

which is linear in $\beta_{1}$ and $\beta_{2}$. Least squares estimates of $\beta_{1}$ and $\beta_{2}$, for the given value of $\beta_{3}^{* / 3}$, may be obtained by solution of the normal equations resulting from minimizing the sum of squares of residuals

$$
\begin{equation*}
Q(\beta)=\sum_{i j k}\left\{Y_{i j k}-\left(\beta_{1} t_{l i}+\beta_{2} t_{l i} t_{2 j}\right)\right\}^{2} \tag{7}
\end{equation*}
$$

with respect to $\beta_{1}$ and $\beta_{2}$, when the errors in the $Y_{i j k}$ are independent and distributed with mean zero and constant variance $\sigma^{2}$. On the other hand, when the errors in the $Y_{i j k}$ have different precision, i.e., the variance of errors in $Y_{i j k}$ is not constani, the sum of squares of residuals to be minimized is of the form

$$
\begin{equation*}
Q(\beta)=\sum_{i j k} \omega_{i j j}\left\{Y_{i j k}-\left(\beta_{1} t_{l i}+\beta_{2} t_{1 i} t_{2 j}\right)\right\}^{2} \tag{8}
\end{equation*}
$$

where the $\omega_{i j}$ are relative weights of the $Y_{i j k}$ which make the quantities

$$
\begin{equation*}
Y_{i j k}^{*:}=\sqrt{\psi_{j}} \quad Y_{i j k} \tag{9}
\end{equation*}
$$

have a common variance. (In the case of homogeneous variances, the relative weights, $\omega_{i j}=1$.) Thus, a predicted value of $Y$ may be determined from the equation

$$
\hat{Y}_{i j}=\hat{\beta}_{1} t_{1 i}+\hat{\beta}_{2} t_{1 i} t_{2 j}
$$

$$
\begin{equation*}
=\frac{\hat{\beta}_{1} x_{1 i}}{x_{2 j}+\beta_{3}^{\pi}}+\frac{\hat{\beta}_{2} x_{1 i} x_{2 j}}{x_{2 j}+\beta_{3}^{*}} \tag{10}
\end{equation*}
$$

The atandard error of estimate is given by the expression

$$
\begin{equation*}
\hat{\sigma}=\sqrt{\frac{1}{n-3} \sum_{i j k} \omega_{i j}\left\{Y_{i j k}-\left(\hat{\beta}_{1} t_{1 i}+\hat{\beta}_{2} t_{1 i} t_{2 j}\right)\right\}^{2}} . \tag{11}
\end{equation*}
$$

In the process of determining the prediction, it was noted in the examination of the data that the dispersions of the observed biases varied considerably from temperature to temperature and to some degree from time setting to time setting. As previouly stated, a necessary assumption for the application of the least squares method is that the variances of the errors in the $Y_{i j k}$ be constant. Therefore, it was necessary to perform a transformation of the biases to remove ths effect of heterogenous variances at the various temperatures and time settings. A suitable transformation found in [8] is to let

$$
\begin{equation*}
Y_{i j k}^{\prime}=\frac{Y_{i j k}}{v_{i j}} \tag{12}
\end{equation*}
$$

where $Y_{i j k}$ is the $k^{\text {th }}$ observed bias and $\sigma_{i j}$ is the standard deviation of the biases at the $4^{\text {th }}$ set time and $j^{\text {th }}$ temperature. The transformed variates, $Y_{i j k}^{\prime}$, have the property that their variances equal one. That is.

$$
\operatorname{Var}\left(Y_{i j k}^{\prime}\right)=E\left[Y_{i j k}^{\prime}-E\left(Y_{i j k}^{\prime}\right)\right]^{2}=E\left[\frac{Y_{i j k}}{\sigma_{i j}}-E\left(\left.\frac{Y_{i j k}}{\sigma_{i j}} \right\rvert\,\right]^{2}\right.
$$

$$
\begin{equation*}
=\frac{1}{\sigma_{i j}} E\left[Y_{i j k}-E\left(Y_{i j k}\right)\right]^{2}=\frac{\sigma_{i j}^{2}}{\sigma_{i j}^{2}}=1 . \tag{13}
\end{equation*}
$$

Since the true variances of the biases were not known, the reciprocal of the sample variances were used as the relative weighting, factors, $\omega_{i j}$

In order to cover the range of feasible values of $\beta_{3}$, the estimates of this parameter used in the determination ranged from $-10,000$ to $+10,000$. This range was acanned first at intervals of $100,10,1,0,1$, and 0.01 until the value of $\beta_{3}$ was found which gave the amallest sum of squares of realduals. In each iteration of the process, least squares estimater of $\beta_{1}$ and $\beta_{2}$ corresponding to the estimate of $\beta_{3}$ were computed, plote of the error foot mean quares (in the subrange indleating minimum sum of squares of robiduale) obtained in each iteration veraus the estimated values of $\beta_{3}$ are given in Figure 1, for the three zones of fire. (A smooth curve has been drawn through the points.) Table I gives the least squarer eatimates of the regression parameters and the sum of squares of residuals for the three zones of fire.

THE HARTLEY MODIFICATION OF THE GAUSS-NEWTON ITERATION. The Hartley modification of the Gaus-Newton Iteration initlally requires the expansion of the regresion function in a multiple firat oxder Taylor's series about initial estimates of the parameters, $\tilde{\beta}_{1}, \tilde{\beta}_{2}$ and $\tilde{\beta}_{3}$, obtaining an expresaion of the form

$$
Y=f\left(X_{1}, X_{2} ; \tilde{\beta}_{1}+\Delta \beta_{1}, \tilde{\beta}_{2}+\Delta \beta_{2}, \tilde{\beta}_{3}+\Delta \beta_{3}\right)
$$

$$
\begin{equation*}
\approx f\left(X_{1}, x_{2} ; \tilde{\beta}_{1}, \tilde{\beta}_{2}, \tilde{\beta}_{3}\right)+\sum_{i=1}^{3} \frac{\partial i}{\partial \beta_{1}} \Delta \beta_{i} \tag{14}
\end{equation*}
$$

where the partial derivatives are evaluated at $\beta_{i}=\tilde{\beta}_{i}(i=1,2,3)$ and the $\Delta \beta_{1}$ are corrections to the $\tilde{\beta}_{1}$ to be computed. This step is based on the assumption that the regression function is linear in the neighborhood of the eatimated valuen of the parametera. For convenience, (14) may be written as

$$
\begin{equation*}
Y=f \pi f_{0}+\sum_{i=1}^{3} f_{i} \Delta \beta_{i} . \tag{15}
\end{equation*}
$$

This expression is linear in the unknown corrections, $\Delta \beta_{1}$, and therefore, under the appropriate assumptions, the method of least aquares may be employed to estimate the corrections to the initial estimatea of the $\beta_{1}$. The normal equations are obtained by minimiaing the aum of aquares of reaiduale given by

$$
\begin{equation*}
Q\left(\tilde{\beta}_{1}, \tilde{\beta}_{2}, \tilde{\beta}_{3}\right)=\sum_{i j k} \omega_{i j}\left(Y_{i j k}-I_{n}-\sum_{i=1}^{3} f_{i} \Delta \beta_{i}\right)^{2} \tag{16}
\end{equation*}
$$

assuming at the $f_{i}$ are continuous over the range of values of the independent variables, $X_{1}$ and $X_{2}$.

Then, instead of applying the entire correction to the $\tilde{\beta}_{i}$ as is done In the Gauss-Newton lteration, a fraction $v$ of the correction is applied, where $v$ is determined as follows.

Consider the sum of sc̣ares of residuals to be a function of $v$ by defining it as

$$
\begin{equation*}
Q(v)=Q\left(\tilde{\beta}_{1}+v \Delta \beta_{1}, \tilde{\beta}_{2}+v \Delta \beta_{2}, \tilde{\beta}_{3}+\Delta \beta_{3}\right) v \leq v \leq 1 \tag{17}
\end{equation*}
$$

(The $\tilde{\beta}_{i}$, the initial estimates of the parameters and the $\Delta \beta_{i}$, the corrections to the estimates are known values, leaving only $v$ unknown.) The value of $v$ giving a minimum of $Q(v)$ is found by an approximate method by determining the level of $v$ at which the parabola passing through $Q(0), Q\left(\frac{1}{2}\right)$, and $Q$ (1) has a minimum. Using the Lagrange method, the parabola passing through these points can be written as

$$
\begin{equation*}
\Phi(v)=\left[2 Q(0)-4 Q\left(\frac{1}{2}\right)+2 Q(1)\right] v^{2}-\left[3 Q(0)+4 Q\left(\frac{1}{2}\right)-Q(1)\right] v+Q(0) \tag{18}
\end{equation*}
$$

After differentiating $\Phi(v)$ with respect to $v$ and setting the results equal to zero, the value of $v$ giving a minimum of $\Phi(v)$ is found to be

$$
\begin{equation*}
\min =\frac{3 Q(0)-4 Q\left(\frac{1}{2}\right)+Q(1)}{4\left[Q(0)-2 Q\left(\frac{1}{2}\right)+Q(1)\right]}=\frac{Q(0)-Q(1)}{4\left[Q(0)-2 Q\left(\frac{1}{2}\right)+Q(1)\right]}+\frac{1}{2} . \tag{19}
\end{equation*}
$$

Using this value of $v$, the new estimates of the $\beta_{i}$ to be used in computing the sum of squares of residuals and in the next iteration is computed from. the expression

$$
\begin{equation*}
\tilde{\beta}_{i}^{* *}=\tilde{\beta}_{i}+v_{\min } \Delta \beta_{i} \tag{20}
\end{equation*}
$$

The above procedure is repeated until the estimates yielding the minimum sum of squares of residuals is obtained.

As indicated in [5], in the event that the value of $v_{\text {min }}$ does not give a reduction in the sum of squares of residuals from one iteration to the next, the value oi $v$ yielding a minimum of $\Phi(v)$ in an interval of half the length should be used to conipute the new estimates.

Because the Hartley modification requires initial estimates that are in the neighborhood of those yielding the absolute minimum, and aince this procedure was to be used as a check, inftial eatimates of the parameters were selected in the neighborhood of the final estimates obtained in the scanning process. Table II gives the least squares estimates of the parameters of (3) ard the sum of squares of residuals obtained in the final iteration of the Hartley modification.

CONSTRUCTION OF CONFIDENCE INTERVALS. Another procedure, presented in [ 1 ], yields least squares estimates of the parameters as well as an estimate of the variance-covariance matrix of the least squares estimates, which can be used to construct approximate confidence intervals about the individual parameters. This procedure is based on the Fisher information matrix as described in [9].

Corrections to initial estimates, $\tilde{\beta}_{i}$, are derived by expanding the normal equations in Taylor's series about the initial estimates, obtaining expressions of the form

$$
\begin{equation*}
\frac{\partial Q(\beta)}{\partial \beta_{i}}=0 \simeq \frac{\partial Q(\beta)}{\partial \tilde{\beta}_{i}}+\underset{i=1}{\sum_{i}} \Delta \beta_{i} \frac{\partial^{2} Q(\beta)}{\partial \tilde{\beta}_{i} \partial \tilde{\beta}_{j}}, \quad(i=1,2,3) \tag{21}
\end{equation*}
$$

where $\Delta \beta_{i}=\beta_{i}-\tilde{\beta}_{i}$ and $Q(\beta)$ is the sum of squares of residuals. From this, the set of normal equations can be written in matrix notation as

$$
\begin{equation*}
V \Delta \beta=G \tag{22}
\end{equation*}
$$

where $V$ is the Fisher information matrix with elements

$$
\begin{equation*}
I^{i j}=-E \frac{\partial^{2} Q(\beta)}{\partial \beta_{i} \partial \beta_{j}}=-\frac{\partial^{2} Q(\beta)}{\partial \beta_{i} \partial \beta_{j}}, \quad(i, j=1,2,3) \tag{23}
\end{equation*}
$$

$\Delta \beta$ is a column vector with components $\Delta \beta_{i}$, and $2 G$ is a column vector with components $\frac{\theta Q(\beta)}{\partial \tilde{p}_{i}}$. Solution of $\{22\rangle$ yields the co'rrections which are to be applied to the initial entimates. to obtain eatimates to be used in the next iteration. That 48 ,

$$
\begin{equation*}
\Delta \beta=V^{-1} G \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta^{1}=\tilde{\beta}+\Delta \beta=\tilde{\beta}+V^{-1} G \tag{25}
\end{equation*}
$$

where $\beta^{l}$ is the vector of estimates to be used in the next iteration and $\widetilde{\beta}$ is the vector of initial estimates.

When the process has converged to the least squares estimates, the matrix $V^{-1} \hat{\sigma}^{2}$ is an approximation to the variance-covariance matrix of the least squares estimates. Using this approximation, it is possible to construct confidence intervals about the individual parameters such that

$$
p\left\{\begin{array}{l}
\hat{\beta}_{1}-\hat{\sigma} \sqrt{3 v^{l l} F_{a}(3, n-3)^{\circ}} \leq \beta_{1} \leq \hat{\beta}_{1}+\hat{\sigma} \sqrt{3 v^{I I} F_{a}(3, n-3)}  \tag{26}\\
\hat{\beta}_{2}-\hat{\sigma} \sqrt{3 v^{22} F_{a}(3, n-3)} \leq \beta_{2} \leq \hat{\beta}_{2}+\hat{\sigma} \sqrt{3 v^{22} F_{a}(3, n-3)} \\
\hat{\beta}_{3}-\hat{\sigma} \sqrt{3 v^{33} F_{a}(3, n-3)} \leq \beta_{3} \leq \hat{\beta}_{3}+\hat{\sigma} \sqrt{3 v^{33} F_{a}(3, n-3)}
\end{array}\right\} \geq 1-a
$$

where $V^{i i}(i=1,2,3)$ is the diagonal element of the $i^{\text {th }}$ row of $V^{-1}$, $F_{a}(3, n-3)$ is the a percentile of the $F$ distribution with 3 and $n-3$
degrees of freedom and

$$
\begin{equation*}
\hat{\sigma}=\sqrt{\frac{Q(\hat{\beta})}{n-3}} \tag{27}
\end{equation*}
$$

Ninety percent confidence interval estimates based on the estimates * obtained in the scanning process and those obtained by the Hartley modification are given in Table III. A combination of the Hartley modification and the procedure described in this section yielded aatimates that gave a slightly smaller sum of squares of residuals in each of the three zones.

Point estimates and $90 \%$ confidence interval estimates based on the combined procedure are given in Table IV.

DISCUSSION OF RESULTS. It can be seen by inspection ot Tables $i$ and II, which give the estimates obtained in fitting the regression function by the scanning procedure and by the Hartley modification of the Gausa-Newton int eration, that the resulte of the two procedures do not differ to any great degree. In general, the estimates of $\beta_{3}$ obtained by
the two processes differ more than the eatimates of the other two parameters, especially in Zone II. However, it is pointed out that the error root mean squares in the neighborhood of the apparent minimum are less sensitive to small (positive) changes in this estimate than in those for the other two parameters. This can be seen from Figure 1. In addition, in examination of the error root mean squares in the various iterations of the Hartley modification, it was noted that a difference of as much as four in the estimates of $\beta_{3}$ in the neighborhood of the minimum caused a change of only 0.01 in the error root mean squares.

Further examination of the estimates presented in Tables I and II reveals that for each zone, the estimates of $\beta_{2}$ are relatively amall in comparison to the estimates of $\beta_{1}$ and $\beta_{3}$. This may lead one to think that this parameter does not contribute significantly to the model and may be eliminated from consideration. In fact, tests of hypotheses based on the asaumption that the statistic

$$
\begin{equation*}
t=\frac{\hat{\beta}_{1}-0}{\hat{\sigma}_{\hat{\beta}}^{i}}=\frac{\hat{\beta}_{i}}{\hat{\sigma}^{2} v^{i i}} \tag{28}
\end{equation*}
$$

is distributed as "Student's" $t$ distribution, indicated that the hypothesis that $\beta_{2}=0$ would be accepted in Zones $I$ and IIw and the hypothesis that $\beta_{1}=0$ would be accepied in Zone III at the .05 level of significance. On the basis of these results, the model equations for the various zones could be as indicated below.

Zone
Model Equation

I \& II

$$
\begin{equation*}
\mathbf{Y}_{i ; i k}=\frac{\gamma_{1} X_{1 i}}{X_{2 j}+\gamma_{2}}+c_{i j k} \tag{29}
\end{equation*}
$$

III
$Y_{i j k}=\frac{\gamma_{1} X_{1 i} X_{2 j}}{X_{2 j}+\gamma_{2}}+\epsilon_{i j k}$
t

Each of the two model equations above have properties that are aimilar to those of the original model in that the regression functions determined from these models represent straight lines passing through the origin when $X_{2 f}$ is constant and rectangular hyperbolas with horizontal and vertical dsymptotes when $X_{1 i}$ is constant. These equations would be much more suitable for use on FADAC than the original model equations.

Figures 2, 3, and 4 give peropective sketches of the general shapea of the aurfaces reptesented by the eatimated regression functions. Sketchea of the constant temperature and constant set time contour lines are given in Figures 5, 6, and 7. To indicate how well the curves fit the data, Figures 8,9 and 10 give sketches of the constant set time curves (for selected time settings) with the data points plotted. Similar sketches for selected constant temperatures are given in Figures 11,12 , and 13.

It can be seen from the last two sets of sketches that the variability of the observed biases was relatively large at low temperatures for the giventime settings; however, there was little difference in the variability at the various time settings for a given temperature. It is also easy to see that the assumption that the effect of temperature on bias is relatively constant is not a bad assumption for temperatures slightly above zero degree Fahrenheit.

On the basis of the amount of information obtainable from the procedures discuseed in the foregone sections, it appears that the best procedure is a combination of the Hartley modification and the procedure utilizing the Fisher Information matrix. Point estimates of the ragression parameters and $90 \%$ confidence intervals obtained by this combined procedure are given in Table III. The combined procedure gave sums of squares of residuals that were slightly less than those obtained by either of the other two procedures, although, due to slightly larger estimates of the $\sigma_{\beta_{i}}$, the confidence intervals obtained for this method were generally longer than those for the other two procedures.
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table I

Estimates Using the Scanning Procedure

|  | No. Obs. <br> Zone | Estimates of Regression Parameters |  |  | Sum of Squares <br> Of Residuals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Considered |  | $\hat{\beta}_{2}$ | $\hat{\beta}_{3}$ | 15.0688 |  |
| I |  | 0.5604 | 0.0023 | 54.52 | 9.3593 |
| II | 96 | 0.6392 | -0.0021 | 64.83 | 38.0889 |

TABLE II

Estimates Using the Hartley Modification

|  | No. Obs. Considered | Estimates | Regressio | Parameters | Sum of Squares of Residuals |
| :---: | :---: | :---: | :---: | :---: | :---: |
| zone |  | $B_{1}$ | $\hat{B}_{2}$ | $\hat{B}_{3}$ |  |
| I | 171 | 0.5585 | 0.0023 | 54.31 | 15.0676 |
| II | 96 | 0.6644 | -0.0023 | 67.16 | 9.3068 |
| III | 217 | 0.0284 | -0.0056 | 50.67 | 37.8275 |

Ninety Percent Confidence Intervais about Regression Parameters

| Method of Estimation | Zone | No. of Observations Considered | $90 \%$ Confidence Limits on - |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\beta_{3}$ |  | $\mathrm{B}_{2}$ |  | ${ }_{3}$ |  |
|  |  |  | Lower <br> Limit | Upper Limit | Lower <br> Limit | Upper LImit | Lower <br> Limit | Upper <br> Limit |
| Scanning <br> Process | I | 171 | 0.3746 | 0.7462 | -0.0013 | 0.0059 | 45.46 | . 63.78 |
|  | II | 96 | 0.4029 | 0.8755 | -0.0073 | 0.0031. | 50.74 | 78.92 |
|  | III | 217 | -0.0476 | 0.0986 | -0.0083 | -0.0025 | 43.15 | 59.77 |
| Hartley Modification | I | 171 | 0.3792 | 0.7377 | -0.0012 | 0.0053 | 45.75 | 62.87 |
|  | II | 96 | 0.3944 | 0.9344 | -0.0078 | 0.0032 | 50.04 | 84.28 |
|  | III | 217 | -0.0349 | 0.0917 | -0.0078 | -0.0034 | 46.39 | 54.95 |

table IV
Point Estimates and $90 \%$ Confidence Interval Estimates*

|  |  |  | ${ }^{\boldsymbol{B}} 1$ |  |  | $\mathrm{s}_{2}$ |  |  | $B_{3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Zone | Cbservations Considered | Squares of Residuals | Point <br> Estimate | Lower <br> Limit | Upper <br> Limit | Point <br> Estimate | Lower <br> Limit | Upper <br> Limit | Point <br> Estimate | Lower <br> Limit | Upper <br> Ginit |
| 1 | 171 | 15.0185 | 0.6239 | c.6035 | 0.8443 | 0.0021 | -0.0017 | 0.0059 | 55.67. | 46.19 | 67.15 |
| II | 96 | 9.2150 | 0.6824 | 0.4001 | 0.9647 | -0.0010 | -0.0063 | 0.0043 | 66.03 | 48.64 | 83.42 |
| III | 217 | 36.9716 | 0.0510 | -0.0134 | 0.1154 | -0.0050 | -0.0072 | -0.0027 | 50.47 | 45.17 | 54.78 |

* Estimates presented in this Table were obtained by a combination of the procedures described in Sections II and III
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## OBSERVATIONS ON THE SELECTION OF PREDICTORS

H. L. Lucas and A. C. Linnerud North Cevolina State Unirezzaty at Raitigi

1. INTRODUCTION AND SUMMARY. Mant work on the seiection of predictors has been done in the context of the general linear model,

$$
\begin{equation*}
y=\left[\underline{x}_{1} \underline{x}_{2} \ldots x_{p} \underline{x}\right]\left[\beta_{1} \beta_{2}, \ldots \beta_{p} 1\right] \prime, \tag{1}
\end{equation*}
$$

where $y$ (obervations on the predictand), $x$ (observations on the ith predictor) and $!$ (random residuals) are alTn $n=1$ matrices, the $\beta_{i}$ (regreisaion coefficients) are scalars, and the prime mean transpose. For one class of practical situations it can be asoumed that observations have been made on all predictors that are relevant (corresponding $\beta^{\prime}$ s non-zero) and possibly on some that are not (corresponding $\beta$ 's zero). Given a set of data, the problem is to decide which one or more of the $2^{p}$ subsets of pradictors is or are likely to be the correct one. In the present study, attention has been confined mainly to selection of the single best candidate.

Three criteria of aelection, namely, the residual mean aquare (MS) the Mallow C-atatiatic (C) and a rnodification of the C-atatiatic (MC), have been studied to date. It was assumed that a set of data in a random sample from a population characterized by certain values of the $\beta_{i}$ and by the form and the parameter: of the joint diatribution of the $\underline{x}_{i}$ and $\underset{f}{ }$. The $\underline{x}_{i}$ were assumed to be measured without error. Performance was atudied in terme of the probability that a criterion leade to selection of the correct subset of predictors.

Since the mathematics has appeared to be intractable, a highopeed computer has been ued to atudy the problem empirically. So far, data have been obtained only on cases with $p=3$, the ${\underset{x}{i}}^{a}$ and $\underline{\text { jointly normally }}$ dietributed and

where $1(n \times 1)$ has element all $1, O(n \times 1)$ and $Q(n \times n)$ have element all zero, $I(n \times n)$ is an identity matrix and $\rho(1 \times 1)$ is the correlation between $\underline{x}_{2}$ and $\underline{x}_{3}$.

Using sample size $n=20,100-200$ samples were drawn for each of
 ( $0,1,2,3$ ) and magnitudes ( $1,2,5$ ) of non-zero elements. Although the resulta exhibited many qualitative and some quantitative features which were not unanticipated, the quantitative features were in general pleasantly surprising to the author. All three criteria were better for selecting the correct subset of predictors than was expected on the basis of some approximate and apparently naive preliminary considerations. This was particularly true for the cases, all $\beta^{\prime}$ s zero or the non-zero $\beta$ 's emall. For most situations studied, $C$ was superior to $M C$ and MC superior to MS. Exceptions occurred particularly when the magnitudes of $\beta_{1}$ and $\beta_{2}$ were small but both non-zero, and the correlation between $\underline{x}_{2}$ and $\underline{x}_{3}$ was. 95 . Exclusive of these exceptions, criterion C resulted in $57-100 \%$ selection of the correct subset of predictors, and MC and MS resulted in $30-100 \%$ correct choice. For the exceptions noted, however, good practical performance of the criteria was still obtained. The subset of predictors selected as best simply alternated between including $\underline{x}_{2}$ and $\underline{x}_{3}$ rather than both.

## 2. BACKGROUND.

### 2.1. General orientation:

There is a point which needs to be emphasized before focusing on the immediate setting of the results to be presented. It is this. Given a vector of observations on a predictand $\underline{u}$ and potential predictors ${\underset{z}{j}}^{j}(j=1,2, \ldots, \pi)$, one should consider any theory and reasonable supposition regarding the nature of relationship of $\underline{u}$ to the $z_{j}$. It is often not sensible to assume that $\underline{u}=y$ of (1) and that $z_{j}=\underline{x}_{i}$ of (1), although this is too often done. Rather, it may be proper to let $\underline{y}=\underline{\eta}(\underline{u})$ and $\underline{x}_{i}=\Phi_{i}\left(\underline{z}_{i}, \underline{z}_{2}, \ldots, \underline{z}_{\pi}\right)$. Consideration here will be confined to situations such that transformations of the observations on predictand and predictors permit expressio: of the relationship as in (1).

It will be assumed that a practical situation can be characterized by certain values of the $\beta_{i}$ and by the form and the parameters of the joint distribution of the ${\underset{x}{i}}$ and $\underset{\sim}{f}$. More .ecifically, it will be assumed to start that

A given set of data then represents a sample from the ${\underset{x}{i}}$, $\in$ population which, with the $\beta_{i}$, implies $y$.

The problem is to examine the performance of the aforementioned criteria for deciding on which of the $2^{p}$ subsets of the $x_{i}$ is the relevant subset of predictors (i.e., which of the $2^{P}$ subsets of the $\beta_{i}$ consists of only and all the non-zero $\beta_{i}$ ).
2.2. The selection criteria:

Let $v=1,2,3, \ldots, 2^{p}$ index the subsets of the $\underline{x}_{i}$. Then upon rearrangement of the columns of $\left[\underline{x}_{1} \underline{x}_{2} \cdots \underline{x}_{p} \in\right]$ of (1) and the elements of $\left[\beta_{1} \beta_{2} \ldots \beta_{p}{ }^{1}\right]^{\prime}$, we can write

$$
\begin{equation*}
\underline{y}=\left[Z_{v} x_{v} \underline{\epsilon}\right]\left[\underline{\theta}_{v} \underline{\beta}_{v}^{\prime} 1\right]^{\prime} \tag{4}
\end{equation*}
$$

where the columns of $Z_{v}\left(n \times q_{v}\right)$ consist of the $v$ th subset of the $x_{i}$, those of $X_{v}\left(n \times \overline{p-q}_{v}\right)$ the remaining $\underline{x}_{i}, \underline{\theta}_{v}$ and $\underline{\beta}_{v}$ consist of the correspondingly rearranged $\beta_{i}$, and $q_{v}=0,1,2, \ldots, p$. Then, assuming $Z_{v}, X_{v}$ to be of full rank, the total sum of squares $T=y^{\prime} y$ can be partitioned into $S_{v}=\left(Z_{v}^{\prime} Z_{v}\right)^{-1} Z_{v}^{\prime} y$ and $R_{v}=T-S_{v}$, and $R_{v}$ carries $n-q_{v}$ degrees of freedom. It is useful to note that

$$
\begin{equation*}
E\left(R_{v}\right)=\underline{\beta}_{v}^{\prime} A_{v} \underline{\beta}_{v}+\left(n-q_{v}\right), \tag{5}
\end{equation*}
$$

where $A_{v}=X_{v}^{\prime}\left[I-Z_{v}\left(Z_{v}^{\prime} Z_{v}\right)^{-1} Z_{v}^{\prime}\right] X_{v}$.
The criteria compared were

$$
\begin{aligned}
& M S_{v}=R_{v} /\left(n-q_{v}\right) \\
& C_{v}=R_{v} / s^{2}-n+2 q_{v} \\
& M C_{v}=R_{v} / s^{2}-(n-p)\left(n-q_{v}-2\right) /(n-p-2)
\end{aligned}
$$

where $s^{2}$ is $R_{v} /\left(n-q_{v}\right)$ for the case in which $Z_{v}$ contains all the ${\underset{-x}{i}}$.
When analyzing data, the correct subset of predictors is chosen to be the one among the 2 P subsets which has the smallest value for the criterion being considered.

Under the assumption $\underline{\beta}_{\mathrm{V}}=\underline{0}$, and $\underline{\varrho}$ distributed with mean $\underline{0}$ and variance 1 .
(6)

$$
\begin{aligned}
& E\left(M S_{v}\right)=1, \\
& E\left(C_{v}\right)=\left(p-q_{v}\right)(n-p) /(n-p-2)+2 q_{v}-p \\
& \\
& \simeq q_{v} \text { if } n \text { is large }, \\
& E\left(M C_{v}\right)=0 .
\end{aligned}
$$

These expectations are of some interest when studying the results in the next section.
3. RESULTS. As indicated in the introduction, the mathematics appeared to be intractable, so performance was studied empirically. The scope of this work has been restricted by the computational capacity available to date, but programming for a much faster computer is now in process and it will be possible to study more predictors than three. The current results, some of which are shown in the following tables, may provide some helpful insight toward obtaining at least an approximate analytic solution. They also may aid in constructing a sharper criterion for selecting predictors.
*orrect choice
Table 1. Success in choosing correct predictors by smallest residual mean square.

| Values of |  |  | ⽿. of runs | Yumber of times each subset of predictors choren |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\rho=.00$ | $\rho=.95$ |  |  |  |  |  |  |  |
|  | , |  |  | k | - | 1 | 2 | 3 | 12 | 13 | 23 | 123 | - | 1 | 2 | 3 | 12 | 13 | 2.5 | 123 |
| 0 | 0 | 0 | 100 | W31 | 15 | 17 | 19 | 5 | 4 | 4 | 5 | *31 | 24 | 8 | 30 | 6 | 6 | L? | 3 |
| 0 | 0 | 0 | 100 | 329 | 17 | 8 | 19 | 4 | 9 | 10 | 4 | * 33 | 18 | 12 | 4 | 5 | 4 | 213 | 8 |
| 2 | 0 | 0 | 100 | 0 | 㘼3 | 0 | 0 | 25 | 18 | 0 | 14 | 0 | -52 | 0 | 0 | 14 | 12 | 0 | 22 |
| 0 | 1 | 0 | 100 | 0 | 0 | -39 | 0 | 23 | 0 | 26 | 12 | 0 | 0 | 41 | 12 | 19 | 7 | 11) | 11 |
| 1 | 1 | 0 | 100 | 0 | 0 | 0 | 0 | * 66 | 0 | 0 | 34 | 0 | 0 | 0 | 0 |  | 21 | 0 | 15 |
| 0 | 1 | 1 | 100 | 0 | 0 | 0 | 1 | 0 | 0 | *70 | $\because$ | 0 | 0 | 23 | 23 | 11 | 13 | E. 6 | 14 |
| 1 | 1 | 1 | 100 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 499 | 0 | 0 | 0 | 0 | 38 | 36 | 0 | 26 |
| 2 | 0 | 0 | 200 | 0 | $\pm 46$ | 0 | 0 | 22 | 22 | 0 | 10 | 0 | * 46 | 0 | 0 | 15 | 15 | 0 | 24 |
| 0 | 2 | 0 | 100 | 0 | 0 | 47 | 0 | 16 | 0 | 21 | 16 | 0 | 0 | +46 | 6 | 20 | 5 | 13 | 7 |
| 2 | 2 | 0 | 100 | 0 | 0 | 0 | 0 | 05 | 0 | 0 | 35 | 0 | 0 | 0 | 0 | 170 | 5 | 0 | 25 |
| 2 | 2 | 2 | 200 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\cdots 100$ | 0 | 0 | 0 | 0 | 3 | 9 | 0 | - 88 |
| 0 | 5 | 0 | 100 | 0 | 0 | 41 | 0 | 26 | 0 | 23 | 10 | 0 | 0 | -46 | 0 | 26 | 0 | 21 | 4 |
| 0 | 5 | 0 | 109 | 0 | 0 | 52 | 0 | 19 | 0 | 21 | 8 | 0 | 0 | - 45 | 0 | 29 | 0 | 16 | 10 |

Toble 2. Success in choosing correct predictors by smallest C-statistic.

| $\begin{aligned} & \text { Values } \\ & \text { of } \end{aligned}$ |  |  | Ho. of <br> runs <br> $\mathbf{k}$ | number of times each sulaset of predictors chosen |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $p=.00$ | $1 p=.95$ |  |  |  |  |  |  |  |
|  |  | $\beta_{3}$ |  | - | 1 | 2 | 3 | 12 | 13 | 23 | 123 | - | 1 | 2 | 3 | 12 | 13 | 23 | 12* |
| 0 | 0 | $n$ |  | 100 | 46 | 9 | 12 | 13 | 1 | 0 |  | 2 | * 09 | 9 | 5 | 6 | 0 | 5 | 5 | 1 |
| 0 | 0 | 0 | 100 | - 53 | 15 | 10 | 13 | 2 | 4 | 2 | 1 | -63 | 15 | 8 | 3 | 2 | 3 | 5 | 1 |
| 1 | 0 | 0 | 100 | 0 | 46 | 0 | 0 | 15 | 13 | 0 | 6 | 0 | 76 | 0 | 0 | 7 | 16 | 0 | 11 |
| 0 | 1 | 0 | 100 | 0 | 0 | * 63 | 0 | 14 | 0 | 16 | 7 | 0 | 0 | * 57 | 15 | 11 | 4 | 11 | 2 |
| 1 | 1 | 0 | 100 | 0 | 0 | 0 | 0 | *86 | 0 | 0 | 14 | 0 | 0 | 0 | 0 | $\pm 8$ | 21 | 0 | 11 |
| 0 | 1 | 1 | 100 | 0 | 0 | 0 | 1 | 0 | 0 | -85 | 14 | - | 0 | 37 | 38 | 7 | 8 | \# 7 | 3 |
| 1 | 1 | 1 | 100 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | *98 | 0 | 0 | 0 | 0 | 49 | 44 | 1 | ${ }_{6}$ |
| 2 | 0 | 0 | 100 | 0 | 69 | 0 | 0 | 24 | 15 | 0 | 2 | 0 | 76 | 0 | 0 | 6 | 9 | 0 | 9 |
| 0 | 2 | 0 | 100 | 0 | 0 | 72 | 0 | 7 | 0 | 14 | 7 | 0 | 0 | 456 | 10 | 12 | 4 | 6 | 2 |
| 2 | 2 | 0 | 100 | 0 | 0 | 0 | $\bigcirc$ | $\pm 0$ | 0 | 0 | 20 | 0 | 0 | 0 | 0 | - 3 | 7 | 0 | 10 |
| 2 | 2 | 2 | 100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | ${ }^{1} 00$ | 0 | 0 | 0 | 0 | 7 | 12 | 0 | * 81 |
| 0 | 5 | 0 | 100 | 0 | 0 | ${ }^{6} 6$ | 0 | 16 | 0 | 15 | 5 | 0 | 0 | *1 | 0 | 10 | 0 | 18 | 1 |
| 0 | 5 | 0 | 100 | 0 | 0 | 71 | 0 | 11 | 0 | 15 | 3 | 0 | 0 | $\pm 64$ | 0 | 19 | 0 | 11 | 6 |

${ }^{*}$ Oorrect choice
Table 3. Success in choosing correct predictors by smallest modified C-atatistic.
Pable 4. Onparison of choice by residual mean aquare (BS), C-statistic (C) and modified C-statistic íwC).


## SAMPLE CENSORING*

N. L. Johisson<br>Department of Statistics<br>University of North Carolina Chapel Hill, North Carolina

1. INTRODUCTION. There are currently available a number of mothode dealgned to reduce the possible effects of "wild" ("maverick") observations on the analysis of sample values. Among these may be mentioned "trimming" and "Winsorisation". These methods involve the possible or sometimes automatic exclusion of extreme values among those observed. Apart from these methods, for which appropriate statistical analyses, taking proper account of the omission of sample values, are available, samples may be incomplete owing to inadequate recording, or, unfortunately, biaseed selection of values which accord best with some $p$ reconceived ideas or desires.

While, under properly regulated conditions, information on any censoring of sample values should accompany the records of the values themselves, this is not always the case. Indeed, with the last situation deseribed with the preceding paragraph, such information is not to be expected; but also, even in more respectable cases, information may be omitted by negligence.

The problems to be considered in this paper are those arising when it is suspected that there has been some form of censoring of the origitia sample. Complete, and reasonably tidy solutions are obtained only on the assumption that the population distribution of an observed character is known. However, study of this situation does give some clue as to what can be done when knowledge of the population distribution is incomplete.

Problems of a similar kind have been discussed in an earlier paper [1]. They were of a rather simple nature in that there was usually a direct choice between two possible sample sizes.
2. FORMAL STATEMENT OF PROELEM. It will be supposed that there are available $r$ observations of a character $(X)$ which may be regarded as observed values of random variables $x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{r}^{\prime}$. These are a sub-set of the $n(\geq r)$ variables $x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}$ corresponding to a complete random sample of (unknown) size $n$. If $r=n$, then the 'sub-set'is identical with the complete sample. We will be interested in testing whether this is, in fact, the case. Various kinds of alternatives, specifying different kinda
WThe work was supported in part by Army Research Office Contract AROD-4, and in part by Air Force Contract AF-AFOSR-760-65.
of censoring which might be applied to the complete sample, can be considered. Certain special kinds of censoring have been discussed in earlier paper: [2] [3], and the results of these investigations will be summarized in Sections 3 and 4. Then, in Section 5, we will consider problems associated with general types of censoring. Certain practical problems arising in application of the teste described in Sections 3, 4, and 5 will be discussed in Section 6.

Discussion will be restricted to situations in which $x_{1}{ }^{\prime}, x_{2}{ }^{\prime}, \ldots, x_{n}{ }^{\prime}$ can be regarded an $n$ independent continuous random variables, with a known common probability density function, represented by " x ),
3. SYMMETRICAL CENSORING OF EXTREMES. We will suppose that if cenvoring occurs it takes the form of exclusion of the agreatest and a least among the original $n$ sample values. Then $x_{1}{ }^{\prime}, x_{2}, \ldots, x_{r}^{\prime}$ are the $x$ central values among an original set of $n(=r+2 s)$ values. Denoting this hypothesis by $H_{B}$, the joint probability density function of the r ordered variablea $\mathrm{x}_{1} \leq \mathrm{x}_{2} \leq \ldots \leq \mathrm{x}_{\mathrm{r}}$ (these being a rearrangement of $x_{1}^{\prime}, x_{2}^{\prime}, \ldots x_{y}^{\prime}$ in increasing order of magnitude) is:

$$
p\left(x_{1}, x_{2}, \ldots, x_{r} \mid H_{E, s}\right)=\frac{(x+2 s)!}{(s!)^{2}}\left[F\left(x_{1}\right)\right]^{s}\left[1-F\left(x_{r}\right)\right]_{j=1}^{r} F\left(x_{j}\right)
$$

(1)

$$
\left(x_{1} \leq x_{2} \leq \cdots \leq x_{r}\right)
$$

where

$$
F(x)=\int_{-\infty}^{x} f(x) d x
$$

The hypotheais that there has been no censoring and therefore that the complete ample ia avadlable is, in the notation already introduced, $\mathrm{H}_{0}, 0^{\circ}$ For brevity this will be denoted by $\mathrm{H}_{0^{\circ}}$

The mont powerful teit of $H$ againat the alternative $H$, has a critical (rejection) region of the form.

$$
\begin{equation*}
p\left(x_{1}, \ldots . x_{r} \mid H_{6,1}\right) \geq C p\left(x_{1}, \ldots, x_{r} \mid H_{0}\right) \tag{2}
\end{equation*}
$$

where $C$ is a constant. Whatever be the value of $a$, inequality ( 2 ) can be written in the form.

$$
\begin{equation*}
F\left(x_{1}\right)\left[1-F\left(x_{r}\right)\right] \geq K \tag{3}
\end{equation*}
$$

where $K$ is a constant. Inequality (3) does not depend on $s$, so the test defined by this inequality is uniformly most powerful with respect to $H, s$ for all $>0$; i.e. with respect to any symmetrical censoring of the extremes oi the sample values. The value of $K$ must be chosen to give a required level of significance, a say, when $H_{0}$ is true. This value depends on $a$ and $r$, and may be denoted by $K(a, r)$. Then

$$
\begin{equation*}
\operatorname{Pr}\left[F\left(x_{1}\right)\left[1-F\left(x_{r}\right)\right] \geq K(a, r) \mid H_{0}\right]=a \quad . \tag{4}
\end{equation*}
$$

Table 1 gives a few values of $K(a, r)$. For
$r \geq 10$ the approximations
$K(0,10, r) \doteqdot 2.65(r+1.5)^{-2}$
$K(0.05, r) \div 4.1(r+2)^{-2}$
$K(0.01, r) \doteq 9.2(x+3.5)^{-2}$
give useful resulta. Mathematical analysis connected with the determination of $K(a, r)$ is contained in Appendix $I$.

A discussion of the evaluation of the power of this teat is contained in Appendix II.

TABLE 1
Upper $100 \mathrm{a} \%$ Significance Limits of $F\left(x_{1}\right)[1-F(x)]$

| r | 0.05 | 0.01 |
| :--- | :--- | :--- |
| 2 | 0.207 | 0.235 |
| 3 | 0.150 | 0.195 |
| 4 | 0.109 | 0.156 |
| 5 | 0.0822 | 0.125 |
| 6 | 0.0633 | 0.101 |
| 7 | 0.0503 | 0.0830 |
| 8 | 0.0408 | 0.0692 |
| 9 | 0.0338 | 0.0585 |

4. GENERAL CENSORING OF EXTREMES. If the requirement of bymmetry is dropped we need to consider hypotheses of form $\mathrm{H}_{\mathrm{s}}$
 the original sample, with $s_{0}$ and $s_{r}$ not necessarily equal. In this case there is no longer a uniformly most powerful test of $H_{0}$. There is a uniformly most powerful test of $\mathrm{H}_{0}$ with respect to the subclase $\mathrm{H}_{\theta_{8}}$, $\boldsymbol{s}_{\text {r }}$ in which sofs $(=\theta)$ is constant.

It has a critical region of form

$$
\begin{equation*}
\left[F\left(x_{1}\right)\right]^{\theta}\left[1-F\left(x_{r}\right)\right] \geq K(a, x, \theta) \tag{5}
\end{equation*}
$$

$$
\text { [If } \left.s_{r}=0 \text {, we take } 0=\infty \text { and replace }(5) \text { by } F\left(x_{1}\right) \geq \text { constant }\right]
$$

To obtain a significance level equal to $a$, the value of $K(a, r, \theta)$, given $H_{0}$ da valid (i,e. there is no censoring), rnust make the probability that inequality (5) is satisfied equal to a. In [3] a heuristic method proposed by S. N. Roy [4] is applied to suggest a posible teat of $H_{0}$ with respect to all alternative hypotheses of type $H_{a_{0}} \varepsilon_{x}$ (for any values of $s_{0}$ and $y_{r}$ ).

This calls for construction of the union of regions like (5) with $a \simeq a^{\prime}$, over all values of $\theta$. Points $\left(F\left(x_{1}\right), F\left(x_{r}\right)\right.$ ) on the boundary of the critical region must atisfy the equations.

$$
\begin{gather*}
{\left[F\left(x_{1}\right)\right]^{\theta}\left[1-F\left(x_{r}\right)\right]=K\left(a^{\prime}, r, \theta\right)}  \tag{6,1}\\
\frac{\partial}{\partial \theta}\left\{\left[F\left(x_{1}\right)\right]^{\theta}\left[1-F\left(x_{r}\right)\right]\right\}=\theta K\left\{a^{\prime}, r, \theta\right) / \theta \theta . \tag{6,2}
\end{gather*}
$$

From (6.1) and (6.2) it fulows that

$$
\begin{equation*}
\log F\left(x_{1}\right)=\theta \text { long } K\left(\theta^{\prime}, r, \theta\right) / \theta \theta . \tag{6.3}
\end{equation*}
$$

If $K\left(a^{\prime}, r, \theta\right)$ is knowt, $F\left(x_{1}\right)$ can be found from (6.3) and then $F\left(x_{1}\right)$ is determined by (6,1). However explicit evaluation of $K\left(a^{\prime}, x, \theta\right)$ is troublesome, and approximate methods were used in [3] leading to the simple (through approximate) formula:

$$
\begin{equation*}
F\left(x_{1}\right)+\left[1-F\left(x_{r}\right)\right] \geq K_{1}(a, r) \tag{7}
\end{equation*}
$$

for the union of critical regions. Here $K(a, r)$ represents a constant which can be chosen to give a required value, a say, for the significance luvel. (Note that a' appears only in the construction of (7); it is not the aignificance level of the remultant test.)

Although an approximate argument, applying a heurietie prinetple hat been used in weaching (7), the critical region so obtained ham a natural appeal; and seems worthy of further consideration.

The distribution theory associated with the critical region (7) is very simple. If $\mathrm{H}_{\mathrm{s}_{0}, s_{2}}$ is valid then $F\left(\mathrm{x}_{1}\right)+\left[1-F\left(x_{r}\right)\right]$ is distributed as
$x_{2\left(s_{0}+s_{x}+2\right)}^{2} /\left(x_{2\left(0_{0}+s_{x}+2\right)}^{2}+x_{2(r-1)}^{2}\right)$ where $x_{2\left(n_{0}+s_{r}+2\right)}^{2}$ and $x_{2(x-1)}^{2}$ are mutually independent. (Equivalently, the diatribution is a beta distribu* tion with parameters ( $\mathrm{s}_{\mathrm{o}}+\mathrm{a}_{\mathbf{r}}+2$ ), $(\mathrm{r}-1)$, ) It follows (pitting $\mathrm{s}_{\mathrm{o}}=\mathrm{s}_{\mathrm{r}}=0$ ) that
(8) $\quad K_{1}(a, r)=$ uppar $100 a \%$ point of beta diatribution with parametera $2,(r-1)$. These values can be obtained from Table 16 of [6].

The power of the test with respect to a epecified alternative hypothesin $H_{0}{ }^{\prime} y_{r}$ is also earily calculated. In fact

$$
\begin{align*}
\operatorname{Pr}\left[F\left(x_{1}\right)+\left(1-F\left(x_{r}\right)\right) \geq K_{1} \mid H_{0_{0}} s_{r}\right] & =1-I_{K_{1}}\left(0_{0}+\theta_{r}+2, r-1\right)  \tag{9}\\
& =I_{1-K_{1}}\left(r-1, s_{0}+s_{r}+2\right)
\end{align*}
$$

where $I_{p}(M, N)=[B(M, N)]^{-1} \int_{0}^{p} t^{M-1}(1-t)^{N-1} d t$ le the incomplete beta function ratio.

For given $n_{0}$ and ' $r$ ' as $r$ tends to infinity the power tends to

$$
\begin{equation*}
\operatorname{Pr}\left[x_{2\left(s_{0}+s_{r}+2\right)}^{2} \geq x_{4,1-a}^{2}\right] \tag{10}
\end{equation*}
$$

(where $x_{\nu, 1-a}^{2}$ denotea the upper $100 a \%$ point of the dietribution of $x^{2}$ with $v$ degreea of freedom).

A few values of the power are shown in Table 2. It appears that the asymptotic $(r \rightarrow \infty)$ values give a good indication of true value for $r>30$.

TABLE 2
Power $\boldsymbol{\beta}_{\mathbf{o}^{\prime}}$ of the general purpose test $(a=0.05)$
$a_{0}+E_{r}=2$
$x=4$
$x=30$
$r=\infty$

A special case of some interegt arises when censoring at one extreme only is suspected (i.e. $s_{0}=0$ or $s_{r}=0$ ). In this case the uniformly most powerful tent has the critical region

$$
y_{r}<a^{1 / r} \quad\left(\text { if }_{0}=0\right)
$$

or

$$
y_{1}>1-a^{1 / r}\left(\text { if } s_{r}=0\right)
$$

The power of the test with critical region $y_{r}<a^{1 / r}$ with respect to
alternative $H$ is the alternative $H_{0}{ }_{8}{ }_{r}$ is

$$
\begin{aligned}
\beta\left(H_{o^{\prime} \mathbf{B}_{r}}\right)=\frac{\left(r+s_{r}\right)!}{(r-1)!s_{r}!} & \int_{0}^{a^{1 / r}} y^{r-1}(1-y)^{s} d y \\
& =I_{a} 1 / r\left(r, s_{r}+1\right)
\end{aligned}
$$

(where I denotea the incomplete beta function ratio).
5. GENERAL CENSORING. We first introduce the notation $H_{B_{0}, s_{1}, \ldots, s_{r}}$ to denote the hypothesis that $s_{j}$ observations have been removed between $x_{j-1}$ and $x_{j}$ for $j=1,2, \ldots,(r+1)$ with $x_{0}=-\infty, x_{r+1}=+\infty$.

In this notation the $\mathrm{H}_{\mathrm{s}^{\prime},{ }_{r}}$ considered in Sections 3 and 4 would be
$H_{0}, \cup, \dot{0}, \ldots, \dot{\sigma_{r}}$. Also, for convenience we will write

$$
\begin{align*}
y_{j}=F\left(x_{j}\right) & (j=1, \ldots x)  \tag{11}\\
y_{0} & =0 ; y_{r+1}=1
\end{align*}
$$

Then the beat critical region for teating the hypothesis of no censoring ( $H_{0}, 0, \ldots, 0,0$ ) against the alternative $H_{s_{0}}, s_{1}, \ldots, s_{r}$

It is clear that there is a uniformly most powerful test with respect to any set of alternatives $H_{s_{0}}, s_{1}, \ldots, H_{r}$ $s_{0}: s_{1}: \ldots . s_{r}$ are constant, but not with respect to any other sets of alternatives. While one could attempt to apply Roy's heuriatic principle, as in [5], to construct a general purpose critical region for the whole set of alternatives $H_{s_{0}}, s_{1}, \ldots, s_{r}$ the effect of approximations might well be much more important in the more general case, and is certainly more difficult to gauge. We therefore consider more or less arbitrarily chosen criteria which, however, do have some relation to criteria suggested from theoretical considerations.

We first consider a test with critical region

$$
\begin{equation*}
g=\prod_{j=0}^{r}\left(y_{j+1}-y_{j}\right)>K_{2}(a, r)=K_{2} . \tag{13}
\end{equation*}
$$

It is quite likely that this cyiterion may be felt to have some practical drawbacks. These will be discussed in Section 6, but for the present we will just consider how to evaluate $\mathrm{K}_{2}$ in (13), at any rate approximately.

It will be convenient to approximate to the distribution of $\log \mathrm{g}$, rather than of $g$ itself. The moment generating function of $\log g$, when

$$
H_{0} o_{1} \ldots, s_{r} \text { is valid, is }
$$

$$
\begin{aligned}
& x \iint \ldots \int \sum_{j=0}^{x}\left(y_{j+1}-y_{j}\right)^{s+t} d y_{1} \ldots d y_{r} \ldots
\end{aligned}
$$

[The region of integration is $0 \leq y_{1} \leq y_{2} \leq \ldots \leq y_{r} \leq 1$. Remember that $y_{0}=0$ and $\left.y_{r+1}=1.\right]$

Since the joint probability density function of $y_{1}, \ldots, y_{r}$ is

$$
p\left(y_{1}, \ldots y_{r} \mid H_{B_{0}, s_{1} \ldots, s_{r}}\right)=\frac{\Gamma\left(r+1+\sum_{0}^{r} s_{j}\right)}{{\underset{j}{j=0}}_{r} \Gamma\left(s_{j}+1\right)} \underset{j=0}{r}\left(y_{j+1}-y_{j}\right)^{s_{j}}
$$

it follows that
(15)

$$
\iint \ldots \int \prod_{j=0}^{r}\left(y_{j+1}-y_{j}\right)^{s_{j}} d y_{1} \ldots d y_{r}=\frac{\prod_{j=0}^{r} \Gamma\left(s_{j}+1\right)}{\Gamma\left(r+1+\sum_{0}^{r} s_{j}\right)}
$$

and hence from (14) and (15)

$$
\begin{equation*}
E\left[g^{t} \mid H_{s_{0}, a_{1}}, \ldots, s_{r}\right]=\frac{\left(r+\sum_{0}^{r} s_{j}\right)!}{\prod_{j=0}^{r} s_{j}!} \frac{\prod_{i=0}^{r} \Gamma\left(t+s_{j}+1\right)}{\Gamma\left((r+1)(t+1)+\sum_{0}^{r} s_{j}\right)} . \tag{16}
\end{equation*}
$$

Taking logarithms and differentiating, the following expression for the mth cumulant of $\log g$ is obtained:

$$
\begin{align*}
& { }_{\kappa_{m}\left(\log g \mid H_{s}, s_{1}, \ldots, s_{r}\right)}  \tag{17}\\
& \quad=\sum_{j=0}^{r} \Psi^{\prime(m-1)}\left(s_{j}+1\right)-(r+1)^{-i n} \ddot{Y}^{(m i n-1)}\left(r+1+\sum_{j=0}^{r} s_{j}\right) .
\end{align*}
$$

In particular when the null hypothesis $H_{0}\left(\equiv H_{0,0}, \ldots, 0\right)$ is valid

$$
\begin{equation*}
{ }^{k_{m}}\left(\log g \mid H_{0}\right)=(r+1) \Psi^{(m-1)}(1)-(r+1)^{m} Y^{(m-1)}(r+1) \tag{18}
\end{equation*}
$$

The polygamma functions have the values

$$
\Psi(1)=-\gamma=-0.5772
$$

and $\Psi(m-1)(1)=(-1)^{m}(m-1)!s_{m}(m \geq 2)$
where $s_{m}=1+2^{-m}+3^{-m}+\ldots$
Hence
(19.1) $\quad \kappa_{1}\left(-\log g \mid H_{0}\right)=(r+1)(\gamma+\Psi(r+1))$
(19.2) $\kappa_{m}\left(-\log g \mid H_{0}\right)=(r+1)\left[(m-1)!S_{m}+(-1)^{m-1}(r+1)^{m-1} \Psi(m-1)(r+1)\right]$

$$
(m \geq 2)
$$

For z not too small, we have, to a good approximation
(20.1) $\Psi(z) \doteqdot \log (z-1 / 2)$
(20.2) $Y^{(m)}(x) \div(-1)^{m-1}(m-1)!(x-1 / 2)^{-m}(m \geq 1)$
whence
$(21.1) \kappa_{1}\left(-\log g \mid H_{0}\right) \doteq(r+1)(0.57722+\log (r+1 / 2))$
(21.2) $\kappa_{m}\left(-\log g \mid H_{0}\right) \doteqdot(r+1)(m-1):\left[S_{m}-(m-1)^{-1}((r+1) /(r+1 / 2)\}^{m-1}\right]$.

## Noting that

(i) $t$ least possible value of $(-\log g)$ is $(r+1) \log (r+1)$, corresponding to $y_{j}=j /(r+1)$ for $j=1,2, \ldots, r$
(ii) $\frac{\left[\kappa_{3}\left(-\log g \mid H_{0}\right)\right]^{2}}{\left[\kappa_{2}\left(-\log g \mid H_{0}\right)\right]^{3}} \div \frac{\left(2 S_{3}-1\right)^{2}}{(x+1)\left(s_{2}-1\right)^{3}}=\frac{7.35}{x+1}$
and

$$
\frac{\kappa_{4}\left(-\log g \mid H_{0}\right)}{\kappa_{2}\left(-\log g \mid H_{0}\right)} \doteqdot \frac{6 S_{4}-2}{(r+1)\left(S_{2}-1\right)^{2}}=\frac{10.80}{r+1}
$$

(while for $X^{2}$ with ( $x+1$ ) degrees of freedom, $\kappa_{3}^{2} / \kappa_{2}^{3}=8 /(x+1)$ and $\kappa_{4} / \kappa_{2}^{2}=12 /(x+1)$ )
(iii) $\operatorname{var}\left(-\log g \mid H_{0}\right)=0.645(r+1)$
while $\operatorname{var}\left(0.57722 X_{r+1}^{2}\right)=0.666(r+1)$
it appears that we might take, as an approximation,
(22) $-\log g-(r+1) \log (r+1)$ to be distributed as $0.57722 \times\left(x^{2}\right.$ with ( $\mathrm{r}+1$ ) degrees of freedom) or, equivalently
(22)' $1.732[-\log g-(r+1) \log (r+1)]$ to be distributed as $x^{2}$ with $(r+1)$ degrees of freedom. This implies

$$
K_{2} \doteq \frac{\exp \left[-x_{r+1, a}^{2} / 1.732\right]}{(r+1)^{r+1}}
$$

where
$x^{2}{ }_{r+1}, a$ is the lower $a \%$ point of the distribution of $x^{2}$ with $(x+1)$ degreen of freedom.
(If $-\log g-(r+1) \log (r+1)$ is approximated by $0.5587 \chi^{2} 1.0332(r+1)$, then means and variances agree while the values of $\kappa_{3}^{2} / \kappa_{2}^{3}$ and $\kappa_{4} / \kappa_{2}^{2}$ for the


The approximations cannot be expected to be good unless $r$ is fairly large. In the extreme case $r=1$ with $g=y_{1}\left(1-y_{1}\right)$ we have exactly

$$
\begin{equation*}
\operatorname{Pr}\left[g>G \mid H_{0}\right]=(1-4 G)^{1 / 2} \quad(0 \leq G \leq 1 / 4) \tag{23.1}
\end{equation*}
$$

while (22) gives

$$
\begin{equation*}
\operatorname{Pr}\left[g>G \mid H_{0}\right] \dot{\equiv}=1-(4 G)^{0.866} \tag{23.2}
\end{equation*}
$$

The approximation (23.2) is substantially less than the true value (23.1) though it does have the correct limits ( 1 and 0 ) as $G$ tends to 0 or $1 / 4$. In order to assess the power of this test we return to equation (17). This gives the cumulante of $\log g$ when a general alternative hypothesis $H_{a_{0}} s_{1}, \ldots, s_{r}$ is valid. It would seem reasonable to fit the distribution of $[-\log g-(r+1) \log (x+1)]$ by that of a multiple of $X^{2}$, so that first and second moments agree. It may be that better approximations to upper percentage points of $-\log g$ would be obtained by fitting the firat three moments (instead of the initial point and first two moments - see [4]). This method might therefore be employed when the power is, say, above 0.75.
6. MODIFIED TESTS. The test criteria described above are all based on the probability integral transformation

$$
\begin{equation*}
y=\int_{-\infty}^{x} f(x) d x \tag{24}
\end{equation*}
$$

They explicitly assume that $f(x)$ is known exactly (in practice to a close approximation) and that there are no errors in observation of $x$. This last condition is never satisfied when $x$ is a continuous variable. There is always some kind of grouping error occasioned by the finiteness of the number of digits used in recording the observations. This is particularly important in relation to test functions like $g$ of (13) in Section 5. If it so happens that any two of the $y$ 's are equal the value of $g$ is zero and the null hypothesis will be accepted. Clearly, if this happens because of the
use of too coarse a grouping interval, the test is likely to be very indensitive. Furthermore, the larger $r$ is, the more likely it is that at least two $x^{\prime} s$ (and so two $y^{\prime} s$ ) will be equal, thus giving rise to a zero value forg. We are thus led to consider modified testa, less sensitive to this kind of effect. A ample way of effecting this is to use only a selected number of the transformed order statistics $y_{1}, y_{2}, \ldots, y_{r}$ -say $y_{a_{1}}, y_{a_{2}}, \ldots, y_{a_{k}}$ (with the values $1 \leq a_{1}<a_{2}<\ldots<a_{k} \leq r$ fixed before analyzing the data, of course) and to apply a test with critical region

$$
\begin{equation*}
g_{a}=\prod_{j=0}^{k+1}\left(y_{a_{j}}-y_{a_{j-1}}\right)>K_{3} \tag{25}
\end{equation*}
$$

with $y_{a_{k+1}}=1, y_{a_{0}}=0$ (A natural choice would be to take the a's at

The value of $K_{3}$ depend on the required significance level, $a$, and also on the selected $a_{j}^{\prime}$, as well as on $r$. In fact the distribution of $g_{a}$, when $H_{0}$ is valid, is the same as that of $g$, with r replaced by $k$, when $H_{B_{0}} s_{1}, \ldots, s_{k}$ is valid and with $s_{j}=a_{j+1}-a_{j}-1(j=0,1,2, \ldots, k)$ hence, the same calculations a those needed to evaluate the power of the teat using $g$ are required in calculating the value $K_{3}$ in (25). Also, of course, calculation of the power of the test with critical region (25) will follow the ame lines.

A similar kind of modification can be applied to teats of symmetrical censoring of extremes (Section 3). Ln this case it would be natural to ignore the least and greatest $m$ observations, and use only $y_{m+1}, \ldots y_{r-m}$. The uniformiy mont powerful teat of $H_{o}$ against symmetrical alternativea $H_{s,}$ has a critical region form similar to (3), viz:

$$
\begin{equation*}
y_{m+1}\left(1-y_{r-m}\right) \geq k_{4} \tag{26}
\end{equation*}
$$

Determination of $\mathrm{K}_{4}$ is, however, more troublesome than for $K$. The equation
(27)

$$
\frac{r!}{(m!)^{2}(r-2 m-2)!} \iint y_{m+1}^{m}\left(y_{r-m}-y_{m+j}\right)^{r-2 m-2}\left(1-y_{r-m}\right)^{m} d y_{m+1} d y_{r-m}
$$

(where the region of integration is $y_{m+1}\left(1-y_{r-m}\right) \geq K_{4}$;

$$
\left.0 \leq y_{m+1} \leq y_{r-m} \leq 1\right)
$$

has to be atiafied.
Evaluation of the integral of the left hand side, with $\mathbf{K}_{4}$ replaced by $\mathrm{K}_{\text {, }}$ gives the power of the test with critical region (3) with respect to the alternative hypothesis $\mathrm{H}_{\mathrm{m}, \mathrm{m}}$. The notes in Appendix II are therefore relevant to this problem.
7. CONDITIONS OF APPLICABILITY. It may be felt that the condition stated at the beginning of Section 6, namely that the true probability density function $f(x)$ must be known, is unlikely to be satisfied in practice. While this is so, in the strict sense that it is very rarely the case that a theoreticaily formulated model gives an exact representa. tion of reality, it will sometimes be the case that there is sufficiently massive evidence to establish $f(x)$, from observed relative frequencies, with adequate accuracy. Slight variations in form of $f(x)$ can be tolerated without serious effect, particularly if a modified test of the type described in Section 6 is used, It may be noted that it is not essential that $f(x)$ have a simple, or indeed any explicit, mathematical form - a graphical representation can suffice.

It would, however, be interesting, but beyond the scope of the present investigation, to inquire into the robustness of these tests with respect to variation in $f(x)$. (1.e. to use of an incoricct function, $f_{1}(x)$ say, in (24)).
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Appendix I
We have to consider the evaluation of $K(a, r)$ from equation (4). Puting $y_{j}=F\left(x_{j}\right)$ (an in (11)) . the joint probability density of $v_{i}$ and $v_{r}$. given $H_{0}$, is
(A.1) $p\left(y_{1}, y_{r} \mid H_{0}\right)=r(r-1)\left(y_{r}-y_{1}\right)^{r-2} \quad\left(0 \leq y_{1} \leq y_{r} \leq 1\right)$.

Hence $K(a, r)$ (now written as $K$ for convenience) satisfies the equation
(A. 2)

$$
\begin{gathered}
r(x-1) \iint\left(y_{r}-y_{1}\right)^{r-2} d y_{1} d y_{r}=a \\
y_{1}(1-y) \geq K
\end{gathered}
$$

The region $y_{1}\left(1-y_{r}\right) \geq K$ can be defined by the inequalitiea $y_{1} \leq y_{r} \leq 1-K / y_{1}$ and these imply also $1-y_{1}-K / Y_{1} \geq 0$ or $Y-\leq Y_{1} \leq Y_{+}$ where $Y_{ \pm}=[1 \pm \sqrt{1-4 K}] / 2$.
Hence from (A. 2)
(A. 3)

$$
Y \int_{Y-}^{Y+}\left(1-K Y^{-1}-y\right)^{Y-1} d y=a
$$

Expanding the integrand and integrating term by term leads to the equation
(A.4) $\quad \underset{j=0}{\mathbf{r}-1}(\underset{j}{r-1})(-1)^{j} K^{j} \underset{i=0}{\underset{\Sigma}{-j-1}}(\underset{i}{r-j-1})(-1)^{i} h_{i-j+1}(\sqrt{1-4 K})$
where $h_{0}(z)=\log \left(\frac{1+z}{1-z}\right)$

$$
h_{m}(z)=2^{-m} m^{-1}\left[(1+z)^{m}-(1-z)^{m}\right]
$$

Note that for $m>0$,
(A. 5)

$$
\begin{aligned}
& h_{m}(\sqrt{1-4 K}) \\
&\left.=\left[m^{-i} \underset{(-1)^{j}(11-i-j}{j}\right) K^{j}\right] \sqrt{1-4 K} \\
& 0 \leq j \\
& \leq(m-1) / 2 \\
&=K^{m} h_{-m}(\sqrt{1-4 K})
\end{aligned}
$$

Foy $y=2(1) 9$, the left hand stde of (A. 4) is thown in Table A. 1 below.

## TABLE A. 1

| $r$ | $\sqrt{1-4 \mathrm{~K}} \quad \mathrm{x}$ | $-\log \frac{1+\sqrt{1-4 K}}{1-\sqrt{1-4 K}}$ |
| :---: | :---: | :---: |
| 2 | 1 | 2 K |
| 3 | $1+8 \mathrm{~K}$ | 6K |
| 4 | $1+26 \mathrm{~K}$ | $12 \mathrm{~K}(1+\mathrm{K})$ |
| 5 | $1+\frac{166}{3} \mathrm{~K}+\frac{128}{3} \mathrm{~K}^{2}$ | $20 \mathrm{~K}(1+3 \mathrm{~K})$ |
| 6 | $1+97 \mathrm{~K}+226 \mathrm{~K}^{2}$ | $30 \mathrm{~K}\left(1+6 \mathrm{~K}+2 \mathrm{~K}^{2}\right)$ |
| 7 | $1+\frac{759}{5} k+\frac{3558}{5} k^{2}+\frac{1024}{5} k^{3}$ | $42 \mathrm{~K}\left(1+10 \mathrm{~K}+10 \mathrm{~K}^{2}\right)$ |
| 8 | $1+\frac{1102}{5} K+\frac{8654}{5} K^{2}+\frac{7492}{5} K^{3}$ | $56 \mathrm{~K}\left(1+15 \mathrm{~K}+30 \mathrm{~K}^{2}+5 \mathrm{~K}^{3}\right)$ |
| 9 | $\begin{aligned} & 1+\frac{10618}{35} K+\frac{125634}{35} K^{2} \\ & \quad+\frac{218044}{35} K^{3}+\frac{32768}{35} K^{4} \end{aligned}$ | $72 \mathrm{~K}\left(1+21 \mathrm{~K}+70 \mathrm{~K}^{2}+35 \mathrm{~K}^{3}\right)$ |

(For example for $x=3,1+8 K) \sqrt{1-4 K}-6 K \log \frac{1+\sqrt{1-4 K}}{1-\sqrt{1-4 K}}=a$. )
The calculations rapidly become more complicated as $x$ increase $\varepsilon$. It therefore is desirable to search for some approximation to $\mathrm{K}(\mathrm{a}, \mathrm{r})$ which will give useful results for $r$ large (and preferably for $r \geq 10$ ).

Some empirical formulae have been given in Section 3. Here we use an analytical approach, atarting from equation (A. 3). We firet make a succession of transformations, aimed at obtaining an integrand for whirh useful bounds can be set.

Firatiy, putting $y=E \sqrt{K}$

$$
\int_{Y}^{Y+}\left(1-K y^{-1}-y\right)^{X-1} d y=\sqrt{K} \int_{1 / A(K)}^{A(K)}\left\{1-\sqrt{K}\left(z^{-1}+z\right)\right\}^{T-1} d z
$$

where $\mathcal{A}(K)=(1 / 2)(1+\sqrt{1 \times 4 K}) / \sqrt{K}$.
Next making the tranaformation $z=e^{t}$ the integral becomes

$$
\begin{aligned}
& \sqrt{K} \int_{-\log A(K)}^{\log A(K)} e^{t}\left\{1-\sqrt{K}\left(e^{t}+e^{-t}\right)\right\}^{x-1} d t \\
& =\sqrt{K} \int_{-\log A(K)}^{\log A(K)} e^{-t}\left\{1-\sqrt{K}\left(e^{t}+e^{-t}\right)\right\}^{T-1} d t
\end{aligned}
$$

$(A .6)=2 \sqrt{K} \int_{0}^{\log A(K)}(1-2 \sqrt{K} \cosh t)^{T-1} \cosh t d t$.
Now making the tranaformation $x=2 \sqrt{K}$ coah $t$, we obtain
(A. 7) $\quad \int_{2 \sqrt{K}}^{1}(1-v)^{T-1}\left(v^{2}-4 K\right)^{-1 / 2} v d v$.

Integrating by parta, this is equal to
(A. 8 )

$$
(x-1) \int_{2 \sqrt{K}}^{1}(1-v)^{r-2}\left(v^{2}-4 K\right)^{1 / 2} d v
$$

Thus equation (A, 3) can be written

$$
r(x-1) \int_{2 \sqrt{K}}^{1}\left(v^{2}-4 K\right)^{1 / 2}(1-v)^{r-2} d v=a
$$

Making the final transformation $v=2 \sqrt{K}+(1-2 \sqrt{K}) u$ we obtain

$$
\begin{array}{r}
x(x-1)(1-2 \sqrt{K})^{x-1 / 2} \int_{0}^{1}\left\{(1-2 \sqrt{K}) u^{2}+2 \sqrt{K} u\right\}^{1 / 2}  \tag{A.9}\\
\cdot(1-u)^{x-2} d u=0
\end{array}
$$

Since

$$
\sqrt{2 \sqrt{K}} \sqrt{u} \leq\left\{(1-2 \sqrt{K}) u^{2}+2 \sqrt{K} u\right\}^{\frac{1}{2}} \leq \sqrt{1-2 \sqrt{K}} u+\sqrt{2 \sqrt{K} \sqrt{u}}
$$

it follow: that

$$
\begin{gather*}
(1-2 \sqrt{K})^{r-1 / 2} \sqrt{2 \sqrt{K}} \frac{\frac{1}{2} \sqrt{\pi} \Gamma(r+1)}{\Gamma(r+1 / 2)} \leq a  \tag{A.10}\\
\leq(1-2 \sqrt{K})^{r-1 / 2}\left[\sqrt{1-2 \sqrt{K}}+2 \sqrt{K} \frac{\frac{1}{2} \sqrt{\pi} \Gamma(r+1)}{\Gamma(r+1 / 2)}\right] .
\end{gather*}
$$

As can be deduced by direct analysis, $K \rightarrow 0$ as $x \rightarrow \infty$, but since $(1-2 \sqrt{K})^{r} \leq a$
it follows that $K \geq 1 / 4\left(1-a^{1 / r}\right)^{2}$ and hence $K r^{2}$ cannot tend to zero.
If we put $K=C r^{-2}$ (where $C$ is, of course a function of $r$ and $a$ ) then, approximately

$$
\begin{equation*}
e^{-2 \sqrt{C}} \sqrt{\pi / 2} c^{1 / 4} \leq a \leq e^{-2 \sqrt{C}}\left(1+\sqrt{\pi / 2} c^{1 / 4}\right) . \tag{A.11}
\end{equation*}
$$

This implies that C lies between fixed limita, and suggeats that, for large $x, K$ is of the form $C r^{-2}$. (The form of function $-C_{1}\left(x+D_{1}\right)^{-2}-$ used as an approximation to $K$ in Section 3 was suggested by this analysis.)

An alternative, heuristic approach is as follows:
If $H_{0}$ be valid, $y_{1}\left(1-y_{r}\right)$ is distributed as $u v /(u+v+w)^{2}$ where $u, v$ and $w$ are independent $x^{2}$ random variables with $2,2,2(r-1)$ degrees of freedom reapectively.

If $x$ is large.

$$
p_{r}\left[\frac{u v}{(u+v+w)^{2}}=\frac{C}{r^{2}}\right] \doteq \operatorname{Pr}\{\ddot{C}=4 C\}
$$

(since $w /\{2(r-1)] \sim 1$ a: $x \rightarrow \infty$ ). Hence we have $K \sim C_{r}^{-2}$ where $C$ satisfies the equation

$$
t \int_{0}^{\infty} \exp \left(-\frac{1}{3} u-2 C / u\right) d u=a
$$

APPENDIX II
The joint probability density function of $y_{1}$ and $y_{r}$, when $H_{s_{n}}$, is

(A. 12)

$$
\begin{array}{r}
p\left(y_{1}, y_{r}\right)=\frac{\left(r+s_{0}+s_{r}\right)!}{{ }_{0}!(x-2)!s_{r}!} y_{1}{ }^{0}\left(1-y_{r}\right)^{n_{r}}\left(y_{r}-y_{1}\right)^{r-2} \\
\left(0 \leq y_{1} \leq y_{r} \leq 1\right)
\end{array}
$$

Hence

$$
\therefore \operatorname{Pr}_{r}\left[y_{l}\left(1-y_{r}\right) \geq K \mid H_{B_{0}, B_{r}}\right]
$$

(A.13)

$$
=\frac{\left(r+s_{0}+s_{r}\right)!}{s_{0}!(r-2)!s_{r}!} \int_{Y_{-}}^{Y+} y_{1}^{s} \circ \int_{y_{1}}^{1-K / y_{1}}\left(1-y_{r}\right)^{s}\left(y_{r}-y_{1}\right)^{r-2} d y_{r} d y_{1}
$$

(where $Y_{ \pm}=(1 / 2)[1 \pm \sqrt{1-4 K}]$ as in (A. 3).
Noting that $\left(1-y_{r}\right)^{\mathbf{a}}=\left\{\left(1-y_{1}\right)-\left(y_{r}-y_{1}\right)\right\}^{\mathbf{r}}$ we see that the integral in (A.13) is equal to

$$
\begin{aligned}
& \int_{Y_{-}}^{Y+y_{1}}{ }_{0}^{8} \sum_{j=0}^{8}\binom{s}{r}(-1)^{j}\left(1-y_{1}\right)^{8} r^{-j}(r+j-1)^{-1}\left(1-K / y_{1}-y_{1}\right)^{r-2} d y_{1}
\end{aligned}
$$

Using (A. 5) this can be expressed explicitly in terme of K. The resulting formula is rather cumbersome, and does not give much insight into the dependence of power on $0_{0}$ and ${ }_{r}$. The following alternative approach, although it depends on some quite rough approximations, hould give a reasonably accurate idea of the nature of this dependence, when $r$ is large compared with *ond ${ }^{\circ}$.

From (17) it follows that
(A. 15)

$$
\begin{aligned}
& =(-1)^{m}\left[Y^{(m-1)}\left(s_{0}+1\right)+\Psi^{(m-1)}(r)+\Psi^{(m-1)}\left(e_{r}+1\right)\right. \\
& \left.-3^{m} Y^{(m-1)}\left(n_{0}+s_{x}+x+2\right)\right] \text {. }
\end{aligned}
$$

Using the approximate formula (20) we obtain
(A.16.1) $\quad \kappa_{1}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right) \dot{\vdots} 2 \gamma-\sum_{j=1}^{\sum_{j}^{0}} j^{-1}-\sum_{j=1}^{\sum_{r}} j^{-1}-\log (r-1 / 2)$

$$
+3 \log \left(e_{0}+\varepsilon_{r}+r+3 / 2\right)
$$

and, for $m \geq 2$
(A.16.2) $\kappa_{m}\left(-\log \left(y_{1}\left(1-y_{r}\right)\right\}\right) \vdots(m-1): \sum_{-j=s_{0}+1}^{\infty} j^{-m}+\sum_{j^{2 m}}^{\infty} j^{-m}$

$$
\begin{aligned}
& +\left\{(m-1)(r-1 / 2)^{m-1}\right\}^{-1} \\
& -3^{m}\left\{(m-1)\left(e_{0}+s_{r}+r+3 / 2\right)^{m-1}\right\}^{-1}
\end{aligned}
$$

If $x$ is large, then for the smaller values of $m(\geq 2)$
(A. 16.3) $\kappa_{m}\left(-\log .\left\{y_{1}\left(1-y_{r}\right)\right\}\right) \vdots(m-1)!\left[\sum_{j=E_{0}+1}^{\infty} j^{-m}+\sum_{j=E_{r}+1}^{\infty} j^{-m]} \quad\right.$.

Note that $r$ does not appear in this approximation.
In particular, taking $m=2$
(A.17) $\quad \operatorname{var}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right): \underset{j=m_{0}+1}{\infty} j^{-2}+\underset{j=\varepsilon_{r}+1}{\infty} j^{-2}$.

The variance decreases as $s_{0}$ and /or $s_{r}$ increasea. The expected value $\left(\kappa_{1}\right)$ almo decreases.

A further approximation to (A. 16.3) gives

$$
\text { (A. 18.1) } \kappa_{m}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right) \doteq(m-2)!\left[\left(s_{0}+1 / 2\right)^{-(m-1)}+\left(s_{r}+1 / 2\right)^{-(m-1)}\right]
$$

and in perticular
(A. 18.2) $\quad \kappa_{2}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right)=\left(s_{0}+1 / 2\right)^{-1}+\left(s_{2}+1 / 2\right)^{-1}$.

If $\boldsymbol{s}_{\mathbf{o}}={ }_{\mathrm{s}_{\boldsymbol{r}}}=\mathrm{B}$, formula (A. 18.1) becomes
(A.19.1) $\quad \kappa_{m}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right) \doteq 2(m-2)!(s+1 / 2)^{-(m-1)}$
while (A. 16.1) becomes
(A. 19.2) $\kappa_{1}\left(-\log \left\{y_{1}\left(1-y_{r}\right)\right\}\right) \doteq 2 \gamma-2 \sum_{j=1}^{n} j^{-1}-\log (r-1 / 2)+3 \log (2 \theta+r+3 / 2)$.

If $r$ is large this last equation may be replaced by
(A.19.3) $K_{1}\left(-\log \left\{y_{1}\left(1-y_{x}\right)\right\} \equiv 2 \gamma-2 \sum_{j=1}^{E} j^{-1}+2 \log (x+3 s+5 / 2)\right.$.

If sincreases to $s+1, \kappa$, decreases by approximately $2(s+1)^{-1}-6(r+3 s+5 / 2)^{-1}$. It is not euggested that it will always be appropriate to use these approximations, particularly those appearing later, which depend heavily on $r$ being lerge compared with sond ${ }_{0}$. The approximations are exhibited because they bring out rather clearly the way the distribution of $-\log \left\{y_{1}\left(1-y_{r}\right)\right\}$ depends on $s_{0}$ and ${ }_{5}$.
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