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v.\& FOREWORD

Technical Director of Edgewood Arsenal, issued an invitation to hold

the Fourteenth Conference on the Design of Experiments in Army Research,
Development and Testing at Edgewood Arsenal, Maryland. In his letter,
Dr. Reynolds set the dates for this meeting as 23-25 October 1968, and
he appointed Messrs. Joseph Mandelson and Raymond Schnell to serve as
Co-Chairmen on Local Arrangements. These conferences are sponsored by
the Army Mathematics Steering Committee and they come under the super-
vision of the AMSC Subcommittee on Probability and Statistics. Dr. Walter
Foster, the Chairman of this Subcommittee, was happy to accept this
invitation and started laying the groundwork for this conference. He
and other members of the AMSC would like to thank Messrs. Mandelson and
Schnell, as well as many other employees of Edgewood Arsenal, who helped

to make the Fourteenth Conference such an enjoyable and successful
meeting.

These conferences are open to scientific personnel of all Government
agencies, and the participation on the program by staff members of
various agencies has been gratifying. In this, and in past meetings,
scientists from the National Bureau of Standards have contributed a
great deal to the tone of these symposia. It seems appropriate that
we point out some of the Bureau participants in this Edgewood Arsenal
Conference. Dr. Joseph Cameron served as a member of the Program
Committee; and he, along with Dr. Joan R. Rosenblatt, served as
panelists in several of the clinical sessions. Messrs. H. H. Ku and
Roy H. Wampler each presented technical papers. Further, there was
presented a paper which was authored jointly by David Hogben and John
Mandel. We are pleased to be able to publish most of these papers in
this technical manual.

Those attending the conference had the pleasure of hearing the
following invited speakers talk on the topics noted below:

Broadening the Horizons of Experimental Design
Lieutenant General William B. Bunker
U. S. Army Material Command

Structure and Classification of Patterns éﬂ}’/70 Ci;V/
S

Professor Rolf E. Bargmann
University of Georgia

Bulk Sampling
Professor Acheson J. Duncan
Johns Hopkins University
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Time Series
Professor Emanuel Parzen
Stanford University

The keynote speaker, General Bunker, died before these Proceedings
could be issued. His passing is a heavy loss to the scientific
community, and to me, a special loss, as he was a warm personal
friend.

An outstanding feature of the program of the Fourteenth
Conference was a panel on Bulk Sampling. This is an area of
statistics of special interest to the scientific personnel of
the host installation. Dr. Walter Foster served as chairman and
organizer of this phase of the agenda. He selected Professor A. J.
Duncan to serve as a Discussant and Advisor to the following Panel
Members: Henry Ellner; Boyd Harshbarger; G. R. Lowrimore; Joseph
Mandelson; and, V. H. Rechmeyer. Another outstanding feature of
these conferences is the awarding of the Wilks Memorial Medal. This
year, it was my pleasure to announce that Professor Jerzy Neyman, of
the University of California at Berkeley, was selected to receive the
Fourth Samuel S. Wilks Memorial Medal.

Members of the Army Mathematics Steering Committee think that
the papers presented at the conference have made valuable contributions

to the fields of the design of experiments, statistics, and reliability,
and have requested that these articles be published in these Proceedings.

They wish to thank the many speakers, chairmen, and panelists for their
help in conducting this symposium.

The conference had an attendance of 163 scientists, and 50
organizations were represented. Speakers and panelists came from:
Cornell Aeronautical Lab; Duke University; Federal Electric Corpora-
tion/ITT; Hercules, Inc.; Johns Hopkins University; National Bureau
of Standards; Stanford University; Thiokol Chemical Corporation;
University of Chicago; University of Georgia; and Virginia Polytechnic
Institute; and nineteen army facilities.

Colonel Paul R. Cerar, Commanding Officer of Edgewood Arsenal,
gave the Welcoming Remarks for the host installation. In his talk,
he gave many interesting and historical facts about Edgewood Arsenal.
His address 1is published here for the edification of those who were
not able to hear him speak.

Formulation of the outstanding features of this conference and
the selection of the invited speakers were made by the members of the
Program Committee (Joseph Cameron, Francis Dressel, Walter D. Foster,
Fred Frishman, Boyd Harshbarger, William Kruskal, H. L. Lucas, Jr.,
tlifforn Maloney, Joseph Mandelson, Henry Mann, Raymond B. Schnell,
ind Herbert Solomon). The Chairman wishes these individuals to know
that he appreciated their assistance and valued their comments on the
rarious phases of the program.

Frank E. Grubbs
Conference Chairman
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His address is published here for the edification of those who were
not able to hear him speak.
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WELCOME*

Colonel Paul R. Cerar
Commanding Officer, Edgewood Arsenal

General Bunker, distinguished guests and speakers, ladies and
gentlemen ......c00..

Edgewood Arsenal is proud and gratified to have been chosen to act
as your host for this, the Fourteenth Annual Conference on the Design of
Experiments in Army Research, Development, Testing and Evaluation. I
consider it a privilege to welcome you on behalf of the arsenal and its
personnel. It is particularly fitting that our arsenal should be given
this opportunity as part of its scientific program for this year of our
existence, a half century of work and achievement as a significant element
in the defense structure of our country.

In October of 1917 the War Department acquired this reservation, later
to become the Infant Gas wWarfare Service's first home, and in May 1918 named
the installation Edgewood Arsenal. During the lean years between world
wars Edgewood Arsenal struggled to prepare the military arm, offensively and
defensively, in the area of chemical warfare. Despite the meager resources
allotted, especially during the depression years, somehow the installation
survived to provide the basic cadre for the enormous expansion to over 7000
military and 8000 civilian personnel in the peak years of World War II.
Through their devoted efforts, our military forces were provided with a
capability in research, development, procurement and supply of chemical
of fensive and defensive materiel.

Existing industrial and manufacturing facilities were rehabilitated and
new ones built. Necessary support facilities such as utilities, an airstrip,
and an expanded rail network were added. The chemical warfare school was
expanded and a modern laboratory complex was built to house consolidated
research and development activities. In May 1942 the installation was re-
designated the Chemical Warfare Center. In August 1946 the name was changed
to Army Chemical Center but in 1963 we reverted to the original title:
Edgewood Arsenal.

In a re-organization approved 7 July 1966, Edgewood Arsenal was
designated the U.S. Army's Chemical Commodity Center with responsibility for
all chemical weapons and defense materiel research and development, subordinate to
U.S. Army Munitions Command. Its previous administrative control over
Fort Detrick was relinquished and Fort Detrick became a separate commodity
center with responsibility for biological weapons and defense research and
development. However, because certain of our responsibilities overlap those
of Fort Detrick the old cooperation between the two installations is still in
existence both by necessity and choice.

*Colonel Cerar gave the Welcoming Remarks at the start of the Conference and
also served as Chairman of General Session I.



Two sub-posts fall under the command jurisdiction of the Edgewood
Arsenal Commander: Pine Bluff Arsenal, Arkansas and Rocky Mountain
Arsenal, Colorado. These two arsenals are engaged in various aspects
of procurement manufacture and testing of chemical materiel.

Over the years, then, Edgewood Arsenal has grown to represent about
$115 million in fixed investments, to include $9.6 million in land and
improvements; $78.1 million in buildings and facilities; and $27 million
in machinery and equipment. These figures do not include our sub-posts.
The installation employs over 3,800 civilians and over 1,600 military
personnel with a combined gross payroll of some $40 million.

Among our civilian employees more than 900 hold bachelor degrees;
over 190 have master degrees; and 75 have attained their doctorates.
In connection with the subject which is basic to the purpose of this
conference - statistics as it is employed in research, development,
testing and evaluation - Edgewood Arsenal can point to a long, and a
still growing interest and participation in this highly specialized
field. Starting about 1942, statistics of this type began to be used
in preparing specification requirements and later in the development
of certain theoretical concepts upon which our surveillance and other
quality assurance activities are based. Much of this work found its
way into the literature and our personnel were actively engaged in the
development of important sampling standards. Interest in, and utiliza-
tion of statistics, soon spread from our quality assurance elements to
our research, development and testing activities. At a later date, an

Operations Research Group was formed in whose work, as you know, statistical

principles play a major role. This group was recently incorporated into
the U. S. Army Munitions Command but it remains physically located on
this post.

The Chemical Corps Engineering Command sponsored several conferences
on Statistical Engineering in the 1950's which some of you may have
attended. It has been our policy to encourage our personnel to take
an active part in all professional activities - delivering and pub-
lishing technical papers and acting as chairmen and moderators of
technical sessions.

Our background dates back some 26 years, when, as you may recall,
the work of Professors Fisher and Pearson in England on the Design of
Experiments and even the work of Shewhart, Dodge, and Romig in this
country in Statistical Quality Control were practically unknown. You
can see why Edgewood Arsenal feels so proud to act as your hosts for
the next three days.

At this point, I am pleased to acknowledge our indebtedness to the
Army Research Office and to its arrangements committee for inviting us
to host this conference and to extend my thanks through Dr. Francis
Dressel, the Secretary, to this committee for the excellent work they have
done in securing such outstanding speakers and in arranging so interesting
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a technical program. We are especially honored and pleased to have as
our keynote speaker, a distinguished soldier who has taken a very keen
and active interest in the subject to be discussed.

Lieutenant General William B. Bunker is a graduate of the United
States Military Academy, Class of '34. He attended the Massachusetts
Institute of Technology receiving his degree of Master of Science in
Engineering. During World War II, General Bunker served as Deputy in
Charge of the Transportation Corps' Supply Program and, in 1945, as 7th
Army Transportation Officer, during the occupation of Germany.

When the Berlin Airlift began in 1948 the General was put in charge
of Terminal Operations governing gathering of shipments, loading in the
United States zone, unloading and distributing cargo in Berlin. He
organized a similar system between Korea and Japan when hostilities
erupted in 1950.

In 1950 the Chief of Transportation named General Bunker to be Chief,
Air Transport Division, investigating the application of the helicopter
to Army transportation. The result of this investigation was an immediate
large scale expansion of this activity. General Bunker was appointed
Commandant of the U. S. Army Transportation School in 1954 and the
following year was assigned as Commander, U. S. Army Transportation
Materiel Command, responsible for logistic support of Army aviation.
He was promoted to Major General 1 June 1961.

In February 1962 he became a member of the planning group which
developed the organization for the Army Materiel Command and in June
was assigned as its Comptroller and Director of Programs. On 1 April
1962 he became Deputy Commanding General, U. S. Army Materiel Command
and was thereupon promoted to Lieutenant General on 9 May 1966.

General Bunker has been the recipient of many decorations for his
outstanding work in a long and honorable career, not only from his own
grateful country but also from the United Kingdom and Nicaragua.

He is a member of Professional Societies and published various
articles in technical journals, and has developed a keen interest in
the use of statistics in Army Research, Development, Testing and
Evaluation.

It is with great pleasure that I introduce our keynote speaker,
Lieutenant General William B. Bunker.

The title of his address is: '"Broadening the Horizons of Experimental
Design."

««+...Thank you, General Bunker for your very interesting and
informative address.
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One of the most important objectives of these conferences has been
to afford the conferees an opportunity to explore with authorities in
the field those aspects of the subject matter which had most recently
received major attention and development. When such areas have been
determined, it has become the practice to invite experts in these
various areas to speak on the topics selected.

Our next speaker is Professor Rolf Erwin Bargmann of the University
of Georgia and the Thomas J. Watson Research Center of IBM. He
has had a varied career, having been a Rockefeller Foundation Fellow
prior to taking his Doctorate in Mathematical Statistics at the University
of North Carolina. He was associated with our State Department in
Germany and served as an interpreter during the Nuremberg Trials. He
was Assistant Professor of Statistics and Head of the Department at
Frankfurt, later Associate Professor of Statistics at Virginia Polytechnic
Institute. He achieved full professorship in 1959. He was a consultant
to White Sands Proving Ground in the summers of 1957 and 1959. He is
a Fellow of the American Association for the Advancement of Science and
a member of several statistical societies.

It gives me great pleasure to present Professor Bargmann, who will
speak on, ''The Structure and Classification of Patterns."
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BROADENING THE HORIZONS OF EXPERIMENTAL DESIGN

LT General William B. Bunker, Deceased
U.S. Army Materiel Command
Washington, D.C.

From its early beginnings, statistics has been an important vehicle
with which reasonable men have attempted to seek an understanding of the
problems which confront them. Some of the earliest developments and
applications of statistical concepts occurred in response to problems at
the gaming tables. In fact, I have been told that more than one early
statistician earned his keep by calculating odds for a wealthy gamblet.
The basic orientation of statistics toward the solution of practical
problems can be found as the motivation for many major developments in
statistics. For example, Thomas Bayes in his often quoted and contro-
versial essay stressed his desire to provide a more efficient procedure
for the estimation of probabilities. More recently, the contributions
of Professor R.A. Fisher in the area of small sample statistics were
motivated by a desire to improve the analytic tools available in bio-
medical research.

The essential point is that many of the important developments in
statistics were motivated by a desire to solve real world problems. I
am concerned that in some quarters this orientation to problem-solving
has been replaced with a tendency toward self contemplation and a primary
interest in statistical purity. There is a need to re-examine the direc-
tion of current efforts and to confront our major problems head-on. Only
through broadening the horizons of experimental design can we hope to deal
effectively with our most pressing problems.

Today, as a first step toward broadening the horizon, I would like
to spend the remainder of my time discussing several areas that are amenable
to the application of the concepts of experimental statistics.

SYSTEM TESTING AND DEVELOPMENT. One important area in which much
work 1s needed involves the statistical issues in equipment testing. At
the offset, I want to stress that our test programs are not and in fact
cannot be scientific experiments. One reason for this is that the tradi-
tional requirements for the design of experiments are infeasible within
the context of a test and development program. For example, a basic
principle of design of experiments involves the control or minimization of
the variation in the experimental situation. This is an almost impossible
requirement to satisfy for two reasons. First, due to mecdification in the
system during development, the basic heterogeneity of experimental units 1s
high. This inherent variability represents a violation of a basic statis-
tical assumption. Second, the dimensions of the problem frequently preclude
control or even measurement of extraneous sources of variation. The problem
was illustrated in the test program for our new AAFSS.

The status of a scientific experiment also is denied to our development
and test programs because of the fact that we just can't afford the large
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number of data points that are required in a classical experimental design.
In practice, testing is done on a small number of prototype systems. If

an attempt was made to gather the number of observations required to achieve
the desired level of statistical significances, no development would ever
take place.

The statistical aspects of testing programs are further compounded by
our difficulties in specification of the model. In many of our test programs
it is difficult to begin to select the relevant variables and logically
impossible to identify the important interactions and nonlinearities.

Our recent experience with the development of 152 ammunition for the
Sheridan provides a case in point. The variable of interest in this case
is binominal, either the round fires or it does not fire. We know that
reliability of this ammunition is a function of a number of variables
including quality control, the efficiency scavenger system, the ammunition
case, and the storage enviromment, but we also realize that there are n other
important dimensions of the problem which remain to be identified. For
example, through observation we have established an interaction between the
degree of moisture in the powder and the quantity of residue. Experience
has demonstrated that higher moisture content resulted in more residue. In
response to this finding we have lowered the moisture content, but this
change raises a question concerning other yet unknown interactions that
are at work in determining the reliability of the ammunition.

Changing the moisture content also illustrates another problem that
pervades the testing programs. When the nature of an item is altered as
a matter of course in testing and development, how does one aggregate the
test data that were generated prior to the change with that data which have
been gathered after the change? 1In a strict sense, the modification has
changed the basic structure of the situation that is being modeled, and
has made the two sets of data incommensurable. In reality, we are measuring
a series of separate probability curves and are reporting the envelope of
these curves. This is analogous to developing a baseball batting average
by combining performance in the preliminary grapefruit league with that in
standard league play. In both cases, the cumulative measure of perfermance
combines early and tentative results with those that have been obtained
after the system has been brought up to working order. The net effect of
this procedure is to substantially understate the reliability of the system.

Given this situation, how can we give our customer a valid statement
of quality assurance? Upon examining the results of the testing program,
the statistician would say that we have a ratio of approximately 1 te 52,000,
but what we really need to satisfy the customer is a ratio of 1 - 1,000,000.
At this point I can say, qualitatively, that the real reliability of the
system is understated; however, it is impossible to specify the absolute
magnitude of the error. Naturally, the customer is not satisfied with
the statement about reliability of the ammunition, and something must be
done to improve the situation. The statisticians' answer to this dilemma
is more testing to develop the required observations. This is an extremely
costly procedure and it would have been better to have done more work on
estimating the initial function. Ad hoc testing at this juncture 1s not a
feasible solution to the problem.




An alternative approach can be found in the area of statistical
decision theory. Resolution of this dilemma may be achieved through the
combination of the subjective judgment of the experts and objective
experimental results.

A second area in our testing program that requires attention involves
the development of large, expensive systems. The Main Battle Tank provides
a good illustration of the problem. We really have only a vision of the
MBT. In this situation, the problem is that there is no real testing of
the whole system. Instead, tests are conducted on different vehicles with
various configurations. This means that most of the parameters of interest
vary from test to test and that very little remains constant among the
tests. What we are attempting to model then is really a function of
functions. Casual factors can no longer be expressed simply as numeric
values but themselves must be represented as functions, the values of
which are in turn dependent upon the value of the total function.

One analytic technique that has been utilized to attempt to model
a function of functions is dynamic programming. In the development of
the basic algorithm Bellman used a recursive scheme to reflect the method
of sequential calculation that is the essence of the approach. For example,
consider an aerial weapon system consisting of a navigational subsystem,
a target acquisition subsystem, and a weapon subsystem. It is desired to
determine the optimal characteristics of all three subsystems, but all
these decisions are interdependent. The thing we do know is that whatever
navigational and target acquisition subsystems are chosen, the characteris-
tics of the weapon system, e.g., the rate of fire must be optimal with
respect to the effectiveness of the whole system. Using the principle of
optimality proposed by Bellman, we can say that the optimum rate of fire
is a function of the effectiveness of the aerial weapons system. Since
we do not know the optimal characteristics for the other two subsystems,
the optimal rate of fire and total system effectiveness must be found for
all feasible outputs of the subsystem. This technique may provide a clue

regarding the way to handle complex equations without knowing their specific
form.

The essential point is that we must move away from concepts that
require the testing of a static system. Pressures imposed by necessary
modifications of systems in the development process do not allow all other

things to remain equal and this dynamic aspect of the environment cannot
be ignored.

On balance, it appears that increased emphasis on rigor in the design
of experiments has diverted our attention from the ultimate objectives.
Efforts must be undertaken to develop techniques which provide feasible
solutions to problems of quality assurance and the manipulation of more
complex dynamic models. We need to soften the science of experimental
design to make it a more useful tool in test and development programs.

The alternative to this change is to continue to strive for more tech-
nically precise answers which are even less meaningful in the decision
making process. Unless a conscious effort is made to avoid this plight,
experimental statistics may create a paradox similar to that caused by



managerial accounting. As a tool of management, the discipline of
accounting has experienced an increase in the precision with which
financial information is analyzed and reported, but it still does not
provide much assistance in the decision making process. Decision makers
can safely rely on accounting to identify the loss after the investment
has failed, but it is of no help in forecasting the likelihood of this
occurrence. It is an after the fact discipline, and our requirements
are for knowledge before the fact.

While reflecting on these challenges that lie ahead, it may be use-
ful to reconsider the role of statistical analysis in the decision making
process. The decision maker is concerned with choosing between two or
more alternatives; the value of which remains to be established by events
in the future. Statistical analysis is valuable only to the extent to
which it raises the level of understanding of the problem and in so doing
provides an improved basis for fixing beliefs about the future. In
contrast, analyses that provide interesting expositions, but no additional
understanding, are of little value. It, therefore, is essential for the
analyst to be attuned to informational requirements of the decision maker
if real progress is to be made.

MANAGEMENT INFORMATION SYSTEMS. A second area which could benefit
from the attention of statisticians is the design of management information
systems. Even a cursory examination of the recent attempts to design and
implement management information systems reveals the opportunity for
substantial improvement through the infusion of the concepts of experimental
statistics. Many of these efforts reflect a lack of understanding of the
available techniques for summarizing and annalyzing data. The result of
this naivete has been inefficiency in system design and confusion regarding
the purpose and value of the output of the system. For example, the
operation readiness of our hawk units throughout the world must be monitored
daily by phone. Since this information is vital to decision makers at the
highest levels, one would have hoped that a less cumbersome communication
system could have been planned.

To provide you with more background on the problem area, it may be
useful to examine briefly the origin of our current dilemma. The root
of the problem can be found in our recently acquired capacity to process
and transmit rapidly information. In the last thirty years technological
progress has resulted in the development of three generations of computers;
each of which represented a dramatic improvement over the current state-of-
the~art. Equipped with the exciting abilities to process in a real time
mode and to directly access data banks, the designers of these systems
have moved in the direction of including everything about everything in
the system.

One example of the problem is provided by the periodic Army readiness
report that is prepared for the Chief-of-Staff. Included in this report,
in great detail, is information on not only major items such as tanks and
jeeps but also on many minor items as well. Once attention was drawn to
equipment readiness at this level of specificity it became apparent that
the number and status of most of the items were subject to continual change.
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This meant that the job of preparing a large scale report was further
compounded by the fact that the information had to be updated and published
frequently, if it was to be of value in its current form. A question can
be asked as whether or not this is a worthwhile or even feasible effort.
This same point should be raised in every management information system.

In nearly all phases of our business today one can observe information
being translated into electronic impulses for transmission up to higher
levels of authority. It is important to note that once data is separated
from its traditional hard copy vehicle, e,g,, the DA Form; it can be sorted,
summarized, or transmitted at almost unbelievable speeds. It is this
speed and the low per unit cost of processing information which have caused
many of the current problems with management information systems.

These rapid changes in communications technology have caused some
rather traumatic experiences in most large organizations. To begin with,
many management theorists and most managers of today are still thinking
in terms of the traditional forms of organization structure. These
concepts generally involve pyramidal configurations of the different
layers of authority. The problem is that these organizations reflect a
certain state of information processing technology and this level of
technology is rapidly becoming obsolete. There is no doubt that a certain
disparity has always existed between the institutionalized organization
structure and information technology; however, recent innovations have
aggravated and accentuated the problem. It is useful to examine the
factors that are important to this problem in order to better evaluate
alternative solutions.

One important factor is the heterogeneity in the speed with which
different types of information are processed through the organization.
While it is not possible to rapidly analyse and summarize information on
personnel strength through the organization, it is still necessary to
individually monitor the progress of many R&D programs. So within the
same large organization, new information processing techniques have
dramatically affected the form and function of some activities while
others remain essentially unchanged. This phenomenon has made the
traditional concepts of a centralized and decentralized organization
obsolete in that both tendencies are apparent within many phases of our
business.

The increasing magnitude of the upward flow of information also
serves to exacerbate the disparity between information processing tech-
nology and organizational structure. Too frequently, our concept of
the informational requirements that must be transmitted up to top
management reflects a lack of appreciation for the objectives of the
system. Most communication that an individual has with the higher
levels of the organization is through his immediate superior. Communica-
tion at this level is intimate and detailed and this is as it should be
between superior and subordinate. This is not, however, the appropriate
level of communication between a first line supervisor and top management.
The top level manager has neither the need to know nor the capability
to assimilate the large volumes of specific information; and, therefore,
it makes little sense to send information at this level of detail up through

5



the information system.

In addition to being illogical, this tendency has serious implications
for the organization and the decision maker. If the trend continues,
middle management will of necessity be relegated, in large measure, to
the job of expediting the flow of information up the line of authority.
More important, however, is the effect of this tendency on the performance
of the decision maker. From his point of view, this tremendous flow of
information provides an all encompassing yet fragmentary view of reality.
While the decision maker has easy access to information regarding every
significant dimension of the problem and some trivial ones as well; he
may still find himself in a quandary over the nature of the situation. The
reality of any situation is extremely complex when viewed in its entirety.
Most of us have learned through experience in situations to suppress those
aspects of reality which are superfluous to the problem at hand; however,
the ability to do this effectively depends on an intimate understanding of
the particular problem and environment. This point illustrates a major
impetus for specialization of interest and talent but raises a serious
question concerning the relationship between the top level decision maker
and the information system. It is obvious that no top manager, regardless
of his ability, can begin to accumulate experience comparable to the new

sum of that possessed by the specialists in his organization. It should
be equally obvious that the detail and format of information required by

the manager is markedly different from that which is required in the lower
echelons. This is, however, only half the problem.

The sorting and evaluating of information by the decision maker is
further complicated by the fact that the information has been abstracted
from the environment to which it is indigenous. No longer is it possible
to view the situation in its totality or to make inferences from the
juxtaposition of the various elements. The information is now presented
in a homogenous package and there is little effort made to illustrate the
relative importance of the various bits of information. This format
encourages the tendency to limit the analysis to what are apparently
obvious relationships in the data, and all too often, these obvious
relationships depict only a superficial view of the problem. When con-
fronted with such a situation, the decision maker is tempted to feel that
his evaluation is profound when it in fact may be obvious and trivial or
even worse incorrect.

The question then arises as to what alternatives are available to
aid us in resolving this dilemma. One answer to the problem may be found
in the imaginative and effective application of the techniques of statis-
tical analysis. Concepts and procedures that have been used successfully
for years by statisticians offer the means by which meaningful order can
be restored in our information systems.

Returning to the example of the Army readiness reports, in this
information system the emphasis has been placed on reporting the status
of practically every item in the inventory. A moment's reflection reveals
that this approach is a violation of the principle of parsimony. Why is
it necessary to report data on the status of every item, when we are really




only interested in those items in a particular status? It is encouraging
to note that all information systems have not proceeded down the same

path. The New York City Department of Public Health, for example, does

not attempt to measure the health status of the city by directly estimating
the proportion of the total population who are well. Instead, their
attention is focused only on those who are sick. Their approach is to
monitor the population of the hospitals throughout the city. Through
observation of this one accessible indicator, they are able to maintain

an adequate estimate of the general level of health of the community.

The principle is to replace the real variable of interest with
surrogate which is more easily measured and analyzed. This has been a
relatively common practice among statisticians and it should have applica-
tion in the design of our information systems. In the case of the readiness
report, a substantial increase in the value of the effort would be realized
by reporting exceptions rather than the status of the whole system, This
scheme would substantially reduce the upward flow of information and focus
attention on the real variable of interest. In another phase of the opera-
tion, perhaps the status of a particular maintenance operation could be
gauged more efficiently and accurately through the examination of the
re~enlistment rates rather than the number of items serviced per month.

The kind of changes suggested would not only reduce the upward flow of
information but also place the information in a form and format that is
more useful in the decision making process.

The concepts of sampling offer yet another statistical tool that
appears to have application in the design of information systems. Even
if modern technology can provide us with the machine capability to process
information at very ‘high speeds, this capability has a significant, positive
cost. It is therefore necessary to examine alternative ways to economize
in the operation. Sampling theory provides the basic notions for efficiently
and economically gathering data about a particular population of interest.
For example, the mean cost of procuring an item could be estimated accurate-
ly and at a mere fraction of the cost of total enumeration through the use
of a self-weighting, stratified sample. It should also be remembered that
in many cases, sample estimates might be even better than wonld usnally
be expected because our concern is primarily with finite populations.

A more general perspective for design of an information system may be
gained from the philosophy of analysis that pervades among statisticians.
While many of the designers of information systems have been content to
concentrate on the preparation and reporting of data, the interest of most
statisticians continues through analysis and interpretation. Efforts must
be made to bring the analysis phase into the design of a system. Up to
this point system designers have emphasized performance measures such as
speed or cost per calculation as measures of effectiveness, but we have
seen that this approach ignores the important question about system effective-
ness, i.e., what is the value of information? Timeliness of information is
important; however, in our effort to obtain more current data we have
ignored certain other important aspects of the problem. 1Is it really
worth anything to the organization to spend additional money to send
information more quickly if much of the information in the system is



already redundant or nonuseable? Does it make sense to publish figures
in a daily report if it will require several weeks worth of observation
to verify whether a change in the data is real or simply an aberration?
The answer to both questions is obviously no! Both queries suggest that,
in the future, major payoffs will accrue to advances in the analysis of
data that can be incorporated within the system. Further analysis will
take additional time; however, it should also substantially increase the
informational value of reports. When examining this tradeoff it is
essential to remember that most changes that take place within a large
organization are gradual and occasionally painfully slow. Given this
situation, it is reasonable to expect that the opportunity cost of the
time lost during further analysis may be substantially less valuable than
the increased understanding which would be generated.

In summary, there is a genuine need to apply the philosophy of
experimental design to the design of management information and control
systems. Statistical techniques can help to determine which variables
should be measured and which should be ignored, as well as facilitating
the analysis and forecasting of trends, Up to now, there has been little
feedback between those interested in experimental design and those involved
in information system design. Much of what we know in the latter area has
been the result of a trial and error process, and as I am sure you are
well aware, this can be a very expensive way to learn. If some of the
statistical notions of sampling and analysis can be communicated to
system designers, then substantial payoffs will be realized. A response
in this direction now will encourage efficiency and progress. If no
response is forthcoming, however, and decision making continues to escalate,
a requirement for total information reporting will demand a huge organiza-
tion just for purposes of processing. In many ways, the dilemma of the
decision maker is analogous to that of an individual who attempts to
examine the behavior of a particle suspended in liquid. The more the
individual studies the particle the more confused he becomes of the random
effect of brownian motion. The perception of both the hypothetical individual
and the decision maker could be improved through the use of certain basic
statistical notioms.

CONCLUSION, As we have seen there are a number of opportunities to
broaden the horizons of experimental design through reduced emphasis on
rigor and increased attention to current problems; be they in testing or
systems design. The next move is up to you.




THE STRUCTURE AND CLASSIFICATION OF PATTERNS#*

Rolf E. Bargmann
University of Georgia
Athens, Georgia

TERMINOLOGY . **

Logical Pattern: A set of p diagnostic events is observed.
Occurrence is marked by 1, non-occurrence by 0. Such single observa-
tion results in a row of 0's and 1's. Observations are repeated, and
several such rows constitute a pattern. If rows are dependent (e.g.,

observation at consecutive times), a cyclical autocorrelation dependence
is assumed.

Major Event: One or very few underlying artificial events, each
of which may assume two or more states, which influence the probability
of occurrence of each diagnostic event.

Calibration Pattern: A logical pattern, consisting of several rows,
containing observation of occurrences and non-occurrences of all diagnostic
events if the major event (or, rather, some physical event closely related
to the artifical major event) is in a known state (e.g., repeated observa-
tion of symptoms of a patient who suffers from a known disease).

Model Assumption (leading to a variant of the Latent Class Model):
The state of the major event determines the probability of occurrence
or non-occurrence of each diagnostic event. Except for this influence,
the diagnostic events are assumed to be independent (principle of
conditional independence).

Sample Pattern: A logical pattern consisting of one or more rows,
describing a situation where the state of the major event is unknown.
Its distance (Euclidean distance or, better, -2 log likelihood) from
each of the calibration patterns determines the proximity of the current
state of the major event to each of the known states represented by the
calibration patterns.

Note that extensive calculations are required on calibration patterns
only. Determination of the distances of a sample pattern from each
calibration pattern is a very simple matter, and can even be done by
hand calculation.

*A handout at the conference served as a basis for this paper.

**Reference, R. E. Bargmann, "A Method of Classification Based upon
Dependent 0-1 Patterns,'" IBM Research Report No. RC-677, April, 1962).



SOME OF THE SIMPLER FORMULAS. The following quantities must be
obtained from each calibration pattern:

X4 = Oor1l -- the entry in row t and column i

of the calibration pattern. N = number of rows, p = number of columns

N
Si = z X4 Py = SilN (column averages)
t=1
1§ .
S,, = X, .X P.. = S,./N (average number of
13 t=1 ity 13 13 l-matches in columns
i,3)

If rows are assumed to be independent, then
o, = [pyQ-p1/N-1

If rows are assumed to be time-dependent (cyclical, autocorrelation of
lag 1) the following additional quantities are needed

¢ = ) Xei®e+1,1 (x)y = XN+1,1)

(1-matches, down)

Uij = ) X 41,15 (1-matches, up)
t=1

~

2 2
r, = (Ci - Si/N)/(Si - Si/N) (autocorrelation)
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(If N is even, and if a perfectly alternating sequence occurs in a
column--i.e., 010101... or 101010..., r should be replaced by

2/(N+1)-1).

Then
) Pi(l-Pi) 2r,;
O, = - 1+ )
ii R
N-1 l-ri
(= (N—Z)/N3 , 1f a column consists of perfect
zeros or ones)
A Py P4Py Ty 5137043
oy + - — -
N-1 (l—ri)(l-rj) N(N-1)
T S, .-U
h| ij 1]
+ ~ - .
(l-ri)(l-rj) N(N-1)

Subject the matrix Z (or the corresponding correlation matrix, --most
computer programs do the conversion automatically) to a Factor Analysis.,
If the major event is assumed to have 2 states, extract one factor, if

k + 1 states, extract k factors. A crude technique (e.g., Centroid) or
even cruder ones (e.g., principal components which, alas, some computer
programs call "Factor Analysis') can be expected to yield satisfactory
results. Fnr the special case of two states of the major event, a single
vector f (elements £ ) will be reported. From each calibration pattern,

the weights w, o= 1/(1 - f ) should be calculated.

Now, to calculate the distance (or rather, the -2 log likelihood
quantity) of a sample pattern from calibration pattern q obtain the
average of each column in the sample pattern, call it a,.

Then

d = % log © + log [1 + g (w, -1)] - g log w
q i=1 iiq j=1 iq i=1 iq

~ 2
(ai piq) ¥iq

i=1 oiiq
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P (a-py )Eg Wy 2 P
- kx| ) / L+ ) (qu-l)]

i=1 Vo, =1

where k = number of rows in the sample pattern, and all logs are to base
e. The last subscript q indicates that the corresponding value is to be
taken from the q'th calibration pattern.

IMPLICATIONS OF MODEL ASSUMPTIONS ON THE STRUCTURE OF THE COVARIANCE

MATRIX: If the major event has only two states, and o is the probability
that the major event is in state 1

N - Z = (a-az) p p' + diagonal

where the vector p has elements (pill-pi/o); i.e., the difference between
the conditional probabilities of occurrence of diagnostic event i, given
that the major event is in state 1 or O.

If there are k + 1 states (or, with restrictions, several major
events), the covariance matrix has the structure

't =
al(l-al) o) Y
-0, 0 a,(1-0.) ... -o
N:+J)= P 12 27 2 2% P' + diagonal
-a, 0 —a, 0 cee ak(l-ak)

where @ denotes the probability that the major event is in state m,

and the matrix P has k colums (number of states minus 1). The element
in row 1 and column m is (pi/m-pilo)'

These are standard factor analysis models. The matrices are easily
inverted, and the determinant is easily found -- thus, the calculation
of distances from a sample pattern to each of the calibration patterns
can be most easily effected.

A direct evaluation of the conditional probabilities can be made
only if assumptions can be made relative to the probabilities that the
artificial major event is in a given state. Such assumptions are some-
what tenuous, inasmuch as the physical major event is not identical
(though hopefully highly correlated) with the artificial major event.
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Example: 'Frequency of Repair records, 6 consecutive years,
5 characteristics O = below average or average,
Calibration patterns for Make A

1 = above average.

and Make B

Make A

00111
10111
01010
11010
01101
11111

Make B

10111
01111
01111
10101
10101
00101

Estimates of covariance matrices (assuming row dependence)

9 0 0
0 80 =40
1
1080 0 =40 80
0 -12 =22
L 0 -40  200/3
(27 33 2772
=33 80 -16
1
1080 27/2 54 -9
F27/2 12 -6
L
Factor Analysis results:
g& = [0, =-.500,
! = -
gB [-.972,

Use each row as a '"sample pattern"

Row

00111
10111
01010
11010
01101
11111
01111
10101
00101

7y

23.0534
23.0534
18.1141
18.1141
60.1230
22.4190
22.4190
58.3983
58.3983

.730,

B

24.2761
11.0242
166.8874
216.8186
9.8467
50.9441
1.7716
3.2090
31.5718

-12
=22
20

=22

-18

54

108

18

.912,

-

-40 A
200/3 | = ZA
-22

80

-27/2
12 A

W |- 2,

20

-.563, .924]

-.591, .377, .588]

to
to
to
to
to
to
to
to
to

DWWk > Wy

Decision Comments

Occurs in A and B, assigned to B

Misclassification

See comment below

The 01101 sequence shows the importance of a dependence or row
Since, on the first diagnostic variables, the averages are
equal for A and B, there would have been no difference in assignment
between this and 11111, if independence had been assumed. The present
classification is correct.

assumption.
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Calibration Pattern O

1111

111111
111 111
111 111
111 111
111 111
111 111
11 11
111 111
111 111
111 111
111 111
11 11
111 111
111 111
111 111
111 111
111 111
111111
1111

from 0 -97.7
from Q - 43.7
from A 920.2
from E 8931.5
from I 27429

from 1 28026
Sample from 0 with 40

111
11111
111 1

1 1111
1 1111
1 11 1
1 1111
1 1
111
111 1
11 11
11 11
11 11 11
1111 111
111 1
11 111
1111111 111
111 111
1 1111
111

437.9
617.2
2908.5
8423.5
29973
30022

from
from
from
from
from
from

=HEP»O O

Sample from O with 20Z error

1111
11111 11
111 11111

11 111

111
1111
111
111
11111
111
11
111
11
1111
11
111

11 11
111

111

111

11
1111
11
111

1111

1
111

11
111
1111 11

1111 11

- 2 log likelihood

% error

72.5
105.6
1526.4
8630.7

from 0
from Q
from A
from E
from I 27875
from 1 28417

Sample from O with 50% error

11 11

11111

1111
1111 1111

111
1111

111
1111
111111
1111
111

1
1111
11
1111
11
1 11
1
111
1 11

1111 11
1111111

111
1111
11

1111

111

- 2 log likelihood

from
from
from
from
from
from

HH-HEP>O0 O

14

227.9
346.8
1463.8
11686.1
21388
21578



Calibration Pattern Q

1111
111111
111 111
111 111
111 111
111 111
111 111
11 11
111 111
111 111
111 111
111 111
11 11
111 1111
111 11111
111 111111
111 1111
111 11111
1111111111
1111 1111
from Q - 98.4
from 0 - 39.9
from A 1379.1
from E 10466
from I 31516
from 1 31969

Sample from Q with 40% error

11 11
11
111 111
111 111
11111 1111
111 11
11111 11 1
111 1 111 1
11 11111
11111 111
11 1111
111 1
1 11
111 1 11
1111 11111
111 111 11
1111 11
1111 111
11111 111
1111 11111

511.5

529.8

1585.9
10848
28720
29341

from O
from Q
from A
from E
from I
from 1

Sample from Q with 20% error

1111
111111
11 111 11
111 11
111 111
111 1111
111 1111
11 11
1111 1
11 1111
111 1111
111 11
1 11
111 11 11
1 111 11
1111 11 1 111
111 111
111 1 111
11111 1
11 11 1111
- 2 log likelihood
from Q - 13.4
from 0 - 4,2
from A 937.9
from E 9600.7
from I 28003
from 1 28551
Sample from Q with 50% error
111
111 1
111 11111
11111 11
11 11
1111 111
1 11 111
1 11
111 111
1111 11
1111 1
1111 111
1 1 11 11
111 11 111 11111
1111 11
1111 11
1111 111
11 111
111111 11
1 11111 111
- 2 log likelihood
from Q 385.2
from 0 421.7
from A 1925.5
from E 11749
from I 28467
from 1 29087
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Calibration Pattern I Sample from I with 20% error

111111 111111
111111 1111 111
11 111
11 111
11 1
11 111
11 11
11 11
11 111
11 1
11 11
11 1
11 111
11 111
11 1
11 11
11 11
11 11
111111 111 11
111111 1111 11
- 2 log likelihood
from I - 141.3 from 1 453.6
from 1 - 60.5 from I 488.1
from 0 1215.1 from O 930.3
from Q 2197.3 from Q 1827.3
from A 3037.1 from A 1964.3
Sample from I with 40% error Sample from I with 50% error
11 11 111 11
11111111 11111111
111 1 11111
11 1
111 1
11 1
1 1111
1111 11
1 111
1111 1
1111 11
11 11
11 111
111 11
11 11
11 1
11 1
11 11
1111 11 1111 1
111 11 1111
- 2 log likelihood
from O 911.6 from O 840.3
from A 1171.8 from A 1285.5
from I 1398.1 from Q 1675.8
from Q 1815.6 from 1 2011.4
from 1 1835.8 from I 2142.0
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Calibration Pattern 1 Sample from 1 with 30% error

11 1
111 1111
1111 11
1111 111
111 11 11
11 1
11 11
11 1
11
11 11
11 111
11 11
11 11
11 111
11 11
11 111
11 111
11 11111
111111 1 1111
111111 1111
- 2 log 1likelihood
from 1 - 140.4 from I 907.7
from I 57.3 from O 916.6
from O 1231.6 from 1 937.1
from Q 2217.6 from Q 1789.6
from A 3218.2 from A 1976.3
Sample from 1 with 40% error Sample from 1 with 50% error
11 1
111 111
1111 11 1
11111 11
11 111
111 11
11 11
11 11
11 11
111 11
11 11
11 11111
1 111
1 11
111 11
1 1111
11 11
111 1 111 11
11111 11111111
111111 1111 11
- 2 log likelihood .
from O 911.3 from 0 802.8
from 1 1264.7 from A 956.0
from A 1408.6 from Q 1643.6
from I 1630.9 from I 2867.3
from Q 1773.1 from 1 3316.5
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STATISTICAL ANALYSIS OF CUTTING FLUID PERFORMANCE DATA

Lanny D. Wells
U.S. Army Weapons Command
Research and Engineering Directorate

ABSTRACT. A 24 factorial experiment was conducted to determine
the effects of 4 factors in a single-point tool, turning operation.
Factors considered were A (tool material), B (cutting fluid type),

C (fluid application method), and D (fluid concentration). Factor B
(cutting fluid type) was of primary interest in this experiment.

An analysis of variance was performed using Yates' technique
to test significance of the different factors and interactions and
to determine the relative importance of these different effects.

The results of this analysis indicate that the type of cutting
fluid is a relatively unimportant factor compared with the method of
application and the concentration of the cutting fluid.

INTRODUCTION. Cutting fluids are applied to various metal cutting
tools to help prevent excessive heat buildup and to reduce frictiom at
the tool-chip interface. A number of beneficial effects can be obtained
if a cutting fluid can perform these functions. Tool life can be extended;
or, higher cutting speeds can be used while maintaining the same tool life;
or, some combination of higher speed and longer tool life can be obtained.
Tolerances and surface finish may improve or be easier to maintain with an
effective cutting fluid.

Various users and manufacturers of cutting fluids have developed
formal performance tests to evaluate and compare different cutting fluids,
mainly for their own special interests. Unfortunately, these tests have
not been standardized; no specific procedure has been widely accepted;
and, rarely, is any formal significance test made. Also, the importance
of optimizing the cutting fluid is not usually determined relative to the
importance of optimizing other parameters such as tool geometry or material.
In many cases elaborate programs are set up for cutting fluid selection;
but, in the same shop no organized effort is made to optimize cutting speeds
and feeds or any of the other parameters affecting the machining operation.
In fact, experimental design and statistical analysis have been notoriously
lacking in the whole field of metal cutting research. A typical comment
overheard in a conversation between some colleagues went something like
this: "Statistics is fine, but we can't run that many tests in metal
cutting." The idea that a great number of test runs is necessary to
facilitate statistical analysis is complete nonsense: Experiments can
often be reduced in size by proper design and consideration of the analysis
to be performed. It is certainly uneconomical to make experiments larger
than necessary.
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A 24 FACTORIAL EXPERIMENT. As an illustration of a type of experi-

mental design which can be used in the metal cutting field, the remainder
of this paper describes a 24 factorial experiment (4 factors each at 2
levels). This experiment was conducted to determine the effects of four
factors in a single-point, lathe, turning operation. These factors were:

Factor A - Tool material

Factor B - Cutting fluid type

Factor C - Method of fluid application
Factor D - Fluid concentration

Each factor was tested at two levels, thus, making an experiment of
16 observations. The two cutting fluids tested were Fluid A (a heavy-
duty, chlorinated, soluble fluid) and Fluid B (a fluid specially formulated
for mist application). Each fluid was used at two different dilutioms
(20:1 and 35:1), and the two different methods of application were
conventional flood and mist.

It should be understood that an experiment of 16 observations is
certainly a small experiment; but, it could be readily expanded by adding
more factors and/or using more than 2 levels. The mathematical model of
this experimental design was:

=M+ At + B, +C, +D, + ABt + AC_, + BC,, + ADt + BD,, +

Yeigk 17 %37 %k i t3 ij Kk ik

CDjk + ABCtij + ABDtjk + BCDijk + ABCDtijk

The tool life was obtained for each of the 16 different treatment
combinations at 4 different cutting speeds. A computerized regression
analysisngave a tool life vs. cutting speed relationship of the form
V=V, T. Where T = tool life (minutes), V = cutting speed (surface
speed” of workpiece in feet per minute), V. = cutting speed for 1 minute
tool life, and n = a determined exponent. "Estimates of V 0 (the cutting
speed corresponding to a 20 minute tool life) was obtaineg from these
equations.

These estimates of V o are presented in Table I. This data was
then used in a formal anaiysis of variance using Yates' technique
(Table II).

The Yates' Technique gives the sums of squares for all the effects
without the need of memorizing or looking up any equations and, thus, is
a powerful tool for analysis of variance. The ANOVA table is shown in
Table III. The 4-three factor and the four factor interactions have been
pooled to form a residual term with 5 degrees of freedom. This is justified
in this case since all of these terms are of the same order of magnitude.

20



S6 68 961 612 (1:5¢) Tp

(asm) o
%6 88 612 L1z (1:02) °p
6% 69 z02 S 44 (1:6¢) ¥p

(poo13) %o
08 89 €t 1€2 (1:02) %

(g pIn13) g (V pInT3) q

(fo11e 3sed) ly

(g pIn13) Iq (v pIn13) Oq
(3p1qxe)) OV

(024) sansay 3891

I 319V1L

21



SLEY°L08°6L I 7 13 818303
$Z90°89 (3 9z 6T To1-___ S6 PoqE
$290°09 T¢ I- € 0E1-___ 961 Poq
€290°81 1 9z Y gc1-__ 68 poe
6790 8E1 Ly <- 1 961-___ 61¢ P>
$290°81 AL 8L 1- cTi-__ 6% pqe
$290°01% 18- 19 £Y- 621-___ 20C Pq
$795°2S 6z %S 8 61— 69 pe
795" 15% —¢8- L €1 €91-___ <et P
$z9s°et 61 € Tcz- 162 6 5qe
S295" 12 1T <1 60c- __ 80¢ 612 3q
$29S - L021 6ET 09- wee-__ 1SC 88 o8
$z9S ¢EL 19 it Sie-__ %6e e >
790 8ET v O%S-___ 66S €1t 08 qe
$290°$6 6E- 695~ S%S SOt zEe q
<79< (989 __ 6011- 911 819 A0 89 ®
———=- €lcc  6ce1 119 662 T€C (6))
91 ¢ z (%) €)) © @) (1) PIisik  3vewiseil
ss

anbyuyoay ,s938X

I1 F14vVl

22



TABLE III

ANOVA Table
Source SS DF MSR

A (tool material) 76,867.5625 1 2,057 .345%k%
B (fluid) 95,0625 1 2.544
C (Application

Method) 232.5625 1 6.224%
D (Concentration) 451.5625 1 12.086%*
AB 138.0625 1 3.695
AC 1207.5625 1 32,320%*
AD 52.5625 1 1.407
BC 27.5625 1 .738
BD 410.0625 1 10.975*
CcD 138.0625 1 3.695
ABC 22.5625
ABD 18.0625 186.8125 5
ACD 18.0625
BCD 60.0625 186.8125 = 37.3625
ABCD 68.0625 5
FI,S,.9S S 6.61 1?1.5’.99 16.26 FI,S,.999 = 47.18

*significant at 95% confidence level
**gignificant at 99% confidence level
*kkgignificant at 99.9% confidence level
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INTERPRETATION OF ANOVA TABLE. The significant AC (tool material
X application method) interaction indicates that the application method
best for one tool material may not work well on the other tool material.
Also, the high BD (fluid X concentration) interaction indicates that the
best concentration depends upon the fluid used.

The cutting fluid type (Factor B) appears to be a relatively

unimportant factor compared with the application method and the concen-
tration.

The tool material (Factor A) was a very highly significant factor,
as expected, since carbide and cast alloy are quite different in character.
This factor was so dominant that it appeared to be desirable to analyze the
data for carbide and cast alloy as two separate experiments. This was done,
and the results of this analysis are presented in Table IV and V, respectively.

INTERPRETATION OF ANOVA TABLE FOR CARBIDE. Analysis of data using
carbide tools shows that all of the main effects were formally significant
in the following order:

1. Factor D - (Concentration)
2. Factor B - (Fluid type)
3. Factor C - (Application method)

The best combination for carbide was flood application of fluid A at
the 20:1 concentration.

INTERPRETATION OF ANOVA TABLE FOR CAST ALLOY. Considering the cast
alloy tool material alone, only Factor C (method of fluid application)

was formally significant. Mist application was much better with cast alloy
tools.

CONCLUSION. As this paper clearly illustrates, statistical design
and analysis can be effectively used in metal cutting experiments. The
factorial design is particularly well suited to these experiments. Yates'
Technique, applied to a factorial experiment, is not difficult and can be
carried out without any computational equipment.
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TABLE IV

Yates' Table (Carbide)

Treatment __ Yield (1) (2) (3 (3)2 + 8
(1) 231 463 899 1741  -=-e----
b 232 436 842 -43 231,125
c 217 427 3 -39 190.125
bc 219 415 -46 1 .125
d 225 1 -27 =57 406.125
bd 202 2 -12 =49 300.125
cd 219 -23 1 15 28.125
bed 196 =23 0 -1 .125
total 1741 1155.875

ANOVA TABLE (Carbide)

Effect Ss DF MSR
B 231.125 1 1849%*
c 190.125 1 1521%
D 406.125 1 3249*
_BC 125 1 T
__BD 300.125 1 2401*
) 28.125 1 225%
BCD .125 1
Fl,l,.95 - 161.4
B - Fluid
Factors C - Application method

D - Concentration
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TABLE V

Yates' Table (Cast Alloy)

Ireatment Yield (1) (2 (3 (N .8
(1) 68 148 330 632  ---e--=
b 80 182 302 4 2
c 88 118 18 100 1250
bc 94 184 -14 20 50
d 69 12 3 __-28 98
bd 49 6 66 =32 128
cd 89 -20 -6 32 128
bed 95 6 -26 32 128
total 632 1784
ANOVA Table (Cast Alloy)

Effect Ss DF MS _MSR
B 2 1 2 .018
c 1250 1 1250 11.521%
D 98 8 98 .903
BC 50

BD 128 434 4 108.5 ~=-
cD 128

BCD 128

Fi.4,.95= 7-71

Factors

B - Fluid

C - Application method

D - Concentration



MEASUREMENT OF ONE ASPECT OF VEHICULAR MOBILITY

Carol D. Rose and Raymond Owens
U. S. Army Tank Automotive Command
Vehicular Components and Materials Laboratory
Laboratories Support Division
Design of Experiments Branch
Warren, Michigan

ABSTRACT. Measurement of One Aspect of Vehicular Mobility.

Measurements of vehicular mobility have usually been conducted as
"go-no-go'" tests, in which vehicles are matched against obstacles until
they can no longer proceed, or "jury system" tests which rely upon
qualitative judgments based on opinions of observers and/or drivers of
the vehicles under test. As a new approach this project investigates
the feasibility of using a statistically designed test which is
reasonably unbiased and provides some measurement of precision for
evaluating mobility of the vehicles.

The paper describes the design problems presented for developing
a test program, the experimental design selected, the field conduct
of the test program, and results of the test. Test data were limited
to time required for a vehicle-driver combination to traverse a pre-
scribed course. The report covers a total of 450 runs, using 18 drivers,
ten vehicles, and 27 test courses over three different terrains.

ACKNOWLEDGMENT. The assistance of Project 07312, Willow Run
Laboratories, Institute of Science and Technology, the University of
Michigan, under Contract No. DA-20-113-AMC-05927(T), with Emil H. Jebe
as Principal Investigator, is acknowledged in the design of the experi-
ment, preparation of computer programs for analysis of the test data,
interpretation of the experimental results and the preparation of this
report. ’

The remainder of this paper was reproduced photographically from
the author's manuscript.
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INTRODUCTION

Mobility has long been a major aspect of consideration in
warfare. In the year 218 B. C., Hannibal crossed the Alps and
subsequently won the first of many battles from the Romans.

In addition to horses Hannibal utilized a few elephants which
apparently increased his overall mobility of materiel.

With the advent of motorized vehicles considerable progress
was made in the transportation of men and materiel. This
progress was due in great part to the roads and highways which
were built as part of the transportation complex.

Roads are often not available to supply front line troops
during wartime or for other use during national emergencies. In
recent years then, a prime consideration in the design of a
military vehicle has been off-the-road mobility.

Measurements of vehicular mobility generally have been
grouped into two types, the ''go-no-go'" and the "jury system".
In the ''go-no-go'" type, the vehicles are pitted against various
obstacles- ditches, steep inclines, swamps, etc., until they
can no longer proceed. The "jury system'" uses the combined
opinions of the drivers and observers for evaluation. These tests
give useful results but are subject to certain weaknesses. For
example, the courses are usually well defined, not properly
replicated, and performance of a vehicle can be greatly influenced
by the driver.

As a new approach, this project investigated the feasibility
of using a statistically designed test which is reasonably un-
biased and provides some measurement of precision for evaluating
mobility of the vehicles in a tactical cross-country situation.
In a tactical situation, the driver often may not be familiar
with the area, and paths to follow are not defined. Roads may be
mined. The driver may avoid obstacles if possible, and the
time required to reach a destination may be an important factor
for the successful completion of a mission.

CONSIDERATIONS OF THE TEST

At an early stage in the development of the statistical
design, some basic issues were resolved.

1. These tests were intended to measure only one aspect
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of mobility. This was the time required for a vehicle-driver
combination to traverse from point A to point B where the
course is defined only by the points A and B except where auxi-
liary markers may be needed to keep the driver on course.

2. The experimental unit was the course. It was not
practical to provide the number of courses required to perform
all the desired tests and still have the drivers limited to
only one traverse of a course. This aspect was desired; other-
wise a learning factor would be introduced when a driver tra-
versed a course more than once. As an alternative perhaps
many drivers could be used and thus reduce the number of courses
required.

3. The courses selected would be about the same length,
approximately measured, and not accurately surveyed. A course
length of somewhere between 5 and 20 miles seemed reasonable.
[Examination of the data showed that the actual lengths varied
from 0.6 mile in Terrain III to 2.7 miles in Terrain I,
approximately].

4. The tests were to be conducted in Nevada with the
cooperation of the Nevada Automotive Test Center. Three types
of terrain were selected to give greater meaning to any results
or conclusions obtained. The terrains were defined as follows:

a. Terrain I: Flat and open with small irregularities
in the form of dry washes, and scattered areas of sagebrush one
to two feet in height. Obstacles were minor in nature.

b. Terrain II: Hilly and open with rolling hills,
and areas of deep washes and sheer drops. This area contained
outcrops of rock and scattered areas of sagebrush similar to
Terrain I.

c. Terrain III: Hilly and timber covered. Areas of
trees were scattered between open spaces of sagebrush and grass.
The trees were closely spaced pine ranging between five and
twenty-five feet tall. This was the most difficult of the
three terrains.

5. The supply of drivers was not a problem. However,
the supply of experienced drivers was limited. By definition, a
driver was classified as experienced or novice according to his

own statements as to his ability and/or experience to drive on
the highway and cross country.
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6. It was planned that the drivers would be instructed
to traverse the course at the fastest speed they felt they
could go without damaging  the vehicle or injuring personnel.

7. A referce was to ride in each vehicle. The referee
was the official timekeeper. Ille would also record any other
information that might effect interpretation of the data. For
example, a driver may become bogged down, or lost, or the
vehicle may not be performing properly. The referees were
also responsible for the safety of the vehicles and occupants
by having the driver avoid any maneuver which could result
in damage to the vehicle or occupants. The referees were
to be familiar with the particular courses to which assigned.

8. Nine or ten vehicles were expected to be available for
this test. The ones used would be those available at the time
of the test.

CONSIDERATIONS IN THE DESIGN

The primary interest in these tests was to determine if a
designed experiment could be useful for evaluating factors
that affect the mobility of vehicles. This objective could be
met if it were possible to design a test which could differentiate
between vehicles, at a specified confidence level. Any other
information obtained would be useful for designing future tests.

Considerations were as follows:

1. Vehicle effect

2. Course effect

3. Driver effect

a. experienced

b. novice

Terrain effect

Marking of courses

Order of testing. The tests were expected to require
several weeks. The weather could be a factor.
Tracks left from a previous run on the same course.
Referee effect

Interaction effects

a. Vehicle - course

b. Driver - course

c. Vehicle - driver

d. Vehicle - terrain

e. Driver - terrain

(Vo lNo BN | N s
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SELECTION OF THE DESIGN

In the considerations of the design there were at least
five major factors that had to be accounted for in the design.
These were order of testing (runs), courses, vehicles, drivers,
and terrain. The other factors would have to be controlled
by conducting the test with care or, considered not significant.
Comments are as follows:

1. Marking of the courses should present no problem in
Terrain I but in the hilly and/or timber covered Terrains II
and III care should be exercised so that a driver could easily
determine the course by following the check point markers.

2. After a coursec was used once there would then be a
path to follow. It was decided that before a test run was
made, each course would be traversed once. In addition, each
course would have two or three false trails at the start.
The purpose of this was to give the first driver an environment
similar to that of the following drivers. Drivers were instructed
not to follow previous tracks unless absolutely necessary.
Generally there were no roads to follow but in case a driver
did come across an established road he was instructed to assume
it was mined, in which case his maximum speed could not exceed the
two or three miles per hour of mine sweeping operations.

3. The referee effect was to be controlled by careful
selection and uniform instruction to those selected as referees.
Also, the referees were to establish the courses so they could
become familiar with them before the tests were started.

4. Each course could have been laid out across all three
terrain types. This would still satisfy the primary objective
of the experiment, but it would give no information on terrain
effect nor on the interaction effects of vehicle-terrain and
driver-terrain.

S. One way to cope with a problem of this size is to adopt
the Graeco-Latin square as the basic structure for the experi-
mental plan. With this choice only four factors can be used.
The basic structure would include runs, courses, vehicles,
and drivers. To obtain any evaluation of terrain effect, each
square would have to be repeated for each terrain. The Latin-
square and Graeco-Latin square have the limitation that no
interaction effects can be measured. It seems reasonable that
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there probably are some inter-action effect. If present, these
effects would inflate the error sum of squares and decrease the
sensitivity of the test. In retrospect, one driver was unable
to complete some of the runs in Terrain III because of his
inability to handle the vehicle on these courses. Never-
theless, it was assumed that interaction effects would not
seriously affect the analysis and the Graeco-Latin square

was adopted as an acceptable design for this experiment.

6. Information was desired on experienced driver versus
novice driver. The test was designed such that nine of each
were assigned. Drivers were randomly divided into two groups
with the requirement that one group contain four experienced
and five novice drivers and the second group contain five
experienced and four novice drivers. Each group was then
assigned to either the first or second square for each terrain.

THE GRAECO-LATIN SQUARE

A Graeco-Latin square of side N is defined as a square
layout of N rows and N columns with N Latin and N Greek letters
filling the N2 cells with the following restriction: each
letter (Latin or Greek) may appear only once in each row and once
in each column, and each Latin-Greek combination may appear
only once. Graeco-Latin squares do not exist for all sizes.
A square of size six is not known. One of side ten was only
recently determined.

In this experiment the Latin treatment represents vehicles
and are designated by capital letters. The Greek treatment
represents drivers and are designated by numbers. Rows and
columns represent order of run and course, respectively.

Correct randomization procedures must be used when con-
ducting the experiment using a Graeco-Latin square design.
The general procedure is as follows: Randomly select a
square of the size required from a listing of the squares that
are different from one another; that is, they are not con-
vertible into one another by permuting rows and/or columns.
After selection of a basic square, the rows are permuted randomly,
then the columns are permuted randomly. Finally, the Latin and
Greek treatments are randomly assigned.
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PROBLEMS ENCOUNTERED DURING THE TEST

1. It was anticipated that some drivers would become dis-
oriented while traversing a course. One task of the referee was
to prevent this when it appeared the driver was in the process
of becoming lost. There were a few incidents of this nature,
including one where the referee also became disoriented. These
incidents were recorded by the referee. Upon completion of
the test the project engineer and the referee discussed the
individual incidents and made a decision whether or not to
accept the elapsed time as a data point or discard the data as an
outlier. In general, when a driver became lost for more than
four or five minutes, that time datum was rejected, since this
was not the fault of the vehicle, and the vehicle was the factor of
primary interest. A discarded test run was not rerun.

2. In a few instances, a vehicle bogged down. Again,
when excessive time was required for the vehicle to again get
under way, the time datum for that run was rejected.

3. A driver-terrain interaction effect or more precisely,
a driver-course interaction effect became evident during the
test. In particular, one driver lost confidence in controlling
some of the vehicles during the tests in Terrain III. In these
instances, the referee had to drive the vehicle back to camp.
Since the time datum for these runs were not used any analysis
for driver-terrain interaction would be biased.

4. Some of the courses within the same terrain were
more difficult to negotiate than others in the same terrain.
Differences in vehicles contributed to an apparent interaction
effect. For example, Vehicle I was an armored car, and this vehicle
has a high center of gravity which could be dangerous in the
hilly courses of Terrains II and III. Two vehicles were driven
with the hatch closed and vision was limited to that obtainable
through the vision blocks. Conditions of this nature did
result in a few uncompleted runs (as previously mentioned), or
data which were subsequently not used.

5. The referees did not react equally to hazardous
situations. During off-duty hours, the drivers would discuss
actions of the referees. Thus the drivers obtained an insight
into how a referee would react under certain conditions. As a
result, the drivers had a tendency to modify their driving
according to who the referee was.
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6. The referees also were not uniform in controlling the
test when a driver wandered off course. The time allowed
before a referee gave the driver instructions in these cases
apparently varied considerably. Since the data obtained were
the times required to traverse the courses, the referees did
influence the outcome of the tests.

7. Drivers were instructed not to follow trails left by
previous vehicles. By the time the second square was begun courses
were covered with trails and it became increasingly more difficult
to keep the drivers off these trails. The subsequent analysis of
variance data did not show a significant run effect at the
five percent significance level.

8. Vehicle E1, a 5000-gallon fuel tanker-truck was with-
drawn from the test after completion of the runs of Terrain I.
This vehicle was difficult to control over the basically flat terrain
of Terrain I. It was judged best for the safety of the drivers
and vehicle not to use that vehicle for Terrains II and III. A
1-1/4-ton cargo truck designated E2 replaced Vehicle E1 for
Terrains II and III.

9. There were instances of mechanical breakdown of a
vehicle during a test run, which required varying amount of
time to repair. There were also instances when a vehicle per-
formed below par. This again would result in a judgment by the
project engineer and referee whether to accept or reject the
time datum for that run.

10. Because of mechanical difficulties Vehicle C proved
inadequate in Terrain III. Tests with this vehicle were stopped
after the first square in Terrain III. A replacement vehicle
was not available so an 8 X 8 Graeco-Latin Square had to be
designed for the second square of Terrain III, in lieu of the
9 X 9 size used for the previous five squares.

11. Vehicle T broke an axle and did not finish tests in
Square 2 of Terrain III.

THE DATA

Data to be analyzed were data for Squares 1 and 2 for each
of Terrains I, II, and III.

Data for one of these six Graeco-Latin squares is shown in
Table I. The small squares indicate where data are missing. The
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minimum and maximum times required for traversing a course are
shown within the two circles. The extremes for this square
give a range of 5.1 to 52.8 minutes. Other recorded data were
used to compute average vehicle speed and the average vehicle
miles driven per course. A summary of these data are shown

in Table II. The courses as laid out were much shorter

than originally suggested. The courses are listed as miles
driven rather than length. In Terrain III especially some of
the larger vehicles with a large turning radius had to detour
around some obstacles that smaller vehicles could negotiate.

The overall data obtained for analysis showed the following:

Terrain I, Square 1 had one empty cell.

Terrain I, Square 2, Terrain II, Squares 1 and 2 were
complete.

Terrain ITI, Square 1 had cleven empty cells.

Terrain III, Square 2 had seven empty cells in the

8 X 8 square.

ANALYSIS OF THE DATA

Analysis of Variance Tables for the squares having no
empty cells were computed in a straightforward manner. Analyses
were performed in two ways for the three squares having empty
cells. The first analyses were obtained by estimating the
missing data, then performing the standard analysis of variance
computations. This method results in an upward bias for the
treatment sum of squares, so the data were also analyzed by
rcgression analysis to obtain an unbiased value for the treat-
ment sum of squares.

To determine the missing values, these missing data were
designated as a, b, ¢, ... etc. Then steps were set up for
an analysis of variance. The error sum of squares is defined
in the usual manner; that is, it is the remainder after the
treatments sums of squares are subtracted from the corrected
total sum of squares. The error sum of squares is thus
determined in terms of the unknowns. Partial differentiation
is performed on the error term with respect to each of the
unknown missing values and derivatives are set equal to zero.
The resulting set of equations is solved for the missing values.

Since the error term was minimized, the remainder sum of squares
is unbiased.
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This analysis was also obtained using the experimental
design model:

P
y = L BjXj + e i=1, 2, ..., 37
i= 1 (for 9 X 9 square)

This is a general linear model of less than full rank.
The X;'s take only values of 0 or 1. In the 9 X 9 square,
the 9 levels for each of the four factors, plus b, for the
mean, gives an X matrix of size n X 37 with n equal to the
number of observations. Square 1 of Terrain ITI, with eleven
missing values gave an X matrix of size 70 X 37, and B was
solved from the normal equations for this model of

xTxg = xTy

A solution was derived by arbitrarily equating to zero
the B:'s corresponding to the ninth level for each of the
four }actors, partitioning the matrices, and solving the
reduced X matrix of size 70 X 33, which was of full rank.
(reparametrization). Now, one of the conditions that may be
applied in solving the regression equation is that the sum of
the B's for each factor is equal to zero. A linear trans-
formation was jmposed on the B's to meet this condition as
follows: The B's for each factor were summed, the result
dividgd by nine, and this amount subtracted from each of the
nine _B's. The general mean was also adjusted the same amount.
The B's or b's were thus departures from mean time and could
be interpreted directly. A large negative b meant that this
level of the factor had the effect of traversing the course
in a much shorter time than the average time.

Additional computations were performed on the squares
with missing data to obtain the sum of squares for vehicles
and drivers for an ANOVA table.

The items of main interest were vehicle effects and driver
effects. For these effects, differences of the means were
tested using Duncans Multiple Range Test at the five percent
significance level.

RESULTS

Primary analyses of the data were summarized in ANOVA
tables for the six squares. One of these tables is shown as
Table III. It is noted that only vehicles and drivers were
randomized. The courses are assumed to be a random sample from
a population of courses. Then a significance test for courses
is valid. Runs cannot be randomly assigned. Thus the sum of
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squares for runs can be computed but a significance test for
runs is not valid. The magnitude of the ratio of mean square
for runs to remainder mean square was small for all six squares.
When tested at a significance level of five percent, the course,
vehicle, and driver effects were always significant at this
level except in two cases and in these two cases the signi-
ficance level was less than 10 percent. Results of the analyses
are summarized in Table IV, which shows the F-ratios and their
respective significance levels.

Although two squares were run in each terrain, true re-
plication was not obtained because a different set of drivers
were used in each square. 1Under the assumption that each set
of nine drivers per square were approximately equal, an analysis
of variance was made on the combined Squares 1 and 2 for
Terrains I and II. The squares of Terrain III were not combined.
Combining the squares made the tests more sensitive for
differences between vehicles.

A comparison of experienced versus novice drivers was
made by partitioning the sum of squares for drivers. The F-
ratios did not show a significant difference between experienced
and novice drivers for any square, nor for the combined squares,
at the five percent level.

Application of Duncan's Multiple Range Test applied to the
means gave separation of vehicles into groups which were
significantly different from one another, at the five percent
significance level. See Table V. Some vehicles fall between
two adjacent groups and cannot be considered different from
either group. These vehicles are indicated by connecting lines
to the main groups in the table. For example in the upper left
square, the group D, F, and A was the fastest, followed by
the group B, I, G, C, and then vehicle E1. Vehicle H can be
associated with either of the two groups indicated.

COMBINED ANALYSIS FOR TERRAINS

The vehicle mobility test was designed around the indi-
vidual Graeco-Latin Square. It was not designed so the six
squares over the three terrains could be pooled in a straight-
forward manner. Any analysis over the three terrains is further
complicated by the missing values in Terrain III, and grouping
of the drivers into experienced or novice drivers. Main items
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of interest in combining the terrains are measures of the
relative performance of (1) vehicles over terrains and (2) drivers
over terrains,

(1) Vehicles Over Terrains

The problem of missing values was minimized by
using only data on vehicles for which information was available
for all six squares. A table of means of size 6 X 7 representing
six squares and seven vehicles was obtained by omitting data
for vehicles C, E1, and E2. See Table VI. The table is still
slightly biased because of the inclusion of estimated values
for missing data on individual runs. The bias was not considered
serious because an estimated value in gemeral was incorporated
into an average of eight or nine numbers.

An analysis of variance was performed on the table of means
for vehicles. This data is shown in Table VII. The F-ratios
confirm that terrain and vehicle effects were highly significant.
The main item of interest in this Table, the vehicle X terrain
interaction effect, had on F-ratio of 0.93 and thus was not
significant.

With the understanding that squares are to be thought
of as replicates, for vehicles at least, the entries in the
ANOVA for [Sq 1] versus [Sq 2] and [Sq 1] minus [Sq 2] may be
used as some measure of '"learning'". This is a '"pseudo-learning"
since a different set of drivers was always used in the second
square for each terrain. It does indicate, however, that drivers
were able to increase speeds by utilizing evidence of trails
from earlier runs. The [Sq 1] verus [Sq 2] mean square provides
an estimate of "learning" over the whole experiment (all three
terrains). The [Sq 1] minus [Sq 2] comparison provides an
estimate of the variation in this learning from Square 1 to
Square 2 within each terrain. In both cases the probability
of these F-ratios occurring by chance under Il is less than
0.005. The significant '"learning" cffect appears to be
contradictory to the conclusion of no run effect within each
square. That is, if this '"learning" effect is the result of
tracks or trails left from the previous vehicle, then the
"learning'" effect should commence immediately after the first
run.

The run effect for the six squares was investigated
further as follows: First, the run totals were plotted with
the order of runs as the abscissa. A least squares linear
regression line was added. Although the points appeared
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scattered the slopes were negative for five of the six squares,
indicating less time to traverse a course as the run number
increased. But one square had a positive slope.

Analysis of variance tables were constructed to show the
reduction in sum of squares due to linear regression, with one
degree of freedom, and the deviation from linear regression,
with seven degrees of freedom for the 9 X 9 squares and six
dcgrees of freedom for the 8 X 8 square. If the order of runs
is a real effect, then the mean square ratios for reduction in
sum of squares due to linear regression should be large. A
tabulation of these ratios for the six squares, Terrain I,
Square 1 through Terrain III, Square 2, follows:

d.f RED. M.S./REM. M.S.
1, 47 6.16
1, 48 0.46
1, 48 1.10
1, 48 4.02
1, 37 0.34
1, 28 2.68

These ratios do not give strong support for the conclusion
that drivers used evidence of previous trails to reduce their
traverse time within a square. A possible explanation of the
pseudo-learning between squares is that during the runs of the
first square the drivers were able to comply with the requirement
of not using trails left from previous runs; however, compliance
to this requirement broke down during tests for the second square.

Performance of vehicles over the three terrains was shown
graphically by first subtracting the means for the individual
square from the vehicle means. The performance for the vehicles
were then algebraically added over the six squares. The
departure from mean time for each vehicle could then be
plotted as shown in Figure 1. Vehicle F shows the best overall
performance. This vehicle is the 1/4-ton M151 Al Utility Truck.
This is a jeep type vehicle. Vehicle D was the commercial
Kaiser jeep. Vehicle E1 was the slowest vehicle. This was
a 16-ton payload vehicle with an unusual control system and no
suspension other than the tires. In Figure 1 it must be
remembered that vehicle El1 was used only in Terrain I, Vehicle E2
was used only in Terrains II and III, and Vehicle C was not used
in square 2 of Terrain III.
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(2) Drivers Over Terrains

There was no replication of drivers within terrains;
hence, no direct test for driver X terrain interaction can be
obtained if an ANOVA is performed on a table of means for
drivers. An ANOVA operation was computed and the mean square
term for driver X terrain interaction was 77,915. The magni-
tude of this term is not large in relation to other relevant
mean squares obtained from the data. The remainder sum of
squares term in the previous ANOVA table for vehicles over
terrains was 22,325. A denominator of this magnitude for
determination of the F-ratio would indicate that the driver X
terrain interaction effect is significant at about the 0.025
level. The remainder sum of squares for the six basic squares,
however, ranged from 35, 938 to 283,164 and it is concluded
that the driver-terrain interaction effect cannot be properly
assessed.

Data for drivers were summarized in the same manner as
for vehicles. Differences between the fastest and slowest
drivers within a square ranged from 5.5 to 11.2 minutes except
in Terrain III Square 1 the maximum difference was 25.8
minutes. The mean time for all drivers in this square was
30.2 minutes. The major portion of the difference can be
attributed to driver Number 3. Overall performance of this
driver was poor, as shown graphically in Figure 2.

The total difference in elapsed time, over all terrains,
between experienced and novice drivers was 49.9 seconds, or
less than one minute. This difference was not significant at
the five percent significance level, nor even at the 20 percent
significance level. It can be safely concluded that although
differences exist among drivers, the differences are between
individual drivers and not the subclassification of experienced
and novice as defined for this experiment.

BIAS IN TREATMENT SUM OF SQUARES

The percent upward bias of treatment sum of squares
were calculated for the three squares having missing values.
Results are shown in Table VIII. The percent bias was determined
from the ratio of sum of squares determined by supplying estimated
values, to the unbiased sum of squares as determined by the
regression analysis. It can be seen that the bias for vehicles
for Terrain III square 1, with eleven missing values was over
52 percent. Actually, all conclusions for vehicles were the
same as both F-ratios were significant at less than the 0.01 level.
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lHlowever, the 21.4 percent bias did modify the conclusions for
drivers in Terrain III, Square 2. (The F-ratio obtained using
the unbiased sum of squares was not significant at the five
percent level whercas the F-ratio had been significant when
computed from the biased sum of squares).

CONCLUSIONS

1. The GCraeco-Latin square design for this experiment did
allow the separation of various factors so that relative effects
of cach could be estimated.

2., The linear run effect within squares was not consistent
throughout the experiment. [However, there was some evidence
that the order of testing may sometimes be significant.

3. The course effect was large throughout the experiment
and the largest overall contributor to the sum of squares. This
means that the courses within a terrain were not homogeneous
with respect to time required for a vehicle to traverse the
courses.,

4. Vehicle effect was significant. It was possible to
assess relative vehicle performance by separating vehicles of
similar performance into different groups.

5. Driver effect was significant. Individual drivers
could be separated into groups of similar performance. However,
there was no signifcant difference between the subclassifications
of experienced and novice drivers as defined for this experiment.

6. Interaction between vehicles and terrain was not
significant.

7. Interaction between drivers and terrain could not be
properly assessed.

8. A pseudo '"learning'" effect between the two squares
within a terrain was highly significant. The cause of this effect
was not accurately described.

SUMMARY AND RECOMMENDATIONS

The number of possible combinations of the four factors
with nine levels is nine to the fourth power or 6561. Since
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only 81 observations were taken by using the 9 X 9 Graeco-

Latin square, the actual test is equivalent to a 1/81 replicate.
Results of these tests and the information obtained were
considered very satisfactory. This type of test appears useful
for other tests involving mobility of vehicles. Specific points
for consideration are as follows:

1. There was some evidence, although not conclusive,
that trails left by previous runs influenced subsequent runs.
It is also reasonable to expect that variations in the weather
and other environmental conditions would affect the outcome of
a test run. It is therefore recommended that the order of
testing (runs) be built into the design for future tests of this
nature.

2. The design must allow for analysis of the effects of
differences in courses and differences in drivers.

3. The referee effect was not measured during these tests.
Ancillary information picked up during these tests indicate
the referee effect may be significant. In a future experiment
of this type it may be appropriate to superimpose an additional
orthogonal square onto the two orthogonal squares of the Graeco-
Latin design to assess the referee effect, i.e., add another
language to the design.

4, Since there was no significant vehicle-terrain interaction
effect, the size of most future experiments could be reduced
by limiting tests to one terrain. As an alternative, courses
may be laid out over a varying type of terrain,

5. This general type of statistically designed vehicular
mobility test may be extended to determine differences among
features of vehicles. Examples:

(a) Different power plants,transmissions, or other
components in the same vehicle.

(b) Effects of payload

(c) Tracked versus wheeled vehicles over a particular
type of terrain.
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COURSES
RUNS
12

13

14

15

16

17

18

19

1 2
926 855
114 D10
429 616
N1z 116
630 842

(E2)18 B17
700 544
G15S Al3
462 594
H10 F14
450 1185
B13 (E2)15
768 712
Al7 618

541
H12
Letters =
Numerals =

Numerical Data = Time to traverse course,

VEHICULAR MOBILITY TEST DATA

1323
B18

977
(E2)13

1662
D14

1164
H16

1409
G17

IlZI

622
F10

1749
Al5

Vehicles

Drivers

1228
(E2)17

935
B15

110

1597
F12

741
Al8

728
D16

H14

1173
G13

1931
C16

2429
Al0

662
F15

118

1972
B12

1144
H17

1604
D13

1594
(E2)14

TERRAIN III, SQUARE 2

TABLE 1
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1491
H15

1618
F17

1554
Al6

3169
B14

113

1968
G10

1901
(E2)12

1202
D18

1878
Al2

1631
Gl4

742
H13

968
D17

878
(E2)16

814
F18

115

1285
B10

in seconds.

1425
F13

763
H18

1629
G12

1075

(E2)10

896
D15

1402
Al4

1098
B16

117




Average

Minutes Vehicle
Per Run Speed, MPH
Terrain I
Square 1 10.0 - 46.9 5.7 - 12.7
Square 2 8.0 - 35.9 5.8 - 14.9
Terrain II
Square 1 9.2 - 46.6 4.8 - 7.1
Square 2 7.7 - 34.4 5.5 - 7.8
Terrain III
Square 1 7.1 - 74.1 2.3 - 4.1
Square 2 5.1 - 52.8 2.7 - 5.2

VEHICLE SPEED AND COURSE DATA

TABLE II
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Average
Miles Driven
Per Course

2.5 - 2.7
1.5 - 2.5
0.6 - 1.7
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I-1% I-2 I1-1 I1-2 I11-1 I11-2
F-RATIOS
Runs ** 1.70 0.65 1.81 0.94 0.84 1.04
Courses 4.90 2.56 4.38 14.26 11.39 10.66
Vehicles 16.68 18.25 1.99 5.13 3.38 2.40
Drivers 3.20 2.78 3.22 10.35 3.91 2.07
SIGNIFICANCE LEVELS

Runs ** - - - - - -
Courses .001 .025 .001 .001 .001 .001
Vehicles .001 .001 .100 .001 .005 .050
Drivers .010 .025 .010 .001 .005 .100

* Example: I-1 = Terrain I, Square 1
** Significance Test Not Valid

F-Ratios and Their Respective Significance Levels

TABLE IV
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TERRAIN 1

TERRAIN II

TERRAIN III

Square 1 Square 2 Combined
DFA DF DFA
H AIIGB H
BIGC IC GgI
(E1) (E1) (E1)

No DFH DFH
Significant )A(EZ) (E2)AG
Differences GB

S e
I I
FHD(E2)B HF Not
) AG DI (E2) Combined
IC ABG

DISTINGUISHABLE VEHICULAR GROUPS
AT 5 PERCENT SIGNIFICANCE LEVEL

TABLE V
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A B D F G H I
TER SQ 1 932.9 1140.9 901.5 928.6 1160.2 1067.2 1149.4
#1 SQ 2 843.7 1070.9 760.1 766.8 1025.6 926.3 1149.9
TER SQ 1 1270.0 1327.2 975.1 1025.6 1260.4 1090.7 1535.0
#2 SQ 2 1003.2 1077.1 855.8 857.0 1061.3 908.6 1288.7
TER SQ 1 1816.7 1635.9 1578.9 1372.4 2013.5 1416.3 2416.2
#3 SQ 2 1383.1 1384.2 1043.0 954.5 1394.1 917.2 1060.0
TABLE VI: TABLE OF MEANS FOR VEHICLES OVER TERRAINS
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SOURCE d.f. M.S. F-Ratio
Squares (6)

Mean 1 58,919,874

Terrain 2 827,562 37.07

[Sq 1] vs [Sq 2]* 1 940,056 42,11

[Sq 1] minus [Sq 2]** 2 227,064 10.17
Vechicles 6 172,334 7.72
Vehicles X Terrain 12 20,788 0.93
Remainder *#** (18) 22,325

Vehicle X Square 6 18,641

Veh X Ter X Sq 12 24,167

Total 42

*Over three terrains
**Within Terrains

** For estimate of experimental error

ANOVA For Vehicles Over Terrains

TABLE VII
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PERCENT BIAS

Terrain I Terrain III Terrain III
Square 1 Square 1 Square 2
(1 Missing Value) (11 Missing Values) (7 Missing Values)
Runs + Courses 2.4 12.0 2.0
Vehicle 0.8 52.2 9.1
Driver 2.2 : 47.0 21.4

UPWARD BIAS IN TREATMENT SUM OF SQUARES
WHEN MISSING VALUES WERE ESTIMATED

TABLE VIII
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PROBABILITY OF A NON-REPEATABLE OBSERVATION ~ AN
EXAMINATION OF THE UTILITY CONCEPT AND THE

NATURE OF QUEUEING SEQUENCES

Mikiso Mizuki
Federal Electric Corporation/ITT
Vandenberg AF Base, California

0. INTRODUCTION. The subjective probability is often defined
using the utility concept of gambles and lotteries, cf., de Finetti
[2] and Savage [8]. Such an approach gives the only tangible means
of measuring the personal assessment of subjective probabilities.
However, the basis for this approach seems to be the unstated premise
that the gambles are to be played or can be played repeatedly. The
expected utility or the weighted mean of gains with the weighting of
the probabilities of particular outcomes has a clearly defined meaning
under such conditions. On the contrary, the same weighted mean does
not possess any practical meaning for a non-repeatable observation.
Fishburn [3] concedes that in order to define subjective probability
coherently using the utility concept, it is essential to have con-
sequences that can occur under more than one state. This indicates
the possibility of modifying the utility theory for non-repetitive
random events.

As the second topic of this paper, the nature of queueing sequences
is investigated from the same point of view. The queueing sequences
constitute non-repeatable observations for each particular service
system. An observable queue size sequence is dependent on its companion
sequence of arrival/service events. By the above argument, the prob-
ability discussed in queueing models of a particular system cannot be
interpreted as subjective probability. An investigation on the characteris-
tics of ensembles of queueing sequences is made.

1. UTILITY THEORY AND SUBJECTIVE PROBABILITY. The utility theory
is constructed using a mixture space, for instance as defined in [3]. A
mixture set consists of a set = {A,B,C,...} and operation aA + (1-a)B
which define an associating element of @ with each a €[0,1] and each
ordered pair (A,B) € g 2 such that, if A,BE Q@ , & , 8€ [0,1], then

(1.1) 1A + OB = A
(1.2) oA + (1-a)B = (1-0)B + oA
(1.3) a[BA + (1-8)B] + (1-a)B = aBA + (1-aB)B.

55



In repeatedly played gambles, the expressian oA + (l-a)B corresponds
to the gain (or loss) of mixed outcomes of A's in 1000% of plays and

of B's in 100(1~a)% of plays. In particular, if the gain A is set
equal to unity and the gain B is set to zero, the utility of the mix-
ture of A's and B's; namely, a'l + (1-a) *0 = o, represents the sub-
jective probability that A occurs. The generalization of this gambling
situation to non-repetitive random events requires the substitution of
the uncertainty of a single random outcome by an aggregate of random
observations.

Some of the difficulties are typified by the examples of non-constant
valued consequences. For instance, the utility in the sense of social
justice of a judge's sentence varies depending on his choice of act of
taking the side that the accused did or did not commit the crime;
Fishburn, loc. cit. In the risk taking acts of Russian roulette and
dangerous mountain climbing, the mental elation, if survives, after the
acts gives a different value of being alive from that of not taking the
chances. Under such conditions, the linear combinations of utilities
of consequences do not have any meaning. And, this is the basis that
Fishburn made the statement that subjective probability cannot be dis-
cussed for such cases.

The probability assigned to a non-repeatable observation is best
formulated as a set of real numbers distributed over an exhaustive set
of mutually exclusive possible outcomes. Denote the possible outcomes
by Ai’ i=1,...,n, and the real numbers assigned to Ai by P(Ai)’

satisfying P(Ai) 20 and 2 P(Ai) = 1. Suppose a gain of A, is made
when Ai is observed, where all the gains may be bounded. Then, if Ai

is observed, no other Aj's (j#i) can add to the gain after observing Ai'

Because of this, there exist no logical bases for associating a gain of

Ai with those of Aj's in the form of the expected utility, 2 (gain of
i
Ai) P(Ai)‘

2. EXPECTATION AND EXPECTED UTILITY. Define a variable which

takes on X, when Ai is observed, and define the indicator function

1 if the observed outcome is Ai’

(2) I =
i 0 otherwise.

Then, the simple random variable X is given by, cf. Loave [4],

(3) x= J x I .
i i
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The expectation of X is defined by

(4) E() = ] x; P(A).
i

Suppose the utility of the constant consequences are represented by X,

when the state Ai obtains. Then, (4) is the expected utility of the

outcomes. However, as mentioned earlier, the same expression is not
adequate for the representation of the utility of a non-repeatable and
non-constant valued consequence. In order to circumvent this difficulty,
Mizuki [6] suggested an alternative definition of expectation for a non-
repeatable observation of the form

(5) ENR(X) = ) x;, I, (PA) =x; P(A) I,
i i 1

i=1,...,n, yielding n different expected values of each possible outcome
x,. The ENR expectation introduced here is consistent with Bayes' defini-
t}on of probability [1] of any event to be the ratio between the value at
which an expectation depending on the happening of the event ought to be
computed and the value of the thing expected upon its happening. The use
of (5) leads to an interesting modification of the utility theory for a
non-repeatable event.

The above formulation is slightly generalized. Suppose there exist
a chosen act, denoted by H, and n mutually exclusive states, Aj’ j=1,...,n,

and consequences, u? , measured in some utility, when H is chosen and Aj
obtains. The probability that A, obtains when H is chosen is defined by

>
real numbers PH(Aj)’ satisfying PH(Aj)i'O and zPH(Aj

H
account for the non-constant values of consequences, uj is not necessarily
)

) = 1. 1In order to

equal to uH

h|
for a non-repeatable situation and will be excluded from the subsequent
development. The connotation is that in spite of the mixing operations
prior to the final choice of act, the chosen act is unique, thus losing
all of its random attributes unlike the case of repeatable events. This
eliminates the necessity of defining the probability P(H) assigned over
different choice of H's. Under this set of conditions, a simple random
variable of utility UH of a chosen act H is defined by

for H' # H. The familiar use of mixed acts is not justified

n
(6) U, = Y u, I, .
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The ENR expectation of UH is then given by

%) ENR(U,) = ull ,§=1,...,n.

j PH(Aj) I

Ay

For a choice problem of a non-repeatable event, the expectation given
in (7) can be used as the optimizing criterion.

3. A CRITERION FOR PREFERENCE. The individual expectation

u? PH(Aj) of (7) may be interpreted as the psychological incentive

force acting on a lever at the point of distance u? from the fulcrum

with the mass PH(Aj), whereas the incentive force should be measured

at a fixed point on the lever always. Since there exists only one
outcome event Aj’ the incentive forces can act only individually, but

not collectively, for any given decision problem. Application of such
an interpretation is considered below.

Savage discusses an example on the choice between two pairs of
gambles, pp. 101-103 of [8]. Savage prefers Gamble 1 to 2, and Gamble
3 to 4 after reversing his initial intuitive choice of Gamble 4 over 3
by applying the sure-thing principle. However, the utility theory being
developed simply as a normative theory, it is natural to seek an augmented
normative theory which explains his initial intuitive choice. The
specifications of Savage's gambles are as follows. For the choice
between Gambles 1 and 2,

Gamble 1: $500,000 with probability 1; and

Gamble 2: $2,500,000 with probability 0.1,
$500,000 with probability 0.89,
$0 with probability 0.01.

Similarly, for Gambles 3 and 4,

Gamble 3: $500,000 with probability 0.11,
$0 with probability 0.89; and,

Gamble 4: $2,500,000 with probability 0.1,
$0 with probability 0.9.

For the sake of simplicity, suppose one acts based on a linear utility
function over the range of zero to $2,500,000 of the form u(x) = kx,
k >0 for x dollars gain. Using (7), it is immediately seen that the
expected utility term of $500,000 of Gamble 1 is greater than any of
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the three expected utility terms of $250,000, $445,000 and $0 of Gamble 2.
Likewise, the combination of the expected utility terms of $250,000 and $0
of Gamble 4 is more attractive than the $55,000 and $0 combination of
Gamble 3. A similar preference pattern is obtained even in the general
case of usual concave utility functions. When the utility function be-
comes sharply convex, an individual inclines to prefer Gamble 2 to 1,

and at the same time, he remains to prefer Gamble 4 to 3. This is a

clear indication that the leverage system model can explain the general
intuitive choice patterns.

The preference rule examined above can be summarized by:
Dominance of Expectations: Act H is preferred to act G, if

H G
. P.(A) > P (A, for ding A.'s.
uJ H( j) uj G( J) corresponding 5 s

This is a partitioned version of the familiar Bayes' principle which
maximizes the expected utility (or utilities in this case). The other
familiar rules of dominance principle, minimax regret, and maxmin
principles remain unchanged for such non-repeatable events. For the
details of this development, the readers are referred to [7].

4., ABOUT QUEUEING SEQUENCES. A queueing model is specified by
the input process, service time distribution, and the number of servers.
The most elementary example is that of Poisson arrivals (M) and negative
exponential distribution (M) of service times with a single server (1),
or M/M/1 system, which will be examined in the following.

For a particular system, a pair of sequences of customers' arrival
and departure times, or equivalently a pair of sequences of queue sizes
and arrival/service events can be observed. In the latter pair, the
queue size sequence is functionally dependent on the observed sequence of
arrival/service events. These sequences are random in nature prior to the
observation, but are unique and fixed when it is observed. In other
words, these sequences constitute a pair of non-repeatable observations
from an ensemble of such pairs. A subjective probability may be used
to describe the uncertainties of such samplings. However, there exists
a complete analogy with the utility of non-constant valued consequences
of non-repeatable event of Section 2. If we use the Fishburn's example
of a judge's sentence, the arrival/service events sequence corresponds
to the judge's taking the side that the accused did or did not commit
the crime, and the queue size sequence corresponds to the social justice.
This puts the problem right back to the start.

The M/M/1 models are often analyzed using the birth-and-death process
models. Consider a simple birth-and-death process of Poisson input with
a constant parameter ) and a negative exponential service time with a
constant parameter u. By denoting the probability that the queue size
is n at time t by Pn(t), the standard differential difference equations

are introduced, i.e.,
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' = e
(8) Pn(t) (\ + p)Pn(t) + APn_l(t) + uPn+l(t) for n> 0,
! = e
Po(t) APo(t) + uPl(t) .
The original balancing equation is given by

9) Pn(t+At) = (1-7A t- pAt)Pn(t) + )\AtPn__l(t) + uatP o (t)

for n> 0. Notice that there exist two classes of probabilities in (9),
namely, one class of AAt, uAt, and (1- AAt- uAt), and the other of Pn(t).

The former designates the probability of arrival/service events, and the
latter designates the probability of queue sizes. The queue size of a
particular M/M/1 system is, however, by definition a step function in
time. If the queue size at time t, denoted by q(t), is known, for
suitably small At,

q(t) with probability 1l-AAt-uaAt,
(10) q(t+ At) = q(t)-1 with probability uAt,
q(t)+1l with probability iAt.

In fact, q(t) may not be known unless it is observed, but q(t) is not a
random variable. Rather, q(t) is an observation which is a constant; and,
furthermore, q(t) cannot be observed repeatedly for any given t. Thus,
q(t) is a single non-repeatable observation. Equation (10) defines that
q(t) is a function dependent on another non-repeatable observation over

At of a new arrival, a departure, or no events.

In the original formulation of the birth-and-death process models,
Pn(t) is defined as the proportion of n items in existence at time t with

respect to a set of simultaneously observable ensembles, such as bacterial
cultures, and particles in chambers. Our primary interest in the behavior
of a particular queueing system differs from these cases, and Pn(t) is a

representation of the uncertainty for the value q(t) prior to its non-
repeatable observation. Since q(t) is known to be unique at t, it is
sensible to construct a parametric model shown below:

Define Q(N), Q(A), and Q(L) to be three matrices satisfying

60




Q(N) = (Gij) i,3=0,1,2,...
Q(a) = (61,3_1) 1=0,1,2,...; j=1,2,...
(11)
(Go,j) j=0,1,2,...
Q(L) =
(Gi-l,j) i=1,2,3,...; 3=0,1,2,...

At time t the queue size of a particular M/M/1 system is given by a
vector q(t) = (q,(t), q;(t), q,(t), ...), q,(t) = 1 for some i, qj(t) =0

for i # j. The queue size at t + At is then given by q(t)Q(x), x = N,A,L,
which will occur with the probability II(x) respectively such that

IINN) =1 - (A + At
(12) II(A) = MAt
II(L) = wult,

In this formulation Q(x) is a random matrix which takes on Q(N), Q(aA),
or Q(L) with the probability of II(N), II(A), or II(L).

The two different notions of expectations of (4) and (5) can be

applied to the above argument. Let Xy and P(Ai) correspond to Q(x) and

II(x), respectively. Then, we can define a simple random matrix

(13) Q= )Q( I
X

where x = N,A,L. Then, from (4) we obtain

E(Q = ) Q(x) II(x)
X
(14)
= (1-2At-pdt)Q(N) + AAtQ(A) + udeQ(L).

Consider some arbitrary ensemble of q(t)'s, and define the expectation
E(q(t)) = p(t) over this ensemble to be a probability vector such that
p(t) = (p,(t)), 1 =0,1,2,..., 0 <p,(t) <1, Lp,(t) = 1. Define the

entry of p(t)Q(N) for queue size n to be Pn(t), of p(t)Q(A) to be Pn_l(t),
and of p(t)Q(L) to be Pn+1(t). Then, the entry of E(p(t)Q(x)) for queue
size n is given by the Equation (9) of the birth-and-death process model.
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On the other hand, the use of (5) obtains

ENR(Q) = ] Q(x) II(x) I_
X

(1-2At-uAt)Q(N) , if x = N,

(15)
= { AAtQ(A) , 1f x = A,
pAtQ(L) , if x = L.

This definition of ENR(Q) satisfied a one~to-one correspondence with
(10) except for the fact II(x)Q(x) is given instead of Q(x) with its
associated II(x).

Another queueing model of Poisson arrivals (M) and general service
time distribution (G) of a single server (1), or M/G/1l system can also
be analyzed using the approach of queueing sequences. It can be shown
that the convergence properties defined for the overall ensemble of
queueing sequences do not hold for the conditional subensembie of M/G/1

sequences, cf. [5].
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APPLICATION OF SIGNAL FLOW GRAPH THEORY
TO A STOCHASTIC PROCESS

R. G. Stimson
Office, Chief of Staff, Army
Office, Director, Weapon Systems Analysis
Washington, D. C.

ABSTRACT. A method is presented for calculating the probability
of killing a multiple target aircraft formation attacking a missile
battery as a function of engagement parameters and missile firing
strategy. The stochastic processes engendered by various firing
strategies are represented by signal flow graphs, facilitating the
calculations. Results are utilized to optimize missile firing
strategy. Although developed for analysis of firing strategies, the
method can be applied to many analogous problems involving stochastic
duels and programming under conditions of uncertainty, where the
situation can be resolved into discrete states with transition
probabilities dependent on both the state and the path by which it
was reached.

INTRODUCTION. When an air defense system using missiles, which
home on energy furnished by an illuminating radar and reflected by
the targets, attempts to engage a formation of aircraft (or missiles)
which are grouped closely enough in position and velocity that they
appear as a single target to the homing missiles until the latter are
close to the formation, a question arises as to the optimal firing
strategy. The choice of a strategy for any particular situation
depends on several factors which affect the conditional probability
of success at any particular point in the process and which must be
accounted for in formulating a generalized framework for assessing
various strategies. When a missile engages the formation, it
initially homes on the centroid of reflected energy. At some point,
the return from a single target will override the centroid, and the
missile may have to perform a relatively high-g maneuver in the end
game, degrading its kill probability. The effects are worst for the
case of two targets, where the energy centroid may move back and forth
rapidly, and become less detrimental as the number of targets increases,
since the energy centroid tends to remain closer to the center of the
formation in this case. Therefore, in analyzing the effectiveness of
various missile firing strategies, it is necessary to assign a weighting
factor to the single shot kill probability (or SSKP) in accordance with
the number of targets in the formation. Since the magnitude of the
weighting factor increases as the number of targets increases, it might
seem advantageous to fire as many missiles as possible in the first volley.
However, as the number of simultaneously fired missiles is increased, the
probability of two or more missiles locking on the same target increases,
and at some point a further increase becomes unattractive.
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In the following method of analysis, the number of attacking
aircraft is taken as k, and the stochastic process of shooting them
down is represented by a system having k states, the number of each
state denoting the number of aircraft which have been killed at that
point in the process. The system is depicted by a single flow graph
for each firing strategy. The paths leaving each node represent all
possible ways to go from each state to succeeding states, each path
value being the conditional probability of reaching state n+p via that
path given that state n has been reached. In order to illustrate how
this technique is used to determine an optimal firing strategy, the
number of targets is taken as four, and the following four strategies,
in which Snl, nz,...nj, refers to n, missiles fired in the first volley,

n, the second time, etc., and nj the jth and all succeeding times, are

analyzed, using the signal flow diagrams depicted in Figure 1 through 4
in conjunction with Mason's signal flow graph rule to effect the
calculations.

MISSILE FIRING STRATEGIES

s1, 1, 1, ...
§2, 2, 2, ...
s3, 3, 3, ...
3, 2, 1, ...

SIGNAL FLOW GRAPHS FOR UNIFORM STRATEGIES. For strategy S1, 1, 1,
..., the engagement process is represented by Figure 1 in a manner
suggested by Hall [1]. The four states are represented by nodes 1 to
4, each state representing the number of planes which have been shot
down at that point in the process. Each firing of a missile is a
Bernoulli trial with the probability of success, equal to the product
of the single shot kill probability and the multiple target weighting
factor for that state, determining the value of the path to the next
state, and the probability of failure determining the path value of
the self-loop to the same state. Path values are multiplied by a
dimensionless parameter x. Since the system function or ratio of
output to input, from the input to a specific node is a multiplicative
function of the node-to-node path values, the exponent of x in the
calculated system function, or gain, to that node is equal to the
number of missiles fired to reach the state represented by that node
via that path. The self-loop in state four is necessary to account
for any missiles fired or still in transit after all targets are
killed. It is seen that the engagement sequence in this case is a
Markov chain with as many states as there are aircraft, each state
representing the number of aircraft which have been killed. Although,
in this simple case, it is feasible to solve the problem using transition
matrices, it will be seen later that this technique will become increasingly
tedious for more complicated strategies. For instance, a "non-uniform"
strategy, where successive volleys may contain different numbers of
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missiles, constitutes a system with memory, in which the conditional
probability of transition to the next state depends not only on the
present state, but also on how one arrived in it; i.e., how many
missiles were fired in reaching the present state. The stochastic
process then ceases to be represented by a Markov chain, and the flow
graph becomes very useful as an aid both in calculation and in under-
standing the physical implications of the situation. The actual
calculations are carried out using Mason's gain formula [2, 3].

In the signal flow diagram, the value at each node is equal to
the sum of the values of all paths leading to that node. Each path
value is the product of the value of the node at the beginning of the
path and the transfer function associated with that path. Signal flow
diagrams find their greatest application in electrical engineering in
connection with differential equations, representing control systems,
which are first Laplace-transformed, then depicted as flow diagrams,
solved using Mason's rule as described below, and then transformed
back to the time domain. In the present case, the "input signal" is
simply unity probability of reaching state 0; i.e., of shooting down
at least zero aircraft. The nodes represent states which are defined
by the number of aircraft which have been shot down, state k representing
a point in the process at which k aircraft have been shot down. The
"transfer functions" are simply the conditional probability of reaching
a certain state, or number of aircraft downed, given that a certain other
state had been reached previously. In order to represent these probabilities
as functions of the number of missiles being shot, the conditional prob-
abilities are multiplied by xN, where n is the number of missiles which
are shot in each volley when attempting to go from a node to a succeeding
node. As will be seen below, when Mason's rule is used to find the out-
put signal, given the input signal and the signal flow diagram, the path
values between successive nodes are multiplied. Therefore, the highest
exponent of x in the system function, or ratio of output, represents the
total number of missiles fired to reach the final node, or number of air-
craft downed, since it was arrived at by traversing a series path from
node to node, with the path values multiplying and therefore with the
exponents of x in each path adding. Thus, considering Figure 1, it is
obvious that the probability of shooting down four planes; i.e., of
reaching Node IV, by firing only four missiles is

3
P(IV, 4) = =w P

1=0 1

This is true since, in order to down four aircraft with four missiles, one
must traverse the paths representing the conditional probability of reaching
the next state (getting a hit) directly from Node 0 to Node IV without
traversing any self-loops, which represent the conditional probability

of remaining in the same state (getting a miss). It is seen that by
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multiplying each Pi by x, the system function, or gain, for reaching
node IV by firing only four missiles is

3 4 3
G(IV, 4) = = Pi X =X m Pi
i=0 i=0

The exponent of x is seen to represent the number of missiles fired.
If one was to miss with the jth shot, however, it would take five
missiles to shoot down the four aircraft, and the probability would
be

3

P(IV, 5, miss jth shot) = qj m™ P
i=0
i#j

i

In this case the system function arrived at by multiplying each Pi by
X, would be

3 3

G(IV, 5, miss jth shot) = qj X w Pi X = XS qj L Pi
i=0 i=0
1#1 1#1

Of course, the total probability of shooting down four aircraft by firing
five missiles is the sum of five such probabilities, arrived at by con-
sidering a miss on the jth shot and letting j range from O to 5. However,

the system gain will still contain an x5 term. As will be seen below, use
of Mason's rile in conjunction with a particular diagram will produce a
polynomial in x in which the coefficient of x in each term will indicate
the probability of shooting down all the aircraft, using the strategy
associated with that diagram, by firing the number of missiles indicated
by the exponent of x in that term. The calculations may be carried out
to any desired power of x (number of missiles fired) and the probability
of shooting down the aircraft approaches unity as the number of missiles
is increased without limit. If it were desired to find the probability
of reaching a lesser state, say, state k (k aircraft downed), then the
signal flow graph could be used by omitting all paths which lead to
higher nodes than Node k.

Mason's signal flow graph gain formula is a technique for utilizing
a signal flow graph to obtain the gain of the system instead of directly
solving the equations describing the system. It makes use of the gains,
or transfer functions, associated with forward paths and loops, the gain
of a forward path being the product of the gains of each segment of the
path, where each segment leads from one node to another. A loop is
simply a forward path which closes on itself. The formula is:
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where

G = system gain, or ratio of output to input

(7]
(]

X gain of the kth forward path

A = system determinant

1 - (sum of all individual loop gains)

+ (sum of products of gains of all possible combinations
of two non-touching loops) - (sum of products of gains
of all possible combinations of three non-touching loops)

+ - oo

Ak = value of A for that part of graph not touching the kth
forward path

While the mechanics of the formula are simple, they frequently
are tedious for a signal flow diagram which has many loops and forward
paths. Fortunately, this type of repetitive calculation is easily
carried out with a digital computer; one only needs to identify the
individual forward paths and their respective non-touching loops on a
particular graph in order to be able to use a standard program.

For the strategy of firing successive volleys of two missiles,
s2, 2, 2, ..., depicted by Figure 2, it is seen that several results
may ensue from the firing of a volley. First, one may score two hits,
not on the same target, and will, therefore, go from state n to state
n+2, Secondly, one may score only one hit, and will, therefore, reach
state nt+l., Thirdly, one may score two hits, both on the same target,
and will, therefore, reach state n+l by a different path. Fourthly,
one may score no hits and remain in state n. In order to assign the
correct value to each path, it is necessary to know the probability of
% missiles homing on the same target when each of m missiles homes on
one of n targets. This will be

e

The effects of these probabilities are seen in the signal flow graph.
The technique of forming the graph is straightforward; all possible
transitions from one state to the next are given a path, which is
assigned the appropriate probability and multiplied by x2, since two
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missiles are being fired. The binomial coefficients are also necessary,.
since the paths result from Bernoulli trials and follow the binomial
probability law. The values of all paths leaving each state node will,
of course, sum to unity; if they do not, a mistake has been made. It

is seen that the process is still a Markov chain, since two missiles
will be fired with the same probability of success when the system is

in a particular state, regardless of how that state was reached. The
extension to strategy S3, 3, 3, ..., is straightforward and results in
the flow graph in Figure 3.

FLOW GRAPHS FOR NON-UNIFORM STRATEGIES. When one uses a non-
uniform strategy such as S3, 2, 1, 1, ..., the system becomes somewhat
more complicated, as seen in Figure 4. The number of missiles to be
fired when the system is in a particular state now depends on how many
were fired in reaching it. Therefore, the transition probabilities are
dependent not only on the present state, but also on how that state was
reached. The system has now developed a memory and can no longer be
represented by a Markov chain. Fortunately, the flow graph remains
quite simple even for this type of stochastic process. Node N,
representing the state in which n targets have been killed, 1is
merely split into m nodes, where each node is reached from a prior
node either by firing a volley composed of a different total number
of missiles, m being the number of different total numbers of missiles,
or by proceeding from a different node such that the same point in the
firing strategy is reached. Consider a "keyed" firing strategy
$3, 2, 1,1, 1, ..., where the transition between volley sizes; e.g.,
between the volley of three missiles and the volley of two, is not
made until there has been a change of state; i.e., until at least one
plane has been shot down as a result of firing missiles in volleys of
three. This information is normally available from a continuous wave
illuminating radar, since a falling tone indicates that one or more
(but not how many) planes has been killed. The keyed strategy does,
of course, require the operator to wait until the present volley of
missiles has reached the target area before firing the next volley.

For the case of four targets and firing strategy S3, 2, 1, 1, 1, ...,
this necessitates two nodes for state two and two nodes for state

three, as can be seen from the diagram. Although self-loops and
forward paths are thereby added to the flow diagram, the calculations
do not become conceptually more complicated, but merely more voluminous.
Since an electronic computer would ordinarily be used to evaluate system
gain, using Mason's rule, for situations involving a large number of
aircraft or a complicated firing strategy, this is not a serious draw-
back. Indeed, the chief advantage of the method is that the complexity
of the calculations does not increase in proportion to the number of
states in the system and the complexity of the strategy. If instead

of a keyed non-uniform strategy, one uses a ''pure' strategy, in which
the transition between volley sizes is independent of changes in state,
it is necessary to provide additional split nodes to accommodate the
paths representing misses by all missiles in a volley. This type of
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path will no longer be a self-loop to the same node, but will lead to
a separate node representing the same state but requiring that a dif-
ferent number of missiles be fired. For example, for the strategy
s3, 2,1, 1, 1, ..., the self-loop to node 0 would now lead to subse-
quent nodes by the strategy S2, 1, 1, 1, ..., finally reaching node IV.
Similarly, the particular path from node OB which represents two
misses would not be a self-loop, but would lead to node OC, which
would then lead to subsequent nodes by the S1, 1, 1, ... strategy
depicted in Figure 1. The paths representing misses by all missiles
at other nodes would be treated in the same manner. This case is not
worked out here since it adds nothing to the explanation of the
technique, merely representing a straightforward extension of the
diagram with no difference in the manner of solution except that it
requires more steps in the computer program.

The above four strategies were analyzed for a formation of four
attacking aircraft. The SSKP was taken as .75, and the multiple
target weighting factors were taken as 0.9, 0.8, 0.5, and 1.0 for
states 0, 1, 2, and 3, respectively, in accordance with the fact,
explained above, that the multiple target effects become less pro-
nounced as the number of targets increases. Therefore, the resulting
kill probabilities, P> were .675, 600, .375, .750, and O for states

0, 1, 2, 3, and 4, respectively, being 0 in state 4 since there are
no remaining aircraft at this point. The diagrams were used to
calculate, for each firing strategy, the probability of killing all
four targets as a function of the number of missiles fired. As an
example, the flow diagram for S3, 2, 1, 1, 1, ..., after assigning
path values and combining parallel paths, is shown in Figure 5.

The system gain can now be found by node absorption, Mason's rule,
or a combination thereof. For example, the quotient of polynomials
obtained for S3, 3, 3, 111, was:

n G A, 0.226x +0.418x° +0.052x'
G = Z =
o 1 - 1.360x° + 0.391x° - 0.034x’ + 0.001x"2
6 9 12 5 18

= ,224x + .722x7 + .946x7 + .963x” + .964x",

Thus, the probability of killing all four targets with, for example,
twelve missiles fired three at a time was .946. The results of the
calculations are shown in Figure 6. It is seen that S1, 1, 1, ...,
provides a higher probabilityof killing all four targets than do the
other strategies when the number of missiles to be fired is seven or
less. However, the probability then levels off rather sharply, and a
great many missiles would be necessary in order to exceed a probability
of .8. The curves for S2, 2, 2, ..., and S3, 3, 3, ..., have the same
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general shape as that for S1, 1, 1, ..., except that they tend to level.
off at a higher range of values. However, it would still be necessary
to fire a large number of missiles in order to attain a probability in
excess of .9. The curve for S3, 2, 1, 1, 1, ... tends to level off at
a high range of values, and it has the advantage of rising more quickly
to this range. The reason for this is fairly obvious, since this
strategy calls for firing a large volley at first and then smaller
volleys, taking advantage of the fact that the energy centroid of the
targets tends to remain more in the center of the formation if the
number of targets is large and that the probability of more than one
missile locking on the same target is lower for a large number of
targets. Although these effects are intuitively clear, the exact
manner in which they interact is not, and it is apparent that further
analysis along the lines suggested by Figure 6 would lead, by a kind

of dynamic programming process, to the optimal firing strategy for any
given situation if one is trying to maximize the probability of killing
all four targets by firing a certain number of missiles. If one is
interested in the probability of killing some specific number of the
attackers instead of all of them, as a function of firing strategy and
number of missiles fired, it is necessary only to delete all flow graph
nodes representing a number of kills greater than this.

If one is attempting to optimize some other aspect of the situation,
the information is generally available from Figure 6. For instance, the
expected kills per missile are plotted for each strategy in Figure 7.

It is seen that strategy S3, 2, 1, 1, 1, ... provides a higher number
of expected kills per missile than the others if five or more missiles
are fired. In order to obtain the true mathematical expectation, of
course, one would also need the probability of killing three, two, and
one of the attacking aircraft, which would necessitate calculations of
the system functions to nodes I, II, and III. The main contribution,
however, is provided by the probability of killing all four of the air-
craft, and the true expectations, although somewhat higher than the
ones in Figure 7, would not differ from them qualitatively, and one
would not ordinarily require a refinement of this nature until it was
apparent that the optimal strategy had been approached.

Although the above technique, utilizing representation of transition
probabilities by signal flow graphs and subsequent application of Mason's
rule to calculate system functions which indicate the effectiveness of
the relevant strategies, was used in conjunction with missile firing
strategies in this case, it is readily seen that it is applicable to a
variety of problems arising in military operations research and in other
situations involving stochastic duels and programming under conditions
of uncertainty. It also provides a facile method for analyzing, by
means of an electronic computer, the effects of a change in strategy
(or programming) or of engagement parameters or program elements and
therefore is amenable to gaming.
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THEORY AND ASSUMPTIONS UNDERLYING
THE DEVELOPMENT OF CSP-R*

'Harold W. Kelley and Fred L. Abraham
U. S. Army Ammunition Procurement and Supply Agency
Joliet, Illinois

1.0 INTRODUCTION

This memorandum discusses the development of CSP-R, a continuous
sampling procedure involving normal, tightened, and reduced sampling inspection.
The memorandum discusses some of the considerations that led to its development
and the objectives set for the procedure during development. It also provides
the necessary mathematical derivations used in the development. CSP-R plans
will appear in MIL-STD-1235A, "Continous Sampling Procedures and Tables for
Inspection by Attributes."

2.0 BACKGROUND

2.1 Reduction in Sampling Inspection

When confidence has been established that a manufacturing process is
stable and is producing a small percentage of defective material, the user of
continuous sampling plans often has the desire to reduce the amount of sampling
inspection being done.

2.2 CSP-M

MIL-STD~-1235 contains a multi-level sampling plan, CSP-M, which allows
such reduction in sampling inspection. In spite of this feature, a survey of
Army Ammunition Plant inspection elements indicated that CSP-M was considered
too complicated in terms of its administration to be useful. For this reason,
the CSP-M plans were generally ignored.

From a technical point of view, CSP-M contains another weakness; it is
not very responsive to a deterioration in quality if one of the reduced sampling
states has been reached. As an example, suppose that we are inspecting at
sampling rate level number five, AQL = .25%, 1 = 287. Suppose that a previously
low process average shifted to 1%, or four times the AQL. The probability
of continuingl on one hundred percent inspection after finding a defect is only
.00000000946. In fact, there is only an 80% probability that the 100% inspection

1-that is, going progressively through the checking states to the
100% inspection level.

*This article has previously appeared as Technical Memorandum QEM 21-230-6.
The remainder of this paper has been reproduced photographically from the
author's copy.
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level will be reached without first reaching a certain level R or star state
(say, level 3) and then reverting to a lower level (level 4).

2.3 CSP-1

The simplest continuous sampling plan is, of course, CSPel wherein
the finding of i consecutive defect free units on 100% inspection allows
sampling inspection to begin, during which the finding of a defect causes
a reversion to 1007 or screening inspection. CSP-1, however, does not allow
a decrease in sampling inspection. Using a CSP-1 plan with the same AOQL
but with a smaller sampling frequency may be a solution, but indiscriminate
shifting between plans without specified rules based upon the mathematical
impact of such shifting is, of course, not desirable.

2.4 CSP-2

CSP-2, while not allowing a reduction in the sampling frequency, does
delay the resumption of screening inspection under certain circumstances.
This feature is desirable in those situations where an alert of the screening
crew seems necessary, but it offers no special advantages insofar as allowing
a reduction in sampling inspection.

2.5 MIL-STD-105D

MIL-STD-105D allows a reduction in lot-by-lot sampling via the reduced
sampling technique. A history of good product quality allows a reduction in
sample sizes for subsequent inspections. At the same time, a history of
marginal product quality causes a tightened inspection to be initiated. This
tightened inspection sometimes requires a larger sample size, but in all
cases the probability of accepting a lot with a given percent defective? is
lower under tightened sampling inspection.

3.0 OBJECTIVES

Consideration of the points mentioned above led to some general ideas
about what kinds of characteristics a continuous sampling procedure should
have, if this continuous sampling procedure were to allow a reduction in
sampling inspection after demonstration of a low process average.

3.1 Responsiveness

The procedure should be responsive to an undesirable shift in the
process average. This feature could be obtained by requiring a screening
sequence after finding a defect on a sampling sequence.

2_other than 0% or 100% defective.
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3.2 Simplicity

The procedure should be both simple in design and relatively easy to
administer. Although simplicity is a somewhat subjective concept, it would
seem that, generally speaking, the fewer inspection states a procedure has, the
simpler the procedure would be. Likewise, a procedure with simple rules for
switching between sampling and screening states3is simpler than one which
requires check states or similar devices. It was felt, therefore, that a procedure
with a relatively few number of states, with the switching rules similar to those
of CSP-1, would satisfy the objective of simplicity.

3.3 Average Outgoing Quality Limit-

The development of the procedure should be based on the concept of an
average outgoing quality limit (AOQL), not only to provide a limit to average
outgoing quality which will not be exceeded no matter what quality of product
is submitted for inspection, but also to establish correspondence with CSP-1
plans and other continuous sampling plans from which a user can make a choice.

3.4 Relationship with CSP-1

Common sense dictated that the procedure require less inspection than some
norm for product of high quality and more inspection for product of marginal
quality. Accordingly, it appeared reasonable that the first step of the develop-
ment would be establishment of a norm. CSP-1 was selected as this norm because it
is the most widely used of existing CSP's by Army Ammunition Plants inspection
elements.

The attainment of this objective could be demonstrated by a comparison
of Average Fraction Inspected (AFI) curves for the developed plans with AFI
curves for corresponding CSP-1 plans?! An AFI curve shows the percentage of

units inspected over the long run when the process average is of a certain value.

3.5 Relationship with the Normal-Tightened-Reduced Concept of MIL-STD-105

Purely as a matter of standardization, it was decided to develop the
procedure along the lines of the normal-tightened-reduced concept of MIL-STD-105D.
Users of MIL-STD-105D could adapt easily, therefore, should they have occasion to
use this procedure in MIL-STD-1235A.

3¢sp-1, for example, is the epitome of simplicity in this regard.
“A graphical illustration of this comparison is given in [7.1].
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4.0 THE DEVELOPMENT.

With the objectives above in mind, development of the procedure began.
Several models were formulated and weighed against the objectives stated. Actually,
most of the objectives could be satisfied simply by designing them into the
procedure. The steps used to evaluate each model in terms of its statistical
properties are discussed below.

4.1 Determining the Parameters

After a general procedure was defined, which would satisfy, by its
construction, most of the objectives, it became necessary to investigate the
procedure's relationship with CSP-1. In order to satisfy the objective concerned
with this relationship, representative examples of CSP-1 plans were selected. The
AOQL's for these plans were used in determining the parameters (sampling
frequencies and clearance numbers for the plans based upon the procedure under
investigation. Accordingly, the AOQ formula for each procedure had to be developed5
and the parameters subjected to variation until the maximum resulting AOQ for any
value of the process average, p, was close to the target AOQL. In general, the
sampling frequencies were held fixed and the clearance numbers were allowed to
vary. As can be seen from a study of Appendices A and B, this was no small task.

4.2 Computing the AFI Curves

Upon the determination of the parameters of the plan, the AFI formula
developed prior to developing the AOQ formulabwas used to find several points
of the AFI curve for the plan. The AFI curves were then drawn on graph paper.

4.3 Comparing AFI Curves

After determining the AFI curve for the plan under test, the AFI
curve for the corresponding?CSP-1 plan was drawn on the same sheet of graph paper,
and the results were compared.

As discussed in 3.4 above, it was desired that a plan based on the
developed procedure require less inspection than a corresponding CSP-1 plan for
product of good quality and more inspection than CSP-1 for product of marginal
quality. Expressing this mathematically, we want

AFI (of CSP-1) > AFI (of developed plan) for p < p,, and
AFI (of CSP-1) < AFI (of developed plan) for p > P,» Where p
would be the '"dividing line'" of good and marginal quality. It was desired to
5See Appendices A and B for the work involved in deriving the AOQ formula
for the selected procedure.
6See Appendix B for the AFI formula of the selected procedure.

7The method of establishing the correspondence was defined for each
procedure but in each case depended on the AOQL.
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keep py within the interval (0, py), where p; is the value of the process average
for which the AOQ is equal to the AOQL. This choice, though arbitrary, seemed
reasonable.

4.4 Selection of Procedure

A procedure was finally selected which most satisfactorily fulfilled
the objectives. This procedure was designated CSP-R, and is described in block
diagram form in Figure I. This procedure, while generally satisfying all of
the objectives, does not strictly satisfy the objective relative to the AFI curves
when the clearance number is very small and at the same time the sampling frequency
is very large? Since plans with these parameters are not used extensively,
this limitation did not seem restrictive.

5.0 THE PROCEDURE

Although Figure I seems very self-explanatory, discussion of some of the
features of CSP-R seems in order.

There are three sampling states: normal, tightened, and reduced, and
three screening states: qualification, retrial, and tightened. It can be seen
that the three sampling states are parallel to the normal-tightened-reduced
concept of MIL-STD-105D, and this is, in fact, why they are labelled as such. The
rationale for the three screening states can be found in the discussion below.

5.1 How the.Procedure Operates

Entrance into the inspection states was designed to be dependent upon
the demonstrated capability of the production process, as evidenced by favorable
or unfavorable inspection results. Under the system, the qualification state
is initially entered. When evidence indicates the quality of an item has stabilized
at a satisfactory level, normal sampling is initiated. Continued evidence of
the process's capability to produce satisfactory or better quality permits the
reduced sampling state to be entered. Once reduced sampling is initiated, sampling
remains in effect until a defect is found, at which time the system immediately
invokes its qualification screening provisions.

The tightened inspection phase of the system was also designed to be
entered from the normal inspection phase. However, tightened inspection
provisions are invoked only when defect(ive)s fall too closely together; that
is, when the separation of defect(ive)s is less than a prescribed minimum
spacing. Tightened screening remains in effect until sufficient evidence indi-
cates the process is capable of generating an item of at least marginal quality.
Once this evidence is established, tightened sampling is initiated. The normal
sampling state may then be re-entered if evidence of favorable inspection

8_those plans in MIL-STD-1235 associated with large AQL's and the lower
code letters.
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continues. If not, the system invokes its qualification screening provisions
and continues as before.

Similarity of provisions governing transitions between states in CSP-R
and those associated with the MIL-STD-105D scheme is apparent. However,
under the MIL-STD-105D scheme there is a transition from reduced to normal
sampling not only upon an unfavorable inspection result (rejection of a lot), but
also upon acceptance under the procedures of 10.1.4 of that Standard? We
therefore see that the reduced state is entered with difficulty, but left immediately
should doubt arise as to the continued high quality of material. The analogous
CSP-R provision is the requirement of re-entrance into the qualification screening
state. This provision, though admittedly drastic, was established to assure
performance of sufficient screening to guarantee that the previously good
quality level had not deteriorated.

The retrial screening provision of CSP-R was designed to represent a
reasonable balance between: (1) the need for assurance of the previously es-
tablished quality level for normal sampling and (2) a desire to avoid a premature
decision to invoke the tightened provisions.

5.2 Properties of the Parameters

In common with most CSP plans, those of CSP-R were developed to be based
on AOQL and defined by the parameters f; and i), , where f; is the sampling
frequency in the -jth sampling state and iy is the clearance number in the kth
screening state. Also, in common with most CSP plans, the parameters fj and iy
of CSP-R plans determine the AOQ function, as discussed previously.

To maintain the normal, tightened and reduced inspection concept, the
following relationship among sampling frequencies was used: fp> £, >f,; where
the subscripts T, N, and R refer to tightened, normal, and reduced sampling,
respectively. Since CSP-1 had been established as the norm, it was decided to
equate fyy of CSP-R to f of CSP-1 for equal AOQL and production interval size.
Consequently, sampling rates fp , fN and fp in CSP-R could be the frequencies
for any three consecutive code letters under CSP-1 for a given AOQL. This was
.conducive to simplicity.

Two values of i) were established for the procedure: i and i*. The
relationship between i and i* is i* = i/2 (with a few exceptions). The choice.
of this relationship between i and i*was predicated upon the need for more
stringent requirements for entering reduced sampling than for entering tight-
ened inspection. It had been noted that the MIL-STD-105D scheme generally
requires ten consecutively accepted lots (plus the defects in these ten lots

9_that is, when there is not strong evidence that quality is superior.
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being less than a prescribed minimum number) under normal sampling to qualify

for reduced sampling, but only five consecutively accepted lots on tightened to
re-enter normal. Hence, the relationship between i and i* followed by analogy.

In addition, it was noted that the MIL-STD-105D scheme invokes tightened inspection
provisions if any two of five (analogous to i*) consecutive lots are rejected

on normal. CSP-R was designed to require tightened inspection when defect(ive)s
are separated by fewer than i* units; one defect(ive) being permitted in normal
sampling but not another in re-trial screening.

6.0 DERIVATION OF FORMULAE

As mentioned previously, the development of CSP-R required, upon setting
up a hypothetical procedure, the determination of the mathematical properties of
the procedure, so that appropriate comparisons could be made.

6.1 The Flow Diagram

The first step in constructing the appropriate mathematical model would
be to outline the procedure in flow diagram form. Figure I is the flow diagram
of CSP-R.

6.2 Events Causing a New State/Phase to be Entered

The next step is to look over each of the blocks in the flow diagram
and determine the events causing a state and/or phase to be entered. As used
herein, "state" refers to either qualification, retrial, or tightened screening,
or normal, tightened or reduced sampling. ''Phase'" refers to either the units
inspected during a sampling state, or the units skipped during a sampling state.

Figure II shows the events laid out in matrix form. The following
notation has been used in Figure II:

(0] = Qualification state

N = Normal sampling state

T = Tightened sampling state

R = Reduced sampling state

N* = Retrial screening state

T* = Tightened scréening state

The subscripts I and S in Figure II pertain to phases of sampling

states. I denotes the phase when a unit is being inspected, and S denotes the
phase when the units are being skipped.
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6.3 State Probabiiities

The next step is to develop formulae for determining the percentage
of units, over the long run, which will reach the point of inspection during each
of the states. The development of these formulae for CSP-R is shown in Appendix A.

6.4 The AFI

Next, the AFI formula must be developed. This development is shown in
Appendix B for CSP-R. The resultant formula is

AFI = Po + PN* + PNI+ PT* + PTI + PRI

where P; is the state probability of state j, where the subscripts are defined
as in 6.2 above.

6.5 The AOQ

Upon determining the expression for the AFI, the AOQ formula can be
constructed rather simply. This is shown in Appendix B. The resultant formula is

A0Q p[l - AFI] ;
1 - p(AFI)

where p is the probability of a defective unit.

6.6 Determining the Parameters

Using a certain value of AOQL and establishing values for the sampling
frequencies, the AOQ formula, through an iterative process, was used to develop
the values of i and i* for the CSP-R plans which will appear in MIL-STD-1235A.
It should be pointed out here that the AOQL's used in MIL-STD-1235A are generally
less than the corresponding values in MIL-STD-1235. This is because the AOQL's
in MIL-STD-1235A have been matched (with certain limitations) to the AOQL's of
the MIL-STD-105D single sampling schemes (with the same AQL), treating the scheme
as encompassing normal, tightened, and reduced inspection. The effect of tightened
inspection caused the resultant AOQL's to be lower.

6.7 Computing the Curve Points

During development, the curve points (AFI and AOQ) were computed for
certain representative plans. Upon selection of the CSP-R procedure, curves for
each of the plans were computed on the Agency's RCA 501 digital computer. Addi-
tionally, Operating Characteristic (OC) Curves were computed. The derivation of
the formula for the OC Curves appears in Appendix C. These curves, should théy
appear in MIL-STD-1235A, will show the percentage of units accepted on a sampling
basis, for each value of the process average, p.
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6.8 Assumptions Used in the Derivations

Throughout this discussion, we will assume Figure I defines an ergodic
Markov process. Thus, after many steps have occurred in the system the prob-
ability of being in any given state of CSP-R tends to become a steady state
probability which is independent of the number of steps but dependent upon the

state in which the system was at the last step and upon the transitional prob-
abilities.

We will further assume:

(1) All items are classified correctly, i.e. defect(ive) or
non-defect(ive);

(2) The production process is in statistical control;

(3) When sampling is in effect, every 1/f;th unit is inspected with
screening required to begin with the hext unit after a defective
is observed (see below); and

(4) Defective units found are removed but not replaced by non-
defectives.

We will digress here to briefly discuss the effect of these assumptions.

The assumptions above have been adopted largely because they lead to the
simplest mathematics. However, the use of these assumptions does not imply that
CSP-R plans are invalid if conditions other than those assumed apply. What their
use does imply is simply that the plans have been designed with these conditions
in mind. Deviations from the stated conditions will, in general, affect the
AFI function and result in values of AOQL higher than the theoretical values com-
puted from formulae derived herein. Although the modifications of the theoretical
AOQL values resulting from such deviations have not been thoroughly explored, some
treatment of alternatives has been made [7.11], [7.12], [7.13], [7.14}, [7.15],
[7.16].

Assumption (3) above has been adopted solely for mathematical convenience.
It is recognized that the theoretically best method of sampling would be proba-
bilistic, i.e., each unit would be inspected with probability fj, independent of
other units. However, strict adherence to this method in an actual production
situation would be impractical, if not impossible. In some instances, block (or
group) sampling may be required; in others, probabilistic or the assumed systematic
sampling method may be in order. Thus, MIL-STD-1235 provides for the selection of
sample units '"so as to give each unit of product an equal chance of being inspected"
with the inspector allowing the interval between sample units to vary somewhat
rather than drawing ''sample units according to a rigid pattern." The effect of
assumption (3) is to provide AOQL values of the same magnitude as those
computed under the assumption of probability sampling.
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APPENDIX A

DERIVATION OF STATE
PROBABILITY FORMULAE

A.l GENERAL
A.l.1 In deriving the steady state and state entrance probabilities, we will
define

p =

Probability of a defective unit;

q - l-p = probability of a non-defective unit;

i = clearance number for states 0, N;
i* = clearance number for states N*, T*, T;
and for 3 - 0, N, N*, T, T*, R, let

Pj = Prob. (being in state j on the present step);
Pi - Prob. (gntering state j);
fj = the sampling rate for state j.

A step will be defined as the inspection of a unit of product.

A.1.2 When the process is in states j = N, R, T, some units are being skipped
(passed) while others are being sampled and inspected. In the derivations the
skipped unit possibilities in these states will be considered. It is convenient,
therefore, to partition states j = N, R, T, into skipping and sampling phases.

Let

Pjs = Prob. (being in the skipping phase of state j);
and

PjI = Prob. (being in the sampling phase of state j).
Then,

Pj = Pjs + PjI.
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Moreover, it is convenient to partition the skipping phase, jg, into skip unit
phase one and skip unit phase two. Therefore, let

PJSO = Prob. (being in skip unit phase one of state j);

and

PJSi = Prob. (being in skip unit phase two of state j).
Then,

P = P + P
" for

Skip unit phase one will be defined as that phase of j initially entered,
and skip unit phase two will be defined as that phase of jg in which all
subsequent skips occur. Skip unit phase one may therefore be viewed as being
a "transitional" phase between the last step in some previous state and the first
step in the present state.

The preceding state/phase symbols with primes will be used to denote the
probability of entering a given state/phase on the present step.

A.2 EXPRESSIONS FOR THE STEADY STATE PROBABILITIES

L Pg = Prob. (just entering state O on the last step) +
Prob. (entering 0, two steps ago, and inspecting a
non-defective on the last step) + . . . +
Prob. (entering 0, i steps ago, and inspecting i-1
consecutive non-defective units)

2 i-1
= Py + P&q + Pig*+ . . .+ qu
- By (1-ah)/p
(2) Py = Prob. (being in the sampling phase of state N) +

Prob. (being in the skip unit phase of state N)
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(3 By

(4)

Similarly then,

(5)

(6)

)]

(8)

(9

(10)

(11)

(12)

Prob. (just entering phase Ny on the last step)
+ Prob. (entering phase Ny two steps ago and
inspecting a good unit on the last step)

+ . . .+ Prob. (entering Ny, i steps ago, and
inspecting i-1 consecutive non-defective units)

q + Phat+. .. +ppqll

Py + Py
Ny N 1 1
to(1oal

PNI (1-97)/p.

Prob. (entering skip unit phase of N and passing
(skipping) the next (1/fy)-1 units)

PR [(1/E-1].
Py, + Ppg

P}I 1-q**/p
Pp, [(1/£p-1]
PRy + Prg
Py (1/p)
Pés [(1/£g)-1]
Pox (1-q1*)/p

P&* (l—qi*)/P
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EXPRESSIONS FOR THE STATE ENTRANCE PROBABILITIES

With the aid of FIGURE II we obtain

(13) Pb = Prob. (being in state O and finding a defective unit) +
Prob. (being in state R and finding a defective unit) +
Prob. (being in state T and finding a defective unit)

= P,. + P, . + P. .p.

0P Ry P TP

Combining (1), (6), and (9) with the above, yields

(14) P§ = By (1-¢h) + Pt PL (1-qi%.

In a similar manner the other Pj * g8 are obtained:

(15) Phw = Py (1-gh)
(16) Pre =  Pha (1-qb) + Pla (1-q1%)
- i i* i*
(17) Pﬁso Pb qt + P%I q + Pﬁ* q
-1
(18) P, = Pt q+P' q2+Piq3+...+P!ql
N, Np 97 Fyg® T PN U
19 P, = P!
(19) Np Ns,
*
(20) Ph = Pruat
o
1%-1
(21) P, = Plq + PLq?+...+Plq
Ts, T Ty T
(22) P, = P!
TI TSO
(23) P! Py qt
Rso NI
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(24 P, = P'q+P'q?+...+Ptql+pl i+l 4 .
) Rs, Rp? q Rp4 * Prp @t 4

(25) Py =- P} .
Ry Rg
By definition
' - ' '
(26) Pjs PJS '+ PJS .
Then, from (17) and (18) we obtain
(27) Py = Py o+ Py
S So Sy
2 i-1
= Py + Py q + P} + ...+ P}
Np TN T PN N4

= Py G-ahie

Similarly,
i*
(28) Pr, = Pil (1-¢7 ) /p
(29) PR, = P (1/p) .
RS RI (1/p)
A.b EXPRESSIONS FOR THE STEADY STATE AND STATE ENTRANCE PROBABILITIES IN

TERMS OF KNOWN PARAMETERS.

A.4.1 Equations (14), (15), (16), (19), (22), (25), (27), (28), (29) define
nine equations in nine unknown entrance probabilities. These equations and their
associated steady state probabilities may be expressed in terms of parameters p,
q, i, i*, and fj, which are assumed known. This section discusses the derivation
of such expressions.

A.4.2 In lieu of solving explicitly for each P! and P4y, it was convenient to
first express each state entrance probability, Py, in terms of PﬁI.
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Equations (14) through (29) were then used to obtain:

wH ory = Ry ot + (-ah) a-atMH2)/qt
(15") Pe = PR (1-q1)
16" Ph, = P (-ah a-ay/ett
(22 rp = By (- (=gt
(25" Py = Phql
1 1
' 1 ' i
(27') Py = Py, -4/
(28 pp = By (-ah) =gt/
29"y  pp = Ptal/p
Rg N

When the preceding primed equations are substituted into equations (1), (12),
(11), (6), (9), (4), (7), and (10) respectively, the following steady state
probability equations are obtained in terms of PﬁI:

an Bo = By [a'+ (-ah (1-a'™2) a-ah)/p ot
(3") By, = By (-ab)/p

(4" Py = Ph [(-a)/p) [(/f-1]

(6" Pp, = By (mah) (-athZp

7" Py = By [(-ah) (-a'™?] [/Ep-11/p
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(9") Py = Py a'/p

Ny
(10") Prg = P; q* [(1/£R)-11/p
) e o= P (gD G-atH2/ettp
a2y omw o= By (-gh) G-t/

Since I Py = 1, equations (1'), (3'), (4"), (6"), (7"), (9"), (10'), (11'), and
(12') can be combined to obtain

(30) Py = P ot* qi/p ;
where
D = q* (1-¢1) [ql + (1-¢}) (1-q1™)2] + q! (1-q}) (1-¢1") +
ol (1-¢) (1-q1™2 + 1" g1 (1-ql)/ey + o2 oi*/gp +
ot of* (1-qh) (1-qi") /1.

Expressions for the steady state probabilities in terms of known parameters can
now be obtained by substituting equation (30) into the primed number equations.

am P = " a-qh [of + a-¢b) -qi%21/D
Gam ey = atqt a-ghym

(4" g = "ol (-ah) [a/ep-11/0

(6" p, = " a' a-qh) a-qtM2/m

am P, = ot ab (-ab) a-a'hH2rasep-11/m
(9" P, = a2 q**/p
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o rg = ¢t ™ (a/ep-11/m
(11" Pra =  ql (-¢d) a-¢tMH2p

a2 Py = a*"qt a-h a-qthHy
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_APPENDIX B

DERIVATION OF AFI AND AOQ

B.1 THE AFI FUNCTION

B.1.1 By definition AFI is the expected ratio of the total number of units
inspected to the total number of units inspected or passed. Thus, by letting

Kj = the number of units passing through the inspection system in
state j; '
KjI = the number of units inspected in state j;

Kj = the number of units skipped (passed) in state j;

and K = ZKJ- ; where j = 0, N, R, T, N*, T,

we may write

K
(1) AFI = lim i
Ky > ZKjI + ZKjS

Ko + Kyx + Kpa + KNI + KTI + KRI

= lim

K oo KO+ Kyu * Kpp + Ry + Ky +Kp + Ko + Ky + K

= Po + Byxt Py b Pyt Pp +Pp .
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Using (1"), (3"), (&™), (6™, (7, (9", (10", (11"), and (12") of A.4, APPENDIX
A, expressions for the AFI in terms of the parameters p, q, i, i*, and fJ are
obtained.

B.2 THE AOQ FUNCTION

Dodge and Romig [7.17], have given expressions for the AOQ functions under
two assumptions:

Case I: Defective units are removed and replaced by non-defective units.
Case II: Defective units are reﬁoved but not replaced.

Case two (II) is consistent with standard operating procedure in most
ammunition inspection situations. Accordingly, appealing to the Dodge and Romig
expression, we used the following:

pll - AFI]  ; where

W 400 = 1B

AFI is as defined by (1) of B.1l and p is the probability of a defective unit.
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APPENDIX C
DERIVATION OF O.C.

By definition the fraction of product accepted on a sampling basis is the
expected ratio of the number of units accepted on a sampling basis to the total
number of units inspected or passed. Now, recalling the assumption that defec-
tive units are removed but not replaced, the number of units accepted on a sampling
basis must obviously consist of only those units inspected and found non-defective
plus those units passed (skipped and therefore accepted) in the sampling inspection

states. Thus, appealing to the notation of A.l of APPENDIX A, and B.1l of APPENDIX B,
we write for § = N, R, and T

S
(1) 0.C. (%) = lim I
K+ o X 100

K

- Py, + P + P, + qP
[Py * Fr * Tag * oy

+ qP + qP 100 .
I TI RI:] X 0

Using the equations of A.2 and A.3 of APPENDIX A, it can be shown that
Py = Py [(1/f-1]
PRS - PRI [(l/fR)-I], and

Therefore, equation (1) above can be written as

(2) o0.Cc. (%) = 100 {[(1/fy)-1 +q] Py  + [(1/fp)-1 + q)Pp +

((1/£p)-1 + q] P }

= 100 {1/ -p] PNI + [(1/fR)-p] PRI +

[(l/fT)'P] PTI} .
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AN EVALUATION OF LINEAR LEAST SQUARES COMPUTER PROGRAMS:
A SUMMARY REPORT

Roy H. Wampler
National Bureau of Standards
Washington, D. C.

ABSTRACT. Two linear least squares test problems based on fifth
degree polynomials have been run on more than twenty different computer
programs in order to assess their numerical accuracy. Among the programs
tested were representatives from various statistical packages as well as
some from the SHARE library. Essentially four different algorithms were
used in the various programs to obtain the coefficients of the least
squares fits. The tests were run on several different computers, in
double precision as well as single precision. By comparing the coef-
ficients reported, it was found that those programs using orthogonal
Householder transformations or Gram-Schmidt orthonormalization were much
more accurate than those using elimination algorithms. Programs using
orthogonal polynomials (suitable only for polynomial fits) also proved
to be superior to those using elimination algorithms. The most successful
programs accumulated inner products in double precision and made use of
iterative refinement procedures. In a number of programs, the coefficients
reported in one test problem were sometimes completely erroneous, containing
not even one correct significant digit.

1. INTRODUCTION. Since the time when the electronic computer began
to supplant the desk calculator as the chief tool for solving linear least
squares problems, numerous least squares computer programs have been written.
These programs have utilized a variety of computational algorithms. Be-
cause least squares problems are by their very nature frequently ill-
conditioned, the numerical accuracy achieved by a least squares program
strongly depends upon the choice of the algorithm. Many programs have
been written which use methods appropriate for desk calculators but in-
appropriate for computers. Anscombe [1l] has aptly remarked: 'Textbooks
of statistical method display a wonderful unanimity in recommending com-
putational procedures that are suited to desk calculators but are perilous
for computers. Only with some determination can the statistician break
himself of bad habits and become adequately informed about round-off error."

The present study was undertaken to assess the numerical accuracy
of representative least squares programs from a variety of sources. Two
test problems, both fifth degree polynomials, have been run on more than
twenty different programs. Included in the study were programs from the
BMD Biomedical Computer Programs collection [14], the C-E-I-R Multi-Access
Computing Services library [10], the IBM SHARE library [23], the IBM System/360
Scientific Subroutine Package [22], the Univac MATH-PACK [33] and STAT-
PACK [34] collections, and the Project MAC 7094 disk files [28]. A listing
of the sources of the programs is given in Appendix A, together with a brief
description of each program.
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For a number of programs, the test problems were run in double
precision as well as in single precision. This, of course, necessitated
certain changes in the original programs.

The programs included in this study used essentially four different
algorithms: orthogonal Householder transformations; Gram-Schmidt ortho-
normalization; orthogonal polynomials; and, Gaussian or Jordan elimination.

The linear least squares problem may be briefly stated as follows:
One has n observations or measurements of a 'dependent" variable y, which
are statistically independent with common variance o2, whose expected
values are given by a linear function of the corresponding values of k
"independent" variables, x., X,, ..., X,, k < n. In matrix notation we
say that the n observations have expected values E(Y) = XB , where Y is an
n x 1 vector, X is an n x k matrix, and B8 is a k x 1 vector of unknown
coefficients. Assuming that X is of rank k,_ the least squares estimates
of the coefficients are given by B8 = (X'X)flx'Y. Other quantities of
interest are Y = X 8 , the vector of predicted values; § =Y - Y, the
vector of residuals; and s2 = 6's /(n-k), an estimate of the variance o2.

In running certain programs, modifications were occasionally made to
input and output formats. Other changes were made in five of the programs
using elimination algorithms because the original versions of these programs
failed to give solutions to the fifth degree polynomial problems. The
nature of these changes will be described in the discussion of the individual
programs in Section 7.

Three computers were used: the GE 235, the IBM 7094, and the Univac
1108. The 1108 which was used is located at the National Bureau of Standards,
and the 7094 which was chiefly used is located at Harry Diamond Laboratories,
Washington, D. C. The programs run on the 235 and the Project MAC 7094
utilized consoles at the National Bureau of Standards connected to computers
at other locations.

Previous studies appraising linear least squares programs and comparing
the results of different algorithms have been made by Cameron [9], Freund [18],
Bright and Dawkins [7], Zellner and Thornber [38], Longley [25], and Jordan
[24]. The present study differs from the earlier ones maihly by including a
larger selection of widely used and easily accessible programs.

A more detailed report of the present study is given in Wampler [36].
The more detailed version contains an appendix giving the individual coef-
ficients obtained in running each program, an investigation into the effect
of rounded input on the solution of a least squares problem, additional de-
tails pertaining to certain programs, and results from some additional test
problems. The longer report also includes several programs designed not
specifically for solving least squares problems but for solving n equations
in n unknowns, thus forcing one to use X'X and X'Y as input. Since it is
well known that this is not, in general, a good method for solving least
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squares problems, these programs are omitted from the present summary .
report. (There was one outstanding exception among the programs requiring
X'X and X'Y as input. This was Newman's program, described in [30], which
requires integer input and uses integer arithmetic and congruential methods
to obtain exact solutions.) The present report gives results of one pro-
gram (BJORCK-GOLUB) not included in the more detailed report.

It was outside the scope of the present study to make a detailed
comparison of algorithms with respect to efficiency of computation time
and storage requirements. The programs which were included in this study
exhibited considerable variation in what quantities were calculated as
well as in the methods of calculation, and output ranged from meager to
copious. Moreover, no comparative examination of the outputs provided
by the programs was made. Rather, this investigation focused attention
on the performance of existing programs.

2. THE TEST PROBLEMS. The two test problems which were used
throughout this investigation are identified as Yl and Y2. Both were
fifth degree polynomials, with the values of x being the integers 0, 1,
2, ..., 20. The "observations," Yl and Y2, were calculated from the fol-
lowing equations:

1+x+ x2 + x3 + x4 + xs, x = 0(1)20

1+ .} x + .01 x2 + .001 x3 +,0001x4 + .00001 xs, x = 0(1)20

Y1: y

Y2: y

Thus, the values of Yl were integers having from one to seven digits, and
those of Y2 were five-decimal numbers ranging from 1.00000 to 63.00000.

If the least squares solutions were computed with no rounding error,
one would obtain

1.
.1
- .01
g8 (Y2) = .001 ’
.0001

.00001
L L .

g (Y1) =

Y e
-

and for both problems the residual standard deviation would be zero.

For some programs the input required was the 21 values of x and y.
Other programs required, in addition, the powers x, x3, x4, and x5 to be
entered as input. The input is listed in Table 5, along with the matrices
X'X and X'Y associated with the test problems.

105



The two test problems, Yl and Y2, were chosen because they are so
highly ill-conditioned that some programs fail to obtain correct solutions
while other programs succeed in obtaining reasonably accurate solutions.
Polynomial problems were chosen because polynomial fitting is an important
type of linear least squares problem which occurs frequently in practice.

The ill-conditioning of the two test problems can be described more

explicitly. One measure of the condition of a matrix A is the P-condition,
defined as

A
P(A) = ;‘

where A is the numerically largest eigenvalue of A and u is the numerically
smallest eigenvalue of A. (See Newman [29, p. 240]).

For A = X'X, the 6 x 6 matrix associated with Yl and Y2, the P-condi-
tion is 4.095 x 1013. 1In this respect, it is similar to the Hilbert matrix
of order 10, whose P-condition is 1.603 x 1013 (see Fettis and Caslin [16]).
The P-condition of the Hilbert matrix of order 11 is 5.231 x 1014. The
relation between the Hilbert matrix and the matrix X'X which arises in a
polynomial fit is discussed in Forsythe [17].

Most of the programs which were tested obtained more accurate solutions
for Y2 than for Yl. If we let A denote the 7 x 7 matrix

we find that for Y2, P(A) = 4.095 x 10'3, whereas for Y1, P(A) = 6.829 x 1013,

indicating that the system involving Yl is more ill-conditioned than that
involving Y2.

The test problem used by Longley [25] was also highly ill—conditioned.
For the 7 x 7 matrix X'X of his problem, the P-condition is 2.361 x 10l

3. SUMMARY OF THE RESULTS. Tables 1 to 4 present a brief summary
of the main results. A count, C,, of the number of correct significant
digits in each computed coefficiént was obtained as follows:

Let B, (j =1, 2, ..., 6) denote the '"true'" value of the coefficient --
that is, thé value computed with no rounding error. Let éj denote the
value calculated by the computer. Then
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Bj - Bj )
~log, ——B;-— » 1|8, - Ejl;‘ 0 and 8, 4 0
cy = ﬂ
~logyy | 8, - éj , 1£ | 8, - éj # 0and g =0
D, the approximate number of decimal digits with
\ which the machine computes, if B, - é = 0.

3 3

The above approach to counting the number of correct digits in a
computed value has been used by Jordan [24] and others.

Tables 1 to 4, in the columns headed '"Average Number of Correct

1 6
Digits" report C = — z Cj’
6 j=1

From the above definition, a negative count can occur. For example,
if Bj = 1.0, and B, = 136.0, we get C, = -2.130. This indicates that
Bj is“wrong by rougﬁly two orders of mggnitude.

For two programs reported in Table 1, BMDO3R run on the 7094 and
DAM run on the 7094, the count for several coefficients was made in a
different manner. The BMDO3R program printed the coefficients in a
fixed-decimal format, with five decimals. The DAM program used a
floating-point format with only three decimals printed. A coefficient
printed as .00010, when the true coefficient was .0001, was given a
count of 2, and 0.100E01, when the true coefficient was 1., was given
a count of 3. In such cases the assigned count may have been too small,
since the coefficients may have been calculated accurately to more digits
than were printed. In running these two programs on the 1108, the output
format was changed so that eight significant digits were printed.

Each of the tables (1 through 4) summarizes a set of results for a
particular machine precision. Within each table the various programs are
given a numerical rank for each of the two test problems, with rank 1
denoting the best performance according to the count C.

4. PROGRAMS USING ORTHOGONAL HOUSEHOLDER TRANSFORMATIONS. LSTSQ is
a program written by Peter A. Businger using orthogonal Householder trans-
formations. This algorithm is described by Golub [19], and Businger and
Golub [8]. The program applies a sequence of orthogonal transformations
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to the n x k least squares matrix X to obtain a decomposition X = QR,
where R is upper triangular and Q'Q = I, . A pivoting strategy is used
so that at each step the column with the largest sum of squares is re-
duced next. Once an initial solution is obtained, the program iterates
to obtain a (possibly) improved solution.

The BJORCK-GOLUB program uses the Householder transformation
algorithm described by Bjorck and Golub [6]. This algorithm takes
advantage of the fact that X'S = 0, where § is the vector of residuals,

to obtain the solution B in X8 Y from the augmented system of n + k
equations:

Here 6 as well as 8 is included in the iterative refinement procedure.

Of all the programs included in this study, LSTSQ and BJORCK-GOLUB
appear to have given the best performance. In Table 3, which reports
the performance of eleven double precision programs, we see that LSTSQ
ranked first for Yl and second for Y2, and that BJORCK-GOLUB ranked
first for Y2 and second for Yl. 1In Table 1, which reports the performance
of 20 single precision programs, we see that LSTSQ ranked first for Y1l and
fourth for Y2, and that BJORCK-GOLUB ranked second for Yl and third for
Y2. Ranks 1 and 2 for the Y2 problem were obtained by ORTHOL and OMNITAB
(using ORTHO), two programs using Gram-Schmidt orthonormalization which
will be discussed in the next section. Table 4 reports the performance of
four programs which used single precision arithmetic except for the ac-
cumulation of inner products, where double precision arithmetic was used.
Here we see that LSTSQ and BJORCK-GOLUB tied to obtain the top rank for
Y1l (having perfect scores of 8.000), but ranked third and fourth, respec-
tively, for Y2. 1In Table 4, we note that all four programs obtained
similar scores for the Y2 problem, with rank 1 corresponding to 6.530
and rank 4 to 6.227. In the Businger—-Golub and Bjorck-Golub algorithms,
it is recommended that all inner products be accumulated in double pre-
cision. By comparing Tables 4 and 1 we see that when LSTSQ included this
feature, the average counts increased from 4.528 to 8.000 for Yl and from
5.840 to 6.279 for Y2. With all operations performed in double precision
(see Table 3), the counts increased to 14.643 and 16.293, respectively.
The BJORCK-GOLUB program displayed similar improvements in accuracy when
inner products were accumulated in double precision and when all opera-
tions were carried out in double precision.

Another program using Householder transformations was ALSQ, a
program containing no pivoting and no iteration. In Tables 1, 3, and 4
we see that ALSQ performed not quite as well as the LSTSQ and BJORCK-
GOLUB programs which included these features, except in one instance. In
this one instance, Y2 in Table 4, we note that its performance was slightly
better than that of the other programs in this category.
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5. PROGRAMS USING GRAM~SCHMIDT ORTHONORMALIZATION. ORTHO is a
program written by Philip J. Walsh using a Gram-Schmidt orthonormalization
process. This algorithm is described by Davis and Rabinowitz [13], Davis
[12], and Walsh [35]. ORTHO exists as a FORTRAN program, an ALGOL pro-
cedure, a BASIC program, and as a routine of the OMNITAB program [21].

Starting with the n x k matrix X, the Gram-Schmidt process of ORTHO
obtains ¢ = XT'-1 and 8 = T'-1 ¢'Y, where T'-l is upper triangular and ¢'¢= Iy.
This algorithm includes a feature of reorthenormalizing the vectors of ¢,
proceeding from a first approximation ¢; to a (usually) better approxima-
tion ¢j° From Table 1 it is clear that” this reorthonormalizing is vital
to the algorithm, for ORTHO's good performance in handling Y1 and Y2
deteriorated when this iteration was omitted. For Y1, the count of
correct digits dropped from 4.137 to -1.976, and for Y2 the drop was from
5.464 to 0.419. 1In Table 3, also, we see that in double precision the

omission of the iteration resulted in a loss of about five correct digits
for both problems.

Of the six programs in Table 2, LSFITW***, yritten in BASIC, ranked

first on both problems. We note that Table 2 includes no Householder
transformation programs.

The ORTHO program was also run in a version using single precision
except for the accumulation of inner products, where double precision
was used. In Table 4 we see that there were four programs in this category,
and ORTHO ranked third for Yl and second for Y2.

ORTHOL is a program using a modification of the Davis-Rabinowitz
algorithm. It differs from ORTHO in two respects: (1) the iteration
procedure includes the dependent variable as well as the independent
variables; and, (2) before any other operations are applied to the
matrix X, from each element of each vector of X, the truncated mean of
that vector is subtracted. (The "truncated mean'" denotes the largest
integer less than or equal to the mean if the mean is nonnegative, and
the smallest integer greater than or equal to the mean if the mean is
negative.) ORTHOL obtained the top rank for Y2 in single precision, but
ranked sixth for Y1 (Table 1). In double precision (Table 3), it ranked
third on both problems.

6. PROGRAMS USING ORTHOGONAL POLYNOMIALS. Since the two test problems
are both polynomial fits, we were able to test programs in which the
algorithm used orthogonal polynomials. This method, described by Forsythe
[17], is attractive because it generally requires many fewer operations
than other methods.

Two such programs were included in this study. One was the UNIVAC
1108 MATH-PACK ORTHLS routine [33]. The other was POLFIT, an anonymous
program written in BASIC.
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In Tables 1, 2, and 3, we see that the performance of the orthogonal
polynomial programs is not as good as that of the Householder transfor-
mation and the Gram-Schmidt programs (with iteration), but the performance
is better than that of any of the programs using elimination algorithms.

7. PROGRAMS USING ELIMINATION ALGORITHMS. The majority of the
programs tested in this investigation used some form of an elimination
algorithm. Although this was the most popular method, it was the least
successful. None of these programs performed as well as those using
Householder's transformations, Gram-Schmidt orthonormalization (with
iteration), or orthogonal polynomials.

Within this class of programs, there were several variations in
the method of obtaining the least-squares coefficients. In some cases,
the matrix X'X was inverted, after which the inverse was postmultiplied
by X'Y. One program inverted the matrix Z'Z where the vectors of Z were
obtained from the vectors of X by subtracting the mean of each vector from
every element of that vector. A number of programs obtained the solution
by inverting a matrix of correlation coefficients. The five stepwise
regression programs made use of matrix partitioning in connection with
inverting a matrix of correlation coefficients.

The five stepwise regression programs were BMDO2R, MPR3, the STAT-
PACK program RESTEM, WRAP, and STAT20%**, They all, to a greater or
lesser extent, follow Efroymson's algorithm [15]. Tables 1, 2, and 3
give the results of these five programs.

In running the two test problems on three of the stepwise programs,
namely, BMDO2R, RESTEM and STAT20***, calculations stopped before the
solutions were obtained. These programs at various steps calculate an
F-level in connection with entering or removing variables, and a point
was reached where this F-level was calculated to be negative because of
rounding error. Since this condition caused the calculatiomns to stop,
certain steps of the algorithm had to be bypassed to obtain the final
solution. These steps were not, however, connected with the calculation
of the least squares coefficients.

WRAP, the program with the lowest rankings in Table 1, computed

coefficients which were exceptionally far from the true values. These
coefficients are listed below.
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Y1 Y2

True B - Computed B8 True B Computed B
1. 2991622. 1. -33.84546
1. -6065892. .1 71.54880
1. 2218821. .01 -26.16913
1. -296194.5 .001 3.493256
1. 16462.20 .0001 -.1936966
1. -322.5731 .00001 .003812985

Two other BMD programs, in addition to BMDO2R mentioned earlier, were
tested. These were BMDO3R, Multiple Regression with Case Combinations,
which inverts a matrix of correlation coefficients, and BMDO5R, Polynomial
Regression, which inverts the matrix Z'Z where the vectors of Z are formed
from the vectors of X by subtracting the mean of each vector from every
element of that vector. All the crucial operations of BMDOSR, such as
the forming of inner products and matrix inversion, are carried out in
double precision. The performance of BMDO3R and BMDOSR is shown in
Tables 1 and 3, respectively.

DAM is a general-purpose computer program for data processing and
multiple regression [31]. In running the two test problems on DAM on
the 1108, computations stopped after a fourth degree polynomial was
fitted. It was found that a computed variance was zero and that this
condition causes the computations to stop. By bypassing the checks on
this computed variance, results for fifth degree fits were obtained.
On the 7094, however, the fifth degree results were reached without any
such difficulties. DAM's performance on the two computers is given in
Table 1.

The program POLRG is the polynomial regression program of the IBM
System/360 Scientific Subroutine Package [22]. We see from Table 1
that the single precision version of POLRG obtained rather low scores
on both test problems, A double precision version of POLRG was also
run, and the performance here as reported in Table 3 was comparable to
other programs using similar elimination algorithms.

The user of POLRG specifies m, the highest degree polynomial to be
fitted, and the program automatically reports the results of fitting
polynomials of successively increasing degrees, starting with the first
degree. If there is no reduction in the residual sum of squares between
two successive degrees of polynomials, the program stops the problem
before completing the analysis for the highest degree specified. 1In
running both test problems in single precision the analysis stopped
after degree four, and in lieu of a fifth degree polynomial fit, the
message ''NO IMPROVEMENT" was printed. In order to complete the calcula-
tions for the fifth degree, the checks on '"improvement' were bypassed.
In the double precision version, fifth degree results were obtained
without any such alterations.
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Each of the two STAT~PACK programs, GLH, General Linear Hypotheses,
and REBSOM, Back Solution Multiple Regression, has its individual features,
but for the two test problems the solutions were carried out in the same
manner, so that the coefficients obtained from the two programs were
identical, as is indicated in Table 1. Both programs invert X'X by calling
the same matrix inversion subroutine which uses a Gauss-Jordan elimination
scheme with maximal column pivoting and row scaling.

The BASIC program LINFIT*** in order to obtain B inverts the matrix

X'X X'y

Y'X Zyi

whose inverse, if it exists, is

@t o+ 86 -8
Iy2-v¥ Iyt -vd
-8' 1 )
Iy -0t Iy -t

When Y = Y, the matrix A is singular. 1In the two test problems Y = Y,

so that the matrix A, if it were formed in the computer without any
rounding error, would be singular. But A, for Yl and Y2, contains 14-
digit numbers, whereas the 235 computer works with approximately nine-
digit numbers, so that rounding of the elements of A is inevitable, and
the version of A contained in the computer is not singular. An "inverse"
was obtained, and from this B was immediately computed. Table 2 gives
the results.

LSCF--%** and STAT21%** are two BASIC programs available in the
C-E-I-R Multi-Access Computer Service; results are given in Table 2.
LSCF—-***  which obtains the coefficients by inverting X'X and then
post-multiplying the inverse by X'Y, had the lowest rankings of Table 2.

STAT21*** obtains (X'X)-l and B by applying Jordan elimination to X'X
and X'Y.

The LINFIT program included in Table 1 is one of eighteen statistical
routines described by Miller [28] which exist in the Project MAC* 7094 disk
files. The two test problems were run on the LINFIT program on a time-

*A description of Project MAC is given in Crisman [11].
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shared computer via a remote console communicating with Project MAC.
The method used by the LINFIT program is not given. By conjecture, it
has been included in this section among programs using elimination '
algorithms.

8. OTHER RECENT ALGORITHMS. Some other algorithms apparently of
high quality which have been published in the last few years were not
included in this study. Two such algorithms are given by Bauer [2] and
Bjorck [5].

Bauer [2] gives an ALGOL procedure using iterative refinement for
finding the least squares solution of X8 = Y, where X is n x k (k < n)
of rank k and Y is n x p. The procedure is based on the decomposition
of X into UDR where U is n x k with orthogonal columns, D = (U'U)‘l, and
R 1is upper triangular. This decomposition yields a triangular system
RB = U'Y which is solved by back substitution. The reduction to
RB = U'Y is carried out by a Gaussian elimination scheme, but with a
suitably weighted combination of rows used for elimination instead of
a single row.

Bjorck's algorithm [5] (see also Bjorck [3], [4]) using a modified
Gram-Schmidt orthogonalization process, has certain features in common
with the Bjorck-Golub algorithm discussed in Section 4 above. Two such
features are solving the system of n + k equations

to obtain g and § , and inclusion of § as well as B in the iterative
refinement procedure.

Both the classical Gram-Schmidt orthogonalization process and the
modified Gram-Schmidt orthogonalization process, as described by Bjorck
[3], decompose the matrix X into QR where Q'Q is diagonal and R is upper
triangular. In the classical procedure, at the i-th stage, the i-th
column vector is made orthogonal to each of the 1 - 1 previously ortho-
gonalized column vectors; this is done for column indices 1 = 2, 3, ..., k.
In the modified procedure which Bjorck uses, at the i-th stage, the
(k - i + 1) column vectors indexed i, 1 + 1, ..., k are made orthogonal
to the (1 - 1)-th column vector; this is done for column indices i = 2, 3,
«++y k. Jordan [24] shows why the modified procedure is superior to the
classical procedure. Bjorck [3] states that his modified Gram-Schmidt
procedure is equivalent to Bauer's method using weighted row combinationmns
mentioned above. Bjorck's algorithm is generalized to handle the case
where X is of less than full rank; here, linear constraints are entered.
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Bjorck [3], [5] discusses the number of operations and the storagé
requirements of his algorithm, and he compares the number of operations
needed with the corresponding number needed in the Bjorck-Golub algorithm
[6].

9. CONCLUSIONS.

(1) Computational procedures appropriate for desk calculators
may be perilous for computers.

(2) Of the four procedures which were included in this study,
orthogonal Householder transformations and Gram-Schmidt orthonormaliza-
tion proved to be the best. Orthogonal polynomials ranked next. Elimina-
tion methods were the least successful but the most popular.

(3) Programmers who have been writing least squares programs,
especially for statistical packages, have often not been taking advantage
of the advances in this area made by numerical analysts in recent years.

(4) The importance of accumulating inner products in double precision
cannot be overstressed. A number of recent papers on least squares computa-
tions have emphasized this point. These include Businger and Golub [8],
Bauer [2], Golub and Wilkinson [20], Bjorck and Golub [6], and Bjérck [5].
On many third-generation computers which have double precision built into
the hardware, double precision arithmetic is quite efficient.

(5) 1Iterative refinement is another valuable feature of recent
algorithms. Five programs included in the present study (BJORCK-GOLUB,
LSFITW***, 1STSQ, ORTHO and ORTHOL) made effective use of iterative re-
finement, and the two algorithms described in Section 8 both include
this feature. Golub and Wilkinson [20] give a discussion of this topic.

(6) The users of least squares programs can take certain pre-
cautionary steps to gain an awareness of whether or not a rounding error
problem exists. Among the suggestions which have been made here are the
following:

(a) Run test problems where the coefficients are known
(Cameron [9]).

(b) Transform the data; e.g., by subtracting means (Freund
[18], Longley [25]).

(¢) Do the calculations several times, scaled differently each
time (Zellner and Thornber [38], Longley [25]).

(d) Shuffle the columns of X and run the problem more than
once (Longley [25]).
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(e) Check whether X'§ = 0 (Longley [25]).
(f) Use double precision arithmetic (Freund [18]).

(g) Follow the initial fit by a fit to Y, the predicted values
(suggested by J. M. Cameron; see Wampler [36]).

(7) 1In any mathematical calculation carried out on a computer, it
is desirable to know whether an accurate solution has been obtained or
whether the result of a calculation is contaminated by rounding error
to such an extent that it is worthless. This goal has been achieved in
some areas. Martin, Peters, and Wilkinson [27], in their paper giving an
algorithm for solving Ax = b, where A is an n x n positive definite matrix,
state that their procedure "either produces the correctly rounded solutions
of the equation Ax = b or indicates that A is too ill-conditioned for this
to be achieved without working to higher precision (or is possibly singular)."
Similarly, Wilkinson's program [37] for the solution of an ill-conditioned
n x n system of equations Ax = b, "gives either a solution of the system
which is correct to working accuracy or alternatively indicates that the
system is too ill-conditioned to be solved without working to higher pre-
cision and may even be singular."

It appears that the goal set out above has now been achieved in the
linear least squares programs of Bjorck and Golub [6] and Bjorck [5]. The
authors state that their procedures may be used to compute accurate solutions
and residuals to linear least squares problems, but that the procedures will
fail when X modified by rounding errors has less than full rank, and that
they will also fail if X is so ill-conditioned that there is no perceptible
improvement in the iterative refinement. The user is easily informed of
these situations.
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TABLE 1 SUMMARY OF PROGRAMS RUN IN SINGLE PRECISION - 8 Digits

Average Number of

% Correct Digits Rank

Program Computer Algorithm Yl Y2 i 12
ALSQ 1108 HT L.098 5,368 L 6
BJORCK-GOLUB 1108 HT L.393  5.950 2 3
BMDO2R 1108 E -0.106 1.981 13 15
BIDO3R 7094 E 0.7h2 1.721 9 17
BMDO3R 1108 E -0.123 2,287 1L 13
DAM 7094 E 1.389 2.312 8 12
DAM 1108 E -0.26 2.622 17 10
LINFIT (Miller) 7094 ? -2.756 -0,301 19 19
LSTSQ 1108 HT L.528 5.840 1 L
MATH-PACK, ORTHLS 1108 OP 2,118  L4.363 7T 7
MFR3 | 709 E -0.140 1.856 15 16
OMNITAB (Ortho) 7094 GS 3.95L 5.968 5 2
OMNITAB (Ortho) 1108 GS L.137 5.L6kL 3 5
ORTHO (no iteration) 1108 GS -1.976 0.L19 18 18
ORTHOL 1108 GS 3.593  6.197 6 1
POLRG 1108 E -0.191 2,280 16 1L
STAT-PACK, GLH 1108 E 0.066 2,767 11% 8%
STAT-PACK, REBSOM 1108 E 0.066 2,767 113 8%
STAT-PACK, RESTEM 1108 E 0.651 2.,07 10 11
WRAP 7094 E -5.300 -2.871 20 20

*E = Elimination method; GS = Gram-Schmidt orthonormalization; HT = Orthog-

onal Householder transformations; OP = Orthogonal polynomials.
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TABLE 2 SUMMARY OF PROGRAMS RUN IN SINGLE PRECISION - 9 Digits

Average Number of
Correct Digits Rank

Program Computer Algorithm® _ Y1 Y2 1 y2
LINFI st 235 E 0.905  2.89L L 5
LSCF = st | 235 E 0.308 2.L83 6 6
LSFITvise 235 GS L.,102 6,354 1 1
POLFIT 235 OP 3.3k9 5.922 2 2
STAT 2033 235 E 0.612 2.920 5 L
STAT2L 235 E 1.169  3.183 3 3

¥E = Elimination method; GS = Gram-Schmidt orthonormalization;

OP = Orthogonal polynomials.
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TABLE 3 SUMMARY OF PROGRAMS RUN IN DOUBLE PRECISION - 18 Digits

Average Number of

% Correct Digits Rank
Program Computer Algorithm Y1 Y2 n y
ALSQ 1108 HT 12,667 15.322 5 5
BJORCK-GOLUB 1108 HT 13,580 17.057 2 1
BMDO2R ' 1108 E 9.6L45 12.865 7 17
BMDOSR 1108 _E 9.368 11.791 9 10
LSTSQ 1108 HT 1,.6L3 16.293 1 2
MATH-PACK, ORTHLS 1108 OP 12,098 1L.L61 6 6
CRTHO 1108 GS 13.188 15.51L L L
ORTHO (no iteration) 1108 GS 7.963 10.354 11 11
ORTHOL 1108 GS 13,212 15.604 3 3
POLRG _ 1108 E 9.290 11.806 10 9
STAT-PACK, RZSTEM 1108 E 9.L94 12,019 8 8

TABLE 4 SUMMARY OF PROGRAMS RUN IN SINGLE PRECISION (8 Digits) WITH
INNER PRODUCTS ACCUMULATED IN DOUBLE PRECISION (18 Digits)

Average Number of
Correct Digits Rank

Program Computer  Algorithm® Y1 ¥2 n y2
ALSQ 1108 HT 3.506 6.530 L 1
BJORCK-GOLUB 1108 HT 8.000 6.227 1% L
LSTSQ 1108 HT 8.000 6.279 1% 3
ORTHO 1108 GS 3.904  6.L59 3 2

*E = Elimination method; GS = Gram-Schmidt orthonormalization; HT = Orthog-
onal Householder transformations; OP = Orthogonal polynomials.
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TABLE §

21,
210.
2870.
Ll100.
722666,
12333300.

INPUT FOR FIFTH DEGREE POLYNOMIALS

X 1 Y2
0. 1. 1.00000
1. 6. 1.11111
2. 63. 1.2L4992
3. 36L. 1.42753
L. 1365. 1.6598L
5. 3906. 1.96875
6. 9331. 2.38336
7. 19608. 2.9L117
8. 37LL9. 3.68928
9. 66L30. L.68559
10. 111111, 6.00000
11. 177156. 7.71561
12. - 271453. 9.92992
13. Lo223L. 12,75603
1. 579195. 16.3238)
15. 813616, 20.78125
16. 1118481, 26.29536
17. 1508598, 33.05367
18. 2000719. L1.26528
19. 2613660. 51.16209
20. . 3368L21. 63.00000

MATRIX X'X ASSOCIATED WITH THE TaST PROBLEMS

210. 2870. Lh100. 722666,
2870. Lh100. 722666. 12333300.
LL100. 722666, 12333300, 216L55810,
722666, 12333300. 216L55810. 3877286700.
12333300. 216455810. 3877286700. 70540730666,

MATRIX X'Y FOR Y1 MATRIX X'Y FOR Y2

13103167. 310.39960
229558956, 5058.55410
L1068LSLL6. 87258.40800
7L6LT5 73242, 1549291 . 38666
1373802809082, 28043166 .66600
25537373767266. 514843723.L46850
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12333300.
216L55810.
3877286700,
70540730666,
12991552799L0.

216455810, 3877286700, 705L0730666. 12991552799L0. 2L4163571680850.
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APPENDIX A

SOURCES OF THE PROGRAMS, WITH BRIEF DESCRIPTIONS

ALSQ. A FORTRAN iV subroutine to solve the linear least squares prob-
lem, written by G. V. Stewart, III, Union Carbide Corp., Oak Ridge,
Tennessee (present address: University of Texas, Austin, Texas). This
program uses a modification of the Businger-Golub algorithm [8 J.

BJORCK-GOLUB. A FORTRAN V program to solve the linear least squares

problem, written by Roy H. Wampler, National Bureau of Standards, using
the Bj#rck-Golub algorithm [6 ].

BMDOZR, Stepwise Regression. One of the Biomedical Computer Programs,
written in FORTRAN [1L].

BMDO3R, Multiple Regression with Case Combinations. One of the
Biomedical Computer Programs, written in FORTRAN [1L].

BMDOSR, Polynémial Regression. One of the Biomedical Computer Pro-
grams, written in FORTRAN [1)].

DAM. A general purpose computer program for data processing and
multiple regression, written in FORTRAN by Rudolf R. Rhomberg, Lorette
Boissonneault, and Leonard Harris, International Monetary Fund [31].
LINFIT. A program which fits a linear function to collected data via
least squares. Optional constraints may be applied to the fitting
coefficients to make them non-negative, add to a constant, etc. One
of eighteen statistical routines written by James R. Miller [28!.

This library of routines exists in the Project MAC 7094 in the disk

files of user number T169 2750.
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LINFITss%, A program written in BASIC for linear least squares curve
fitting and computing correlations. Origin: Dartmouth College, Haﬁover,
N. H. Available in the C-E-I-R Multi-Access Computer Services

library [10].

LSCF=-t¢, A least squares polynomial curve fitting subroutine written
in BASIC. Origin: Dartmouth College, Hanover, N. H. Available in the
C-E-I-R Multi-Access Computer Services library [10].

LSFITWtt, A least squares curve fitting program written in BASIC.
Adapted by John B. Shumaker, National Bureau of Standards,from Philip
J. Walsh's ORTHO algorithm [35]. Available in the C-E-I-R Multi-Access
Computer Services library [10].

LSTSQ. A FORTRAN IV subroutine which solves for X the overdetermined
system AX = B of m linear equations in n unknowns for p right-hand
sides. Written by Pet;r Businger, Cpmputafion Center, University of
Texas (present address: ﬁell Telephone Laboratories, Murray Hill,

N. J.), using the Businger-Golub algorithm [ 8.

MATH-PACK, ORTHLS, Orthogonal Polynomial Least-Squares Curve Fitting.

One of the Univac 1108 MATH-PACK programs, written in FORTRAN V [33].
MPR3, Stepwise Multiple Regression with Variable Transformations. A
FORTRAN II program written by M. A. Efroymson, Esso Research and
Engineering Co., Madison, N. J., using the Efroymson algorithm [15].
Available in the SHARE library: 7090-G2 3145MPR3 [23].
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OMNITAB, a general-purpose computer program for statistical and
numerical analysis. Developed at the National Bureau of Standards by
Joseph Hilsenrath et al [21]. Now available in an A. S. A. FORTRAN
version, OMNITAB allows the user to communicate with a computer in an
efficient manner by means of simple English sentences.

ORTHO. A program written by Philip J. Walsh, National Bureau of
Standards (present address: University Computing Co., East Brunswick,
N. J.), which uses a Gram-Schmidt orthonormalization process for least
squares curve fitting. ORTHO exists as an ALGOL procedure [35], a
FORTRAN program, a BASIC program (see LSFITWw:s+: above), and as a
routine of OMNITAB [21], where it is called by the commands FIT and
POLYFIT,

ORTHOL. A modification of the Davis-Rabinowitz orthonormalization
algorithm [12j, [13], written in FORTRAN II by James W. Longley, Bureau
of Labor Statistics, Washington, D. C., and Roger A, Blau, Bureau of
Labor Statistics and Carnegie-Mellon University, Pittsburgh, Pa. [26].
POLFIT. An anonymous program written in BASIC for least squares
polynomial curve fitting using orthogonal polynomials.

POLRG, Polynomial Regression. One of the programs of the IBM
System/360 Scientific Subroutine Package written in FORTRAN IV [22].

STAT-PACK, GLH, General Linear Hypotheses. One of the Univac 1108

STAT-PACK programs, written in FORTRAN V [3L].

STAT-PACK, REBSOM, Back Solution Multiple Regression. One of the

Univac 1108 STAT-PACK programs, written in FORTRAN V [3L].
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STAT-PACK, RESTEM, Stepwise Multiple Regression. One of the Univac'_

1108 STAT-PACK programs, written in FORTRAN V [3L].

STAT204t, A program written in BASIC for stepwise multiple linear
regression. Written by Thomas E. Kurtz, Dartmouth College, Hanover,
N. H. Available in the C-E-I-R Multi-Access Computer Services
library [10].

STAT2l::¢, A program written in BASIC for multiple linear regression
with detailed output. ¥written by Gerald Childs, Dartmouth College,
Hanover, N. H. Available in the C-E-I-R Multi-Access Computer
Services library [10].

WRAP, Veighted Regression Analysis Program. A FORTRAN II program
written by M. D. Fimple, Sandia Corp., Albuquerque, New Mexico.

Available in the SHARE library: 7090-G2 3231WRAP [23].
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ERROR ANALYSIS FOR CONTROL SYSTEMS

T. H. Slook
Temple University and Frankford Arsenal
Philadelphia, Pennsylvania

I. INTRODUCTION. From the days following World War II to the
present time, many research papers and books have been written on
feedback control systems. In almost every case, these publications
emphasize the analysis and design of such systems. Relatively few
pages have been devoted to error analysis techniques for control
systems. The important contributions which this paper makes are:

A. To exhibit an error analysis technique for an arbitrary control
system; and,

B. To prove, in a general setting, three theorems relating the
variances and power spectral densities of the inputs and outputs of
such systems.

II. MEASURES OF EFFECTIVENESS. Every measure of effectiveness
for a control system involves, either directly or indirectly, some
knowledge of system errors. ' To demonstrate this point and to make this
paper more meaningful and less abstract, let us consider a fire control
system (FCS). Such a control system includes tracking servos, data
transmission devices, conversion elements, analog and/or digital
computing components and weapon pointing servos, each, of which,
possesses errors and contributes to the overall system output errors.
Clearly, the magnitude and frequency of the output errors determine
the control system's effectiveness.

Two of the many measures of effectiveness for a FCS are hit
probability and kill probability. To be specific, the single shot
engagement hit probability is obtained by evaluating

1 0, 2fc.2 |"
p=1-f [1 - a/@r.o D) x v %a ] dx [11-1]

where

n = the number of rounds for an engagement,

A = target area,
°b2 = variance of the bias, and
odz = variance of the dispersion.
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In this paper, the bias b 1is the deviation of the center of impact of
n rounds from the target center, and the dispersion d is the square
root of the average value of the square of the deviations of the rounds
from the center of impact.

Observe that P, defined above, is a function of obz and odz. These

variances, whether used to calculate P or any other measure of effective-
ness, depend upon the variance in the error in the elevation o 2 and the
: E

variance in the error in train o 2 of the gun tube or launcher throughout
T
the firing interval and each of theseé statistical measures depend upon:

a. errors in the inputs to the control system,
b. non-ideal system element errors,

c. system function approximations, and

d. vehicle-target paths.

Let us agree to call the above error sources the system input errors
for a FCS. Observe that (a), (b), and (c) are system input errors
for every control system, and that (d) is an additional error source
that must be considered in a FCS error analysis.

The fact that every control system consists of an assemblage of
a finite number of components, each of which has measurable characteristics,
generates, in a natural way, a finite number of equations relating the
inputs and outputs of the control system. These equations are called
the system equations. Some of the system equations may be empirical.
For example, the ballistic functions are empirical equations in a FCS.

A relatively easy and straightforward error analysis is possible
when the system equations are not differential equations. However,
many control systems and most FCS generate an independent set of dif-
ferential equations. The inclusion of differential equations complicates
the solution of the system of error equations. This we now explain.

III. SYSTEM ERROR EQUATIONS. Consider a FCS of q system
elements having s independent inputs. This means that_at each
instant of time, every system element will have at most X = {xl, x2,...,xs}

inputs from outside the FCS and at most.§:= {yl, Yos cos yq} inputs

from within the FCS; see Figure 1. Observe that the external inputs
xj (=1, 2, ..., 8) and the system element outputs Vi k=1, 2, ..., q

are functions of time and it is customary to assume that these inputs
and outputs have continuous first derivatives.
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In Figure 1, the output at time t of_the ith system element
having {xi s Xy oeen X, }, a subset of X, as external inputs and
1 2 r
i

(¥, 5 Vi s o0e Vs o0a ¥ }, a subset of ?; as internal inputs is
il 12 i ip -
i

described by

yi = gi(xil’ xiz""’xir ’ yi].’ yiz""’yi"”’yip )‘ [III-]-]
i i

Those x's and y's which are not inputs to the ith system element are
not in the domain of 8- The function 84 is called the performance

operator of the ith system element, and it determines the output Yy of

this system element. Figure 1 shows that the output of the ith system
element is also an input and for a feedback loop, we prefer to write
the performance equation in the implicit form,

f(xi N SNTIEE PR FEP FEETERT FPRRTIS A ) = 0. [III-2]

1 2 ri. 1 2 Py

The only change in the performance equation of the ith system element
for a non-feedback loop would be the deletion of y; @ an input variable
in equation [III-1].

Inputs from xil Output of the
[N
outside FCS W T, ———= g 1" systen
. w0
- - <
xir = element of FCS
\ i o
/
yy ——> = ‘——————4r——4- vy
Inputs which 1 2
yy —= 8
are outputs < 2 y L
L] i ’
of system vy —t+——
Py
elements of FCS
L

FIGURE 1
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In practice, each input to the ith system element may possess
an error and we denote the error by €x (=1, 2,..., ri) and
: i
h|
€ (k =1, 2,...,p1). Since the system element is not an ideal
Vi
k
element, the output of this imperfect element is the correct output Yy

plus the system element error m Each of these errors may also be

1
considered as functions of time; see Figure 2.

X + € ———
i X
1 il
xiz + €xi —— —
: 2 g
X +e — e
i X Hh
Ty 1 ®
i . <!
y, +e, — = o m, is output error
L, N @ 1 th
1 S of 1 system
vy + Ey _—— o element due to
2 1, B imperfect ith
] system element.
. ®
g8
. y + € — o
. 1y B
yip + eyi _J._-
i Py
FIGURE 2
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Since performance operators are smooth functions, then each
8 (=1, 2,..., q) possesses continuous first partial derivatives

with respect to the external and internal inputs. This implies that
every fi possesses this property. Hence, the change in fi’ produced

by increment changes € £ , and m is
ij ki

’ [I1I-3]
r P
i i
afi afi afi
S e )
o9x i oy i ay
j=1 R R S B S T K 1 Fy
where Pi = (xi seves X5 Yios eees Yyseeos ¥y ) and
1 ry 1
i
Qi = (xi + Ex 9 sy xi + ex ’ yi + ey ’
1 i r i 1 i
1 i r 1
i
cees ¥y + ey + Wiy oees ¥y + ey ).
i pi i
Py
The points Pi and Qi are in the domain of fi’ thus Afi = 0 and
equation [III-3] becomes
Py Ty [II1I-4]
— . € == ’ = *
3y1k P, yik 5"1j P X,y P, 1
k=1 §=1 h|

This is the error equation for the ith system element,describable by
other than a differential equation. Therefore, the set of error
equations for a FCS with s external inputs and q system elements
describably by other than differential euqations is the linear system
of equations A ey = B, This matrix equation we prefer to write:
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f
P T
- ° y R 4 - ' 1
) 1 ax P 1 P P
NI W (b k g1 Ly 17y 1 "1
< . [III-5]
r .
Pq q
of of of
ZE: 1 N = - zz: q o € - 9 . m
P) P X P P) P
Yo | Tt % q | a9 Yq [Yq
k=1 j=1
"
The above technique may be employed to generate:
( P
1 of of of
Z 1 . ey + 1 N éy + c.\= - 1 . ml-
dy 71 oy 1 oy
1, 12 Tk L 1B Tk 1B
k=1 '
[III-6]
r
1
of of
z 1| e, + 2| G o
< . 9%y lPl 1j axlj P, j
. i=1
p L[]
q o, o, of
— * € + -~ .é +cn- = - * m -
z: ) P ) P ) P
- Ya, a Yq Yo [ Yq Y9 |'q 1
r
LI Y of
z q . Ex + q ® ex +...
axq P 9 3 q, |P 9
jla J I q
j=1
\

which is the set of error equations for a FCS with s external inputs
and q system elements describable by differential equatioms.
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Using [III-5] or [III-6] and a given set of system input errors,
one can determine the system output error vector

providing the given set of system equations can be solved. Observe
that the coefficients in both systems of equations are functions of the
arbitrary but fixed points Pi' Thus, [III-5] is easily solved for gy,

but [III-6] is not easily solved for ey when one or more infinite series

expansions occur. It is not the purpose of this paper to discuss conditions
for a solution to [III-6] because the external input errors for a control

system are given as variances O 2 and not as €x dA=1, 2,...,q9).

i i
Hence, the main problem is to express the variance in the output errors
as functions of the variances in the system input errors. For a FCS

this means: express the variance in elevation error o 2 and the variance
2

in train error o} as functions of the variances in system input

errors. This we now discuss.

IV. STATISTICAL MEASURE OF OUTPUIS. To express ¢ 2 and ¢ 2 as

functions of the variances in the system input errors require that we

prove several remarkable theorems. One may omit the proofs if he so

desires, because the theorems are proved only for the sake of completeness.
Let L' (u) be the Banach space of summable functions defined on

X= {t: == < t < + o} with y as Lebesque measure and ||x||1 = llxldx.

, p.d

The following theorem exhibits a relationship between the derivative of

the variance in the variable x with respect to frequency and its power
spectral density.

Theorem 1. Let x eL' (u). Then

T {Ux (W} = T O (w) - e {(x (w) )7} [1Iv-1]

where

a) cxz (w) is the variance of x,

b) ¢xx (w) is the power spectral density of x,

—_—
¢c) x (w) is the mean of x.
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Proof: For arbitrary x ¢ L', the autocorrelation function of x

¢ (D= Lm 1 [T ox(t) x(t+Ddt, =<t
T 2T -T

exists, and for 1t = 0 the autocorrelation function reduces to

1 ~
o @ = M2 — [ e - o,

T 2T -T
the expected value of xz. Since

¢xx(T) = I 1lim fT ¢xx(m) eij . dw =0 < T <o

> -T
then for ' =0

1
¢xx(o) = 7n I Qxx(w) do .

Thus, we may conclude that

2 _ ® - [IV‘Z]
— 27 .
2

Observelghfz'x is constant. However, equation [IV-2] permits us to

define x2 (w) as follows:

’ {“ 1
X(w)-ﬁ— ':d’xx(u)du, o < g < ®

This implies$ that

d /3\_/ 1
— { x (W} = — o _ (w
dw 27 xx

for all real w. Using the well-known statistical equation

= % - ®?
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we obtain

—d;{ox (w)}=jd-;{X(w)} - —d-&;{(x(“’)) }
1 d
= o <I’xx(m) T {(x(w )™}
where
x (0) = [2 x(t)at, —o < <+ @,

In the above theorem, x may be thought of as an input to a
system element having response r. The output y for this system
element, in its most general form, is given by the convolution integral

y(t) = [: x(2)r(t - z) dz, == < t < + oo,

Theorem 2 gives the relationship between the power spectral density
of x and the power spectral density of y.

Theorem 2. If r and x belong to L'(y), then the power spectral
density of y is given by
o () = | R(m)|2- o (w) [Iv-3]
yy XX
where R(w) is the transfer function of the system element.*
Proof. Since the output y 1is defined by a convolution function

whose determining functions r and x belong to L'(u), theny ¢ L' (n)
and the autocorrelation function of y

*It was brought to my attention by a member of the audience that
this property was known to Norbert Weiner. However, it should be
mentioned that in August of 1958, the team of Tappert, Pfeilsticker,
and Slook, having no knowledge of Weiner's result, proved this property
in two entirely different ways.
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byy (U = Tom —;—T f.TT y(t) y(t+ 1) dt

exists. Replacing y(t) and y(t + 1) by their respective convolution
integrals we obtain

. T
'¢yy(T) = %iz i%- IJT { [: x(u) r(t - u)du} { [:x(v)r(t +1 = v)dv} dt

Llet = v= t-u and -p=t+ 1 - v, then the above equation becomes

- .
lim 1 / { L: x(t + v) r(-v)dv} { [:x(t + 1+ p)r(-p) dp} dt

¢ (1)
yy Tso 2T =T

T
[: [:r(—v) r(-p){ %iﬂ‘zé_ IT x(t +v) x(t + v +p)dt} dvdp
[IV-4]
1 T+v

= [ [rw o) Moo I_TW x() x(u + 1 +p =v) du }dvdp

[: L:t(-v) r(-p) ¢xx (t +p-v) dvdp .

The change in the order of integration is possible because the conditions
of the Fubini theorem are satisfied.

The Fourier integral of ¢yy (w) defines the power spectral density
of y, that is

-Jjwt

® = e d

yy(w) [: ¢yy (1) T

In this integral, replace ¢yy (t) by the last relation described in

equation [IV-4]. Thus @yy(w) becomes

tyy (W) = CALLeen xto) g (c+p-v dvdp } T do
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= I: {[: [”r(-v) ej”V r(-v) e Juv ?xx(T + p=v) dv dp} e‘Jw(T+p-v) dr

00 -
=0 [0 (v ¥ av} ( [T t(-p) TI® 4}
The change in order of integration given above is possible as the
conditions of the Fubini theorem hold.

The Fourier transform of the response r,

R(w) = [: r(v) e—ij dv

is called the transfer function of the system element. Substituting
for the integral forms in equation [IV-4] their equivalent functions
R(w) and R(w), one obtains the desired functional relationship.

@yy(w) = R(w) R(w) ¢xx(w)

= |R(w)|2 o (W .

As a consequence of theorems 1 and 2, we obtain a useful relationship
between the variance of the -input and the variance of the output of a
system element. This result we embody in the following theorem.

Theorem 3. Let x be the input to a system element having response r and

output y. If r and x belong to L' (u) and £?;3 = y(w), then

d {07 (w)}

2 0 2
o, = [ IR | P dw

Proof: Combining the relationships of theorems (1) and (2), we
obtain

do fwl 4 {GWH% of ) ate lwr @ %
2r (3— + - = |R) |“{2nG— + 3
w (.\). w w

which reduces to

2 2
d {o_~ ()} : d {o_," (w)}
2
w s R@IT g T
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Fence

2 wdlo ) dfo “(ud

of =g 7 - LRI 5 o .

Theorem 3 established for a system element consisting of a single input
and a single output the functional relationship between the variances
of these variables. Applying this technique to the system element
illustrated in Figure 2 which has ry + Py + 1 sources of error €

1
=1, 2, ..., ri), ey k =1, 2, ..., pi) and m, , we obtain
1
Ty Py
ato ? (o) +o, 2(w) 2\ ato, ) dto, 2w}
€ €,
W i 1 =| Ry | T xij + W i
jul k=1
which reduces to
P 2
ato, 2 () 2 X ato, W) "1 s, (m)} dto, (W)
= vy - IR W] z Eri AR A C) Z ™
k=1 j=1

Therefore, the set of variance error equations for a FCS with s external
inputs and q system elements may be written:

P] d {0 2(w)} T1 d{o 2 (W} . d{o z(w)}
£ 2 € m
SO M m i, T RIS Y T ST !
. k=1 =1
. [1Iv-6]
ﬁ .
P d (o, W) ; o 4o 2w} ded W}
sq(w) . Z o qu = IRq(w)| Z ™ qu T
> k=1 j=1
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2
d {ce (w}
Solve this system of linear equations in ———

dw yik

for the outputs desired. In the case of a FCS one would solve for

i=1, 2, cees q)

d {0 2w} d {0 (@}
7 E and e T . Thus, the variance in elevation and

the variance in train may be calculated by using equations

2
d {c “(w)}
2 _ — &
er [: Em E dw
. d (o 2w}
02= [ -— T dw
Ep o dw

Observe that the above technique provides a means for determining
variances of the output errors of a control system describable by
differential equations. These variances, as demonstrated in the fire
control example, may be used to determine a measure of effectiveness
for the control system.
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ANALYSIS OF MULTI-DIMENSIONAL CONTINGENCY TABLES

H. H. Ku and R. Varner
National Bureau of Standards
Washington, D. C.

and

S. Kullback#*
The George Washington University
Washington, D. C.

ABSTRACT. This is an expository paper on the analysis of
contingency tables given at the Fourteenth Conference on the Design of
Experiments. The principle of minimum discrimination information estima-
tion is described and used to generate estimates for tests of hypotheses
concerning second-order and higher-order interactions. All classical
hypotheses for contingency tables can be generated by the use of this
principle when certain marginals are considered as fixed.

Examples are given and two available computation programs are
described in detail.

I. INTRODUCTION. In the January issue of the Journal of Royal
Statistical Society, there is a paper by M. G. Kendall (1968) entitled,
"On the Future of Statistics - A Second Look." A particular paragraph
in his paper concerns the topic under discussion today. We quote:

19. It is rather a hazardous task to try to forecast
the future lines of development of theoretical statistics,
but there seem to me to be two major growing points and I
should like to consider them in some detail. The first
concerns the bridging of the gap between theory and prac-
tical requirements in multivariate analysis. The problems
which are encountered in nearly all statistical enquiries
concerned with this subject are very far from being solved.

I will cite a few examples from what might be a very long
list:

(1) Multiple contingency tables. The problems of manifold
classification in p dimensions are of three kinds:
the pure problem of display so that one can look at
the results as a whole; the problem of empty cells,
or small frequencies, which are apt to arise on the
edges of a table even for large samples; and, perhaps
the most difficult of all, a method of analysis which
will bring out the various inter-relationships among
the classificatory variables.

*Supported in part by the Air Force Office of Scientific Research,
Office of Aerospace Research, United States Air Force, under grant
AFOSR-68-1513.
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We agree with Kendall on both counts: that the problem needs further .
investigation and the problem is a difficult one. The procedure we
present today proposes a unified treatment of multi-dimensional contingency
tables, and we believe it to be a step in the right direction.

A. Formulation of the Hypothesis. The formulation of a meaningful
hypothesis of no interaction in a multi-way table is not as simple as one
might expect at first. For the simplest case beyond a two-way table, a
2 x 2'x 2 table, with modified conventional notations as shown in Figure 1.1,
Bartlett (1935) defined '"'no second-order interaction' as implying

p(111)p(221) p(112)p(222)
(1.1) = ‘

p(121)p(211) p(122)p(212)

Bartlett's Definition

No Second-Order Interaction for a 2 x 2 x 2 Table

D, D,
¢, . C, ‘ ¢ ¢,
R1 p(111) p(121) p(1.1) p(112) p(122) p(1.2)
Ry Jecaiyy | pe221) p(2.1) p(212) p(222) p(2.2)
p(.11) p(.21) p(..1) p(.12) p(.22) p(..2)
p(111)p(221) p(112)p(222)
H . =
0 p(121)p(211) p(122)p(212)
Figure 1.1

This definition is essentially an extension of the cross-product ratio
definition of independence in a 2 x 2 table. The hypothesis proposed
is the equality of association between classifications R and C within
Dl and D2. How would one go about to extend this formulation to higher

dimension tables with more than two categories within each classification?
How many relations of the form (1.1) does one need to express the hypothesis
of no second-order interaction in such cases? These questions were studied
by Roy and Kastenbaum (1955).
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B. Computation of Expected Frequencies. Once a null hypothesis
is decided upon, the next step is to estimate the expected cell frequencies
under the null hypothesis using the marginal frequencies, in the same way
as we estimate cell frequencies under the independence hypothesis in an
r x ¢ table, using

x(i.) x(.3)

n ) n

p(ij) = p(1.)p(.§) =

where x(i.) = ij(ij), x(.3) = zix(ij), zijx(ij) = n, and x(ij) is the

observed frequency in the ij-th cell. For expression (1.1), Bartlett
proposed to solve for A in the expression

[x(111) + 4] [x(221) + A} [x(112) - A] [x(222) - ]
(1.2) =
[x(121) - A} [x(211) - ] [x(122) + A] [x(212) + 4]

which is a third degree equation in A. Note that this implies that the
two-way marginals are unchanged. Then a statistic X2 = A zijklllx(ijk)],

asymptotically distributed as xz under the null hypothesis, can be computed
for a test with one degree of freedom. For a three-way r x ¢ x d table,

one has to solve (r-1) (c-1) (d-1) third-degree simultaneous equations

in as many unknowns. The computation involved is not a trivial one!

C. Interpretation of Results. Once we have formulated the
hypothesis and performed the computations, we need to interpret the
results in terms of the actual physical variables. What does no second-
order interaction in a four-way table mean? How about no third-order
interaction? In some cases the interpretation may be quite natural, in
other cases the interpretation would be rather stretched. A general
interpretation that may apply to a majority, if not all, of the cases
would be extremely desirable.

II. SUMMARY OF A PROPOSED PROCEDURE FOR THE ANALYSIS OF MULTI-
DIMENSIONAL CONTINGENCY TABLES. We now discuss a procedure for the
analysis of multi-dimensional contingency tables which we believe has
general applicability. We shall sketch the principle and structure of
the proposed analysis and then illustrate the procedure with a four-way
table. For details see Ku and Kullback (1968) and Ireland and Kullback
(1968). The one by Ireland and Kullback contains the proofs of the main
results and applies the procedure to a problem of data adjustment. The
one by Ku and Kullback applies the procedure to the testing of hypotheses,
in particular the formulation, estimation and testing of second-order and
higher-order interactions. We shall discuss the procedure for a three-way
table, using a modified form of conventional notation.
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For any observed contingency table of interest, we may visualize
three associated tables as follows:

(1) The n-table {n(ijk)}. The w—~table may be specified by the
null-hypothesis, given by observations, or estimated. For example, the
m-table may specify equal probability in all the cells, three-way independence,
etc.

(2) The class of p-tables denoted by {p(ijk)}. A p-table is a
contingency table that satisfies certain conditions of interest, usually
a specification of the marginals, for instance, the one-way marginals

p(i..), p(.j.) and p(..k).

(3) The p*-table {p*(ijk)}. The p*-table is that member of the
class of p-tables which most closely ''resembles" the n-table in the sense
of minimum discrimination information; i.e., the p*-table minimizes the
discrimination information:

(2.1) I(p:m) =] p-tnd

over the class of p-tables.

With these three tables fixed in mind, we shall summarize the
main results given in the two references.

A. If we set nm(ijk) = ;%E-, the uniform r x ¢ x d table, then the

classical hypotheses of independence, homogeneity, conditional independence,
no second-order interaction, etc. are represented by p*-tables when certain
marginals are considered as fixed, and can be considered as ''generalized"
independence hypotheses. Thus, when p(i..), p(.j.), p(..k) are fixed, the
p*-table has the form (for any m-table)

(2.2) p*(1jk) = a(1)b(j)c(k)n(ijk)

where a(i), b(j), c(k) are determined to satisfy the marginal restraints.
It turns out that for w(ijk) = ;%E s

(2.3) pf-table: pi (ijk) = pE.)p(.i)p(C k)

When two of the two-way marginals, say p(ij.) and p(i.k) are specified
then the p*-table takes the form

p*(ijk) = a(ij)b(ik)m(ijk)
(2.4) p(1i.)pi.k) 1

= for m = —

p(i..) rcd
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When all three two-way marginals are considered fixed, the p*-table
has the form

(2.5) p; - table: pg(ijk) = a(1j)b(jk)c(ik) n(ijk)

and the pg-table satisfies Bartlett's definition on no second-order

interaction for m = 1/rcd, since

p% (111)p*(221) a(11)b(11)c(11) ™ a(22)b(21)c(21)n
pg (121)p*(211) a(12)b(21)c(11)m a(21)b(11)c(21)m

a(1l)a(22) p% (112)p§(222)

N

a(12)a(21) p (122)p%(212)

N*

A straight forward convergent iterative procedure is given later to
determine pg(ijk).

A pictorial representation may be visualized as shown in Figure
2.1. Let the ordinate represent some measure of association or dependence.
Then the uniform table 7 would be at the zero datum. Now let the p-tables
be represented by the series of regions above w. 1If there is no restric-
tion on p, p will include m and p* is w. With one-way marginal restraints,
the class p becomes smaller and shrinks away from m. Then the p* table
is the one closest to m yet satisfies these one-way marginal restraints.
With all two-way marginals fixed (and hence also the one-way marginals),
the region shrinks further and p%* is the table closest to m, and is also
the table closest to p%. The obServed sample table is represented by a
point p in the picture. The closeness of the resemblance from one table
to another table is measured by the discrimination information, and the
following relationships hold.

effects of marginals measure of interaction
I(p:m) = I(pi:n) + I(ﬁ:pi)
I(p:m) = I(p4:m) + I(p:p%)
(2.6)

*: = % * sk
I(p%:m) L(p}:m) + L(p%:p})

5:pk = dpk 5:pk
L(p:p}) I(p%:p} + I(p:p%)
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Fixed Two-way
margimals

Fixed one - way
marginals

1(¢:7)

-”-‘!M:d . . Y

Figure 2.1

Schematic Diagram of Componehts of Information
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In general, if p: corresponds to a set H of given marginals and pg
corresponds to a set Hb of given marginais where Hb=§ Ha’ then

S:pk) = *:pk 5:pk
I(p-pa) I(pb-pa) + I(p-pb).

B. The values of the p*-table can be computed by an iterative scheme
which adjusts the w(ijk) to satisfy successively the given marginal
restraints. For a three-way table when all two-way marginals are given,
we cycle through

1
p(o)(ijk) = n(ijk) = T3

p(ij.)

p ™ (130 = p ™ (1510
p(3n)(ij.)
(2.7)
(3n+2) .. . p(i.k) (3n+1) .
P (ijk) = P (i3k)
p(3n+1)(i.k)
p(.jk)

p 7 (1510 - pP™ (1500, n =0, 1,

p B2 (41

It can be shown that the iteration converges to p* and p* is unique.
For (2.4) the iteration is completed at the end of the first cycle.

C. The p*-table provides RBAN (Regular Best Asymptotically Normal)
estimates under the given constraints, and

x(1jk)

2nI(p:p*) = 2I(x:x*) = 2] x(ijk)en ;:?;;;;

is asymptotically distributed as X2 under the corresponding null
hypothesis, including the no second-order interaction hypothesis.
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In practice, the iteration is done on the cell frequencies

n . '
nm = ==, X = np, and x* = np*. Usually 5 to 7 cycles are sufficient

to obtain agreement between marginals to within .0l or .001, when more
than one cycle is required.

Now let us consider these results with respect to the three
problems raised at the beginning of this paper; i.e., the problems in
the formulation of the hypothesis, the computation of expected cell
frequencies, and the interpretation of results.

First, we have defined a measure of “"closeness" between two discrete

distributions by the discrimination information given in (2.1). A
hypothesis of interest is usually concerned with independence or asso-
ciation between various classifications. By necessity, the expected
cell frequencies under such hypotheses will have to be estimated from
observed marginal frequencies. Hence, all these hypotheses are members
of the '"generalized" independence, or no interaction hypothesis, rep-
resented by the table which is closest to the uniform y-table, subject
to various marginal restraints. These tables are the p*-tables in our
procedure.

Second, we have an iterative scheme for the computation of p* or
np*. There are two computer programs available which we shall discuss
later. :

We shall dwell on the third problem, the interpretation, at some
length, since this is the aspect in which we are most interested. We
shall give first a general interpretation and then details.

We may consider the complete sample table to contain all the
"information" available from the particular experiment. In the process
of analysis, we aim to express the sample table in a reduced number of
parameters represented by some or all of the marginal totals. In other
words, we are interested in knowing how much of this total information
is contained in a summary consisting of sets of marginal tables.

If there is no first-order interaction, i.e., there is independence
of all classifications, then all the information is contained in the
first-order marginals in the sense that given these marginals, the
complete table can be constructed to within sampling error. If the
first-order interaction is significant, but there is no second-order
interaction, then the set of two-way marginals will be required to
summarize the data adequately. The use of two-way tables to summarize
multi-way classification data is a rather common practice, and the
implied assumption is therefore "no second- and higher-order interactions."
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A direct consequence of this interpretation is that the analysis
can be reduced to that of the set of marginal tables if there is no
interaction of the same order.

We remark that the set of marginal tables must be considered
jointly for proper interpretation, and if one or more of these tables
show significant interactions, the results of tests of the remaining
tables could lead to erroneous conclusions. An example of such a case
was given in Simpson (1951).
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