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FOREWORD

In a letter under the date of 2 November 1967, Dr. John L.
Mchaniel, Technical Director of the Research and Engineering
Directorate at the U. S. Army Missile Command (MICOM), offered to
hold the Fourteenth Conference oa the Design of Experiments in
Army Research, Development and Testing at his installation., Since
arrangements were already underway to hold this conference in the
Washington area, this invitation had to be declined by the Army
Mathematics Steering Committee (AMSC), the sponsor of this series
of conferences. Dr. McDaniel, when made aware of this situation,
was willing for the Committee to treat his request to hold the
conférence as a standing invitation. Members of the AMSC were very
pleased to hear this and then discussed with him the possibility of
holding the Fifteenth Conference at Redstone Arsenal. These negotia-
tions were brought to a successful conclusion; and, on 29 November 1968,
Major General Charles W. Eifler issued a formal invitation to host this
conference at his command on 22=24 October 1969. He appointed Dr. Siegfried
Lehnigk to serve as Chairman on Local Arrangements and Mr. Raymond V. Knox
to handle administrative requirements.

MICOM had already served as the host to the Ninth Conference in
this series. 1t is interesting to note that Dr. Lehnigk, as well as
Henry A. Dihm, and W. H. Ewart served as members of the Local Arrange-
ments Committee for the Ninth Conference, as well as the Fifteenth
Conference. Those in attendance at this 22-24 October meeting are
much in debt to these gentlemen, as well as to many others at Redstone
Arsenal, for the excellent handling of the many details connected with
a meeting of this size.

Among the many highlights of the Fifteenth Conference on the Design
of Experiments was the banquet talk given by Professor Oskar Morgenstern
of Princeton University and the following invited speakers:

Reliability Applied to Space Flight
Dr. John E. Condon, National Aeronautics and
Space Administration

Systems Reliability
Dr. Nancy R. Mann, Rocketdyne

A Probability Approach to Catastrophic Threat
Dr. Clifford J. Maloney, National Institutes of Health

The Empirical Bayes Approach to the Design and Analysis
of Experiments ’
Profeasor Richard G. Krutchkoff, Virginia Polytechnic
Institute
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On Confidence i.imits for the Performance of a System When
Few Failures are Encountered
Dr. S. C. 5aunders, Boeing Scientific Research Laboratories

Everyone had the opportunity to hear the above-mentioned talks, as they
were given in general sessions., Unfortunately, one was not privileged
to hear all of the thirty-two contributed papers. These covered a wide
range of interesting statistical problems and had to be scheduled so
that three talks were conducted simultaneously. Following the banquet,
it was my privilege to award the Fifth Samuel 3. Wilks Memorial Medal,
sponsored by the American Statistical Association and the Army, to

De. W. J. Youden. Details of this presentation are included in these
Proceedings.

This conference was attended by 156 scientists; and 52 organizations
were represented. Speacers and panelists came from: Boeing Scientifie
Research Laboratories; Cornell University; Honeywell, Inc.; Litton
Systems, Inc.; National Aeronautics and Space Administration; National
Institutes of Health; North Carolina State University; Princeton
University; Rocketdyne; University of Alabama; University of Georgia:
University of Michigan; University of Wisconsin; Vanderbilt University;
Virginia Polytechnic Institute; and, 12 Army facilities.

Members of the AMSC would like to express their thanks to the
many speakers, chairmen and panelists for all their efforts in behalf
of this important scientific meeting. Most of the papers presented at
the conference are being made available to the public through these
Proceedings. The AMSC asked that copies of this manual receive wide
distribution among Army laboratories and Technical Libraries.

At this time, let me express my appreciation to all members of the
Program Committee (Clifford Cohen, Jr., Henry Dihm, Francis Dressel,
Walter Foster, Fred Frishman, Bernard Harris, Boyd Harshbarger, Raymond
Knox, Siegfried Lehnigk, H. L. Lucas, Clifford Maloney, and Herbert
Solomon) for their many suggestions and advice on the selection of the
speakers and the organization of the whole conference.

Frank E. Grubbs
Conference Chairman
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RELIABILITY APPLIED TO SPACE FLIGHT

John E. Condon
NASA Headquarters
Washington, D. C.

This month, October, marks the eleventh anniversary of NASA.
Reflecting on NASA's accomplishments during the past eleven years, I
feel we can point with pride to an outstanding record «f success. Our
record of mission success during these eleven years is over 75%, topped
by a manned flight record of cutstanding success in the Mercury, Gemini
and Apollo programs.

The superlatives have been exhausted in describing the success
and significance of Apollo - particularly Apolle 11. 1 suspect that
many of you are keenly interested in knowing how we have attained the
level of reliability so vital to the success of the Apollo program. I
have given a great deal of thought to this subject during the past
three months and regretfully - though not unexpectedly - have not found
a simple, concise answer to this question. There are many factors which
have contributed to the reliability of Apollo and thus it is not possible
to single out any one factor as being all encompassing. However, there
are two areas which, in my view, are worthy of special attention:

1. major attention by top management to the reliability of
Apollo hardware; and,

2. emphasis, through all phases of the program, on the
engineering aspects of reliability,

I will devote my remarks to the latter of these two points following some
brief comments on the former.

The effective attainment of reliable space hardware requires the
attention of all members of program/project team cvoupled with strong
management support. This has beeu a key factor in the success of Apollo
as top management has actively participated in key milestone reviews
which are so important to the successful performance of the system. To
illustrate this point, the followlng are examples of key Apollo milestone
reviews.

Critical Design Review. The purpose of this review is to formally
review the design of the Contract End Item when the design is
esgsentially complete. The review is intended to precede the
release of engineering for manufacture., Among other things,

this review established the integrity of the design by review

of analytical and test data, and reliability apportionment and
analysis available at that particular point in time.




Certification of Flight Worthiness. The purpose of this

wilesivue {5 (o certify thar ooch flight stase and mndnla

i8 a complete and gualified item of hardware prior to ship-

ment and is accompanied by adequate and accurate supporting

documentation. Through this review the Apollo Program

Director is informed of any deficiencies prior to shipment

of the stage vr module. This review certif{es, for -.example, a
that: :

1. acceptance, qualification and reliability tests
have been successfully completed and meet the
specification requirements;

2. departures from specification and drawing requirements
have been approved by Material Review Boards;

3. critical hardware failures have been analyzed and
corrected.

Flight Readiness Review (FRR), This is a two part review
scheduled for each mission by a joint letter signed by the
Program Director and the Mission Director. The purpose of

the Program Director's FRR is to determine that the space
vehicle hardware and launch complex are ready to ‘commence

the mission period. This includes consideration of the check~
out and qualification status of all hardware, the summary of
failures and disposition thereof, with particular emphasis on
failures that have occurred during the pre-launch and checkout
phase, and all modifications, deviations and waiveras. The
purpose of the Mission Director's FRR ia to make a judgment

for initiating the mission period and commicting the deployment
of world-wide forces to support the mission. Upon satisfactory
completion of the Flight Readiness Review the mission period
will commence.

The active participation of top management in these reviews gives
emphasis to their importance, helps ensure that all factors which influence
the successful performance of the hardware have received proper attention,
and results in a "team" approach to system reliabilitcy.

The nature of NASA systems - highly complex, small quantity, R&D
systems - requires that we concentrate on the engineering aspects of
reliability rather than the analytical aspects, particularly at the
system and major subsystem levels. In this regard, I would like to
discuss the following:

1. adequacy of design for mission requireqents;

2. identification and control of failure modes;




3. testing; and, .
4. 1identification and correction of all failures.

We place heavy emphasis on the design review function and require
our contractors, as part of their reliability program, to have a design
review program. Contractors are required to establish and conduct a
formal program of planned, scheduled and documented design reviews at
the system, subsystem and component levels. These reviews are compre-
hensive critical audits of all pertinent aspects of the design of the
hardware and software and are conducted at major program milestones
beginning in the feasibility stage. Participation in these design
reviews should be inter-organizational including competent personnel
from such areas as design, fabrication, test, reliability assurance,
quality assurance, and parts applications. In this way, inter-
disciplinary engineering competence is brought to bear on-.all aspects
of hardware .design so as to identify and eliminate potential problems.
NASA personnel may participate in these design reviews as deemed neces-
sary. FEach design review must be documented and the contractor's .
reliability organization is responsible for follow-up action to ensure 1
that all recommendations are satisfactorily completed. An effective % '
design review program pays high dividends through the early identification
and elimination of problems which would manifest themselves at a later
time when correction may be more costly.

Also, as‘an integral part of the early design phase, we require the
contractor to develop analyses. to determine possible modes of failure
and their effects on mission objectives and crew safety. These analyses
are covducted at the system, subsystem and component levels. Each potential
failure is considered in terms of its probability of occurrence and is
categorized as to probable effect on mission success; e.g., loss of life
of crew member, mission termination, launch scrub or delay, etc., These
analyses, generally referred to as Failure Mode, Effect and Criticality
Analyses (FMEA) have the following important applications:

1. determining the need for redundancy, fail-safe design and
derating;

2, determining the need to select parts and componenta of
higher reliability;

3. 'identifying single failure points and reducing such to
acceptable levels of risk;

4, supporting reliability predictions and assessments;
5. supporting system safety and hazard analyses;

6. assuring that test programs are responsive to known and
suspected potential fajilure -iodes;
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a.

establishing allowing operating times or cycles; and,

determining operationul'contingency plans.

Of particular 1$purLdnLe in our manned flight program is the use of
FMEA's to identify single fallure points which could adversely effect
crew safety and misslon objectives,

NASA places streng emphasis on testing throughout all phases of
hardware development and fabrication. We require the contractor t..
develop an integrated test program which will evaluate all aspects ct
system performance capability to the extent practical. In terms ¢

reliability considerations we expect the testing program to be dire.ted
towards:
1. verifying the capability of the design;
2. evaluating the susceptibility of the design and hardware
to failures;
3. identifying unexpected fnteractions among components and
assemblics; - ’ :
4, {dentifying failure modes which reflect defects in materials,
workmanship and fabrication processes; and,
5. obtaining failure rate and other reliability data.

.
To the extent practical, tests are planned using statistical design-

of-experiment techniques and are conducted under environmental conditions
and for time periods commensurate with mission conditions.

The final area to be discussed is that of failure reporting and
corrective action. We expect all failures and nonconformances.to be
identified, analyzed and effective correction action taken - we cannot
tolerate unexplained fallures .r ineffective corrective action in our
space programs. We specifically require our contractors to employ a
controlled system for identification, reporting, analysis, correction
and prevention of recurrence of all nonconformances and suspected non-~
conformance of a functional nature which occur throughout the contract

period,

follows:

l.

Some of the requirements which the system must satisfy are as

it shall cover hgrdware, tertain software, the interfaces
between hardware and software and the interfaces between
hardware or software and test or operational personnel;

it shall cover all nonconformances or suspected nonconformances
of a functional nature such as:

e it
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a. unusual condition oecurring in test or handling which
are suspected to have an effect on the hardware;

b. transient malfunctions and suspected malfunctions; and,

¢. notable deviations from previous performance - parameter
drift.

3., 1t shall provide for investigation of each reported failure
by an engineering analyses, followed, where appropriate, by
laboratory analysis of failed hardware. Such investigation
shall be adequate to assess causes, mechanisms, and potential
effects of the failure and serve as a basis for decisions on
the most efficient remedial and preventive actions;

4, it shall provide for a review of the technical closeout
decision on each reported failure by higher levels of
technical management commensurate with the criticalicvy

. category of the failure involved; and, .

. 5. closeout action shall be considered complete when: K
. /
a., remedial actions have beeg accomglished; //

b. .necéésary preventive design and software changes have
been devised and accomplished;

c. necessary design or computer program changes have been
verified in test; .

/ .

d. 'effectiviti of preventive actions have been established;

e. change has been made in existing identical items of
hardware to which the change 18 pertinent; and,

: f. closeout documentation has been signed by proper management
authority.

Such a system may seem unnecessariiy extensive but experience has shown
that it {s necessary and pays high dividends..

In conclusion, I would like to point out that a significant portion
of our reliability problems are due to nonelectronic parts and components.
Such items as valves, fittings, seals, actuators, etc., continue to receive
o major attention as we strive to attain the levels of reliability necessary
| for mission success.
|
!

As we look to the future we will be striving to decrease, significantly,
our cost per pound of payload, the complexity of our systems will continue to
; incresase and, thus, our need for strong emphasis on the engineering aspects
of reliability will not abate.
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COMTUTER-AIDED SELECTION OF FRIOR

D1 JLLUND FUK GLENERATLNG
MONTE CARLO CONFIDENCE BOUNDS ON

STRLBUI
SYSTEM RELIABILITY*
Nancy R. Mann
Rocketdyne
Canoga Park, California

ABSTRACT. A description is given of results of preliminary

investigations (by a group at North American Rockwell Corporation) re-

lated to the Monte Carlo generation of lower confidence bounds on the
reliability of a logically complex system. In calculating system confidence
bounds by use of a Monte Carlo procedure, one must generate the distribution
of each independent subsystem reliability, given the life-test failure data
for that subsystem. Therefore, an assumption of a specified a priori dis-
tribution for each subsystem reliability is implicit in the procedure.

In order that clues may be obtained as to optimum prior assumptions
to be used in calculating Monte Carlo bounds for a complex system, the
model has been restricted to a series system wherein each independent
subsystem has exponentially distributed failure time and prototypes of
each subsystem are tested until a fixed (but not necessarily the same for
each subsystem) number of failures occurs. For this model, optimum
(uniformly most accurate unbiased) exact classical coufidence bounds on
the reliability Rgtm) at a specified mission time t, are available,

although not easily calculated (Lentner, M. M and Buehler, R. J., 1963,
J._ Amer, Statist. Assoc, 58, 670-677 and El Mawaziny, A. H., 1965. Un-
published doctoral dissertation, Iowa State University). Computer programs
for calculating the optimum classical bounds and the Bayesian Monte Carlo
bounds were written, and a means of numerically comparing various forms
of prior distributions against -an optimum standard was thus provided.

One prior distribution widely used in obtaining Monte Carlo and gemeral
Bayesian exact lower oconfidence bounds on system reliability is thereby
shown numerically to yield bounds which are oonservative in ithe elassical
sense for this series-gystem model. Another suggested prior distribution
ig shoun to give bounds which are usually oconservative but under eertain
conditions are liberal, and hence not truly oonfidence bounds. Moreover,
it i demomstrated by a combination of mumerical and analytical results,
that for a series system containing more than one independent subsystem

*This research was sponsored by the Mathematics and Statistics Panel of
the Aerospace and Systems Group (A&SG) of North American Rockwell
Corporation and funded under the Internal Research and Development
program of the Executive Offices of A&SG.
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there exicts no pricr distribution for subsystem reliability which ia
indepemdont of the daia md which yields the ontimum lower bounda.
Other numerical results related to the selection of optimum methods

for generating the bounds and evaluation of certain approximate methods
are described.

BACKGROUND AND APPROACH

Review of Pertinent Literature. If it is possible to determine
confidence bounds on system reliability solely from the testing of the
subsystems of which the system 1s comprised, saving of expensive system
testing can bhe effected. It may, in fact, sometimes be infeasible to
test the system as a whole. Furthermore, this method of obtaining
system confidence bounds can be used for exploratory system design.

The subject of conlidence bounds for system reliability from
subsystem testing is one about which much has been written, but not a
great deal is known. Consider a series system in which the failure times
of k independent subsystems are exponentially distributed; i.e., for T
a random variable representing failure time, Prob (T>t) = R(t) = exp(-it),
t>0, >0, Suppose nj prototypes of the jth subsystem, are subjected to
l1ife test and the life test is terminated at the time of the r, th ordered

—j

failure, j=1,2,...,k. For this special model, there exist optimum
(uniformly most accurate unbiased)! exact? confidence bounds on the
reliability R(tm) at time ty the probability that the system will

survive at least until time t [See Lentner and Buehler (27) and El

Mawaziny (12)]. No such optimum bounds have been found for a model
which is equivalent to this exponential-failure-time series-system model,
except for the fact that total test time tj rather than number of failures

rj is specified for the life test of jth subsystem, j=1,2,...,k, and

number of fallures is the observable random variable. For eilther the
fixed~time or fixed-number of failures model, optimum exact confidence

lThe definitions of uniformly most accurate and unbiased confidence bounds
are as given by E, Lehman (26). They are as follows: A confidence bound

8(X) satisfying Py {9(X)<€} > 1-a for all 8 and for all 8'<e, Py{8(X)<e'}z
minimum i{s a uniformly most accurate lower confidence bound for o at level
1-a . A family of lower confidence bounds at level l-a is said to be un-

biased if P {8(X):9'!< l-a for all 0'<H for all ©.

2A lower contidence bound at level l-4 is sald to be exact if
P”{Z(X);U} = 1=4 for all €.
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.of a series system have been derived [see Buehler (6)], but the problem

- pears to be some question, however, [see Garner (19)] as to whethar the

- fixed-number-of-failures model wherein the independent subsystems for a

bounds have not been derived for cases in which either failure time has
vther than an exponential distribution (or can be converted by a trans-—
formation of the data to an exponential distribution) or the system is
other than an independent series system.

Another much used failure model, often called the "attribute”
model, is one in which only pass-fail binomially distributed data are
collected for each independent subsystem. For this model, optimum exact
confidence bounds on reliability (or probability of successful operation)

of actually constructing such optimum bounds has not been completely
solved [see Lipow (31), Lipow (32), Lloyd and Lipow (33), Steck (48),

and Schick (43)). 1If a Poisson approximation to the hinomial distribution
is applicable, then results of Harris (22) provide optimal exact bounds

on the reliability of an independent series system for the attribute,
model if one randomizas appropriately in obtaining the bounds. Ome

would expect the Poisson approximation to the binomial distribution to
apply when the number of prototypes of each subsystem tested is large

and the probability of failure for each subsystem is small. There ap-

approximation loses its applicability as the number of subsystems increases.

Many approximate and non-optimal exact confidence bounds on system
reliability have been derived. There have been several approximate con=-
fidence bounds on system reliability at time t derived for the exponential

series system, Some of the papers containing these derivations were -
written prior to the publication of the derivation of the optimum bounds
[see Takenaga (49) and Kraemer(25)].

Other work las been directed at providing a more tractable method
of calculating confidence bounds than that of El Mawaziny's generalization
to k subsystems, k>2, of the Lentner-Buehler bounds which apply to 2 sub-
systems only (see El Mawaziny and Buehler (12), Sarkar (41) and Grubba (21)].
The method suggested by E1 Mawaziny and Buehler depends upon large-sample
theory and the others use the fact that a function of the estimator of sub=
system mean-time-to~failure has a chi-square distribution. The method of
Sarkar does not require that the subsystems be independent and is exact
for equal numbers of failures for all subsystems.

Some rather limited numerical comparisons have been made of some
of these non-optimal methods for obtaining confidence bounds by, for
example, Sarkar (41) and Grubbs (21). Apparently none of these methods
have, until this time, been subjected to a thorough comparison with the
Lentner-Buehler-El Mawaziny bounds, which must be calculated iteratively
from an expression which demands extremely complicated calculations when
the number of subsystems is more than two or three. (FProblems involving
loss of precision and use of excessive amounts of computer time alsoc arise
in calculating the El.Mawaziny bounds when the product of the number of
independent subsystems and the number of failures for any given subsystem
is more than about 50.)
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Other work dealins with the derivation of confidence bounds
for cystem reliahiliry nder the eyponential—failure-time model include
a Bayeslan approach fuc a parallel system with a single failure for each
subsystem by Springe. and Thompson (47) and two reports by Allen, Carlson
and Hubach (2) and Saunders (42), which discuss the fixed-test-time model 1
for a series system. 1

for the case in which only pass-fail data are collected for each
subsystem many methcds involving large-or small-sample approximations or
Bayesian techniques have been derived for obtaining confidence bounds on,
the probability of successful operation of an independent series system.'
Among the large-sample methods are those suggested by Madansky (34)
. (based on the asymptotic chi-square distribution of ~2 log likelihood
; ratio), by Myhre and Sauaders (37) (which gives a generalization of Madansky's
’ method) and by Rosenblatt (40), DeCicco (11) and Thomas (50) (all three of
| which are based on the asrmptotic normality of maximum-likelihood estimators).
The methods of Rosenblatt and Madansky are discussed and compared by Myhre
and Saunders (38), who demonstrate that the likelihcod ratio method at-
tains its asymptotic properties for smaller sample sizes than the method
suggested by Rosenblatt and in practical situations appears to yield mor
accurate bounds. Madansky (34), however, points out that the Rosenblatt!
method .has slightly higher asymptotic (Bahadur) efficiency. The methods
of DeClcco and Thomas use Taylor-series approximations to the variance .of
the maximum likelihood estimator of .the system reliability R and would be
expested to have asymptotic properties like those of the Rosenblatt method.

TTer o ToTTETTTT T T AT T T

Small-sample approximate confidence bounds on R for an independent
series system and binomial data have been derived by Nishime (39), Garner
and Vail (20), Conncr and Wells (8), Abraham (1) and Lindstrom and Madden
[see Lloyd and Lipow (33)]. The firat three of these approaches use
various methods of combining confidence bounds on subsystem reliability !
to obtain the desired bounds on syatem reliability. The others use bi-
nomial or Poisson approximations for certain statistics. Some of these
methods are sensitive to inequality/ of sample sizes for subsystems. Lower
confidence bounds obtained by most bf these.approximate methods have been
compared by the use of three sets of data by Schick and Prior (44) with
three different sets of "exact" bounds obtained using results of Lipow
[see (31) and (32)], based on Buehler's theory (6) and Poisson approxima-
tions, The data apply to systems composed of two subsystems, and in each
of the three cases the sample sizes are equal. Only the Lindstrom and
Madden method compares favorably with what appear to be the best of the
Lipow "exact" bounds. Since there is some question about the standard
wsed to judge the quality of the approximate methods, however, and since
only three sets of data, two subsystems and equal sample sizes have bsen
used In the comparisons, it is very difficult to make useful general
inferences concerning these results.

Another method investigated numerically by Schick and Prior (44) 1s
the Bayesian approach wherein reliability for each subsystem is assumed to
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have a prior distribution which is uniform over the unit interval.
Confildence bounds which are exact in the Bayesian sense (under the
assumed prior distribution) are derived, by Zimmer, Briepohl and
Praitie {(51) and by Spiluger aud Thoiapson {(45). The latier authors

use a Mellin transform technique for obtaining in closed form the
distribution of system reliability, given all the subsystem data., A
Morte Carlo application of this Bayesian model is suggested by Mastran
(3%, tor a system which is logically more complex than a series system,
In the numerical comparisons given by Schick and Prior (44), there ap-
peirs to be no particular agreement between the sets of Bayesian bounds
calculated on the basis of the procedure prescribed by Springer and
Thompson and by Zimmer, et al. (Which incidentally agree to two or
three significant figures, as one might expect) and the three sets of
"exact”" bounds calculated. In particular, the Bayesian lower confidence
intervals on R are all larger than those based on what is for these
three sets of data the smallest of the "exact" intervals.

One would expect the Bayesian bounds to be exact in a classical
senge if sample sizes for all subsystems were ''sufficiently" large. This
1s so because a prior density of the assumed type will have less effect
upon the confidence bound as the sample sizes for all subsystems increase.
Whether or not the bound i3 exact in a clasasical sense has not been
egtablished, Furthermore, the accuracy of this bound (see footnote 1)
has not been investigated for small sample sizes., It is interesting to
note that an approximate method, described by Dalton (10) and attributed
to TRW's Florida Operations, yields bounds which agree to within 3 in
the tnird significant figure with the three examples calculated in (44)
by means of this particular Bayesian approach, The TRW method has the
distinction of being extremely amenable to hand calculation.

Among very recently derived approximate methods for obtaining
confidence bounds on the probability of successful operation of a series
system are (1) those derived by Woods and Borsting (51) (discussed by
Lieberman (30)), which are shown by Monte Carlo investigations in their
paper to be very nearly exact; (2) those derived by J. R. Johnson (23)
based on the exact multi-variate binomial distribution of component
test data, and (3) those arising from a Bayesian approach which formally
uses subjective judgment concerning prior knowledge by J. Bram (5).

The Monte Carlo Confidence Bound Problem. We now examine the problem

of obtaining lower confidence bounds on the reliability of a logically
complex system when testing will be performed on the k independent sub-
systems only. We assume that an equation relating true subsystem reli-
abilities to true system reliability is available, say by means of computer
programs which can provide such information [see Levy (28) and McKnight,
Modiest and Schmidt (36)]. We now, in lieu of an appropriate analytical
method of obtaining such bounds, consider the possibility of the use of
Monte Carlo techniques as suggested by Burnett and Wales (7), Bosnikoff

and Klion (4), Costello, Meisel and Letow (9), Levy and Moore (29) and
Mastran (35).
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At first glance the creation of a Monte Carlo computer program for
obraining the bounds seems to be a straightforward problem of simulating
the distribution of system reliability for a given set of failure data in
au eifivient manner. 1t soon becomes apparent, however, that there are
important Bayesian questions implicit in the problem, That is, in order
to generate the distribution of system reliability for a given data set,
one must generate for each subsystem what is egsentially the posterior
distribution of subsystem reliability, given the subsystem life-test
failure data. Hence, some prior distribution or something equivalent
to such a prior distribution for subsystem reliability must be implicitly
or explictitly assumed. In other words, in carrying out the Monte Carlo
approach outlined by the authors mentioned above, one uses the density
of some appropriate function of the data and implicitly or otherwise
combines this information with a prior density of subsystem reliability
by means of Bayes' Thecrem, P(A [B) = P(BlA )P(A y/ I P(BlA )P(Aj),

all j
to ottain the posterior density function of subsystem reliability, glven
the data. 1In agreement with the classical analytical method derived in
(48), the Monte Carlo procedures described in (4), (7), (9), (29), and
(35), in some cases directly suggest and in others tacitly imply a prior
distribution for subsystem reliability which is the appropriate prior
leading o the classical optimum bounds when the system consists of one
suhsystem only. One may then inquire as to whether such an assumption is
appropriate when the system consists of more than one subsystenm.

Springer and Thompson (47) analytically derive their exact Bayesian
confidence bounds on R(tm) for an exponential-failure-time model, wherein

one failure is allowed for each independent subsystem of a parallel system,
using an alternative a priori assumption. They assume a uniform prior
distribution on subsystem reliability over the unit interval, which leads
to the classical optimum bounds on successful system operation for the
pasa-fail model when the system consists of a single subsystem. Springer
and Thompson reason that a flat prior for subsystem reliability is in
keeping with the intent of Bayes' Theorem when no prior information is
known. They point out that the prior density p(RJ) for the jth subsystem

reliability yilelding the classical optimum bounds for a system containing
a single subsystem and an exponential fixed-failures model, p(R )=

3 [ln(l/R )] or equivalently, q(AJ) , ;1. where Rj u Rj(: ) = axp

(- th ) and 0<RJ <1, §=1,2,...,k, 18 "improper" in that the area under the

frequency curve cannot be made equal to unity. Mastran (35) suggests for
pass~fail data that prior densities for subsystems which lead to a uniform
prior density for asystem reliability might be appropriate. In other words
all the suggested prior distributions are derived from the concept of
optimality for one subsystem for some modal, even though the model may
have little relationahip to the one of interest.

12
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In the following, a description is given of results of a study (by
members of a group at North American Rockwell Corporation) to determine
optimum prior assumptions to be used in generating Monte Carlo confidence
pounds on the reliability ot a logically complex system. The investigation
was conducted principally by K. W. Fertig of Rocketdyne Division and the .
present author. Mr. Fertig wrnte all computer programs needed for the
investigation, except for one routine linking the Monte Carlo program to
the reliability equation for the complex system, He also provided ([see
(17)} the important analytical derivation of the necessary form for a
special restricted model of an optimum prior density function independent
of the data and proved that no such prior density exists. Jerome Spanier
of the North American Rockwell Science Center provided consultation on
problems related to the Monte Carlo computer program, Shirley Stoneberger
of the Los Angeles Dilvision wrote the subroutine which makes use of the
reliability equation generated from engineering flow chart information by
the SCOPE (28) or the ARMM (36) program for a logically complex system.

RESULTS OF INVESTIGATION

Computer Programs Written and Utilized. An optimum standard against
which to judge suggested prior distributions provides a means of attacking
the Monte Carlo problem. Therefore, the model was first restricted to a
series system Wherein the Jth independent subsystem has exponentially
distributed failure time TJ with Prob [Tj>tm | ] RJ n Rj(tm) = exp (-Ajt‘)

and “j prototypes of the 1;h subsysten, j=1;2,...,k, are tested until r

failures occur, If one can determine an appropriate prior distribution
for this model, then it should also be possible to make useful inferences
concerning the fixed-failure-time seriecs—system model and to determine a

‘method of using prior information for more complex systems.

A computer program was coded in Fortran H for the IBM §/360 system
for calculating for this restrictad model the optimum classical confidence
bounds of Lentner, Buehler and El Mawaziny discussed in the introduction of
this paper. The bounds are based on the conditional distribution of W = 21.
: T
: ]
glven Zl—z2 = Ugpeeny zl-zk - uk, where Zj = Z Ti,j + (nj-rj)'rrj
i=1
with Ti j an observable failure time of the ith prototypes of the jth
’

component, and where the subscript 1 is arbitrarily assigned. Then, vhen
uy is less than zero for j=2,3...,k, the optimum classical (l-ao)=level

lower confidence bound RB(a) on R(tm) = exp(~gt ), (where § = Aj) is

j=1
obtained by finding the solution ¢B(a) of the following equation and then

calculating Ry = exp [-as(a) tm]. with ¢B>0.

3’

13




k
H (w|g;p) -t (uj¢) I £ ...z n [ (aj\ -w)? 111
52 A-3 .Lk J“bL \Lj/ J
1)
-a, =1 i.-1
173 3 - 1-
) 1‘¢w (al+):j ij+1) 1l-a,
where
1 ‘gaj 22 8 " k
A(u;o) = ¢ 1 b by e I (a1 + t ij)
12 13 1k =2
k a
m ij (-¢uJ)“j_1j
im2 ]
and where
ow ‘E‘i
a, + _j -
I‘@w(al-ﬁ- 211+1)- fy 1 j=1 e¢ydy .
o

A similar expression is used if any “j' §=2,3,...,k, is greater than

zero, and the solution is obtained by~ joint application of Newton-
Raphson iterative procedures, the method of false position and bisection
techniques. Then a computer program for generating Monte Carlo confidence
bounds was coded and combined with that for obtaining the Lentner-Buehler=-
El Mavaziny confidence bounds. A listing and flow chart of the combined
computer program are available [see Fertig (16) and (18)].

The Monte Carlo program calculates the confidence bounds on the basis
of a spacified prior density for subsystem reliability which is a member
of the "conjugate" family of prior densities. That is, the prior density
yields a posterior density of subsystem reliability, given the subsystem
data, of tha same general form (balonging to the same family of density
functions) as the prior density., The prior density function Pj(Rj) used
for the jth subsystem reliability was, therefore,

14
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v F(r +1)
BOJ.rOJ_>~1. 3 =1,2,...,k, with BoJ and roj
subjectively chosen. This ylelds a posterior density r(RJIEJ;rJ) for RJ
) ; R .r.+r 4]
f the form, _ (83*803*1) J o) .
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r i
where the random variable Zdlt = (5-1 Ti J+(nJ rJ)TrJ J)/tm

is equal to zJ/tm-éJ,J-l.z,...,k, for the observed set of data. ‘

1f Boj and roi each have the value -1, then the prior density for Rj
corresponds to the "improper" prior which is used by (48), (14), (7);
and (29) and which gives the optimal classical bounds for a system

consiating of a §ingle” subayetem (see Epltein and Sobel (14)], that is, '

p(Rj) w Rj [1n(1/RJ)] s I=1,2,..0.,ks (It is true, therefore, that even
_though'the prior density corresponding to Boj - oj.- -1 18 "improper,"
the correéponding posterior density 1s proper.) 1Lf 8 o4 and roj are both
equal to zero, i=1,2,...,k, then each subsystem prior density function
for subsystem reliability is uniform over the interval from 0 to 1, as
suggested by Springer and Thompson (47) for their special case of a
parallel=-system model mentioned earlier.

For generating the posterior distribution of Rj using the expression
(3), a given set of data and specified values for Boj and roj’ a random
number oJ is geperated for the value of the integral Yj » Y(leéj;rj)
given by the eﬁpression (3) from R Y to 1. The integration is performed
l

by an evaluation of the incomplete gamma function and the value of R

Yl
determined iteratively. The Newton=-Raphson method of iteration in

conjunction with the method of false position is used. Because this
procedure 1s quite expensive In terms of computer time, the computer
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program was written to calculate for a givan set of subsystem data a

table of 100 values of RY 3 corresponding to equally spaced values of
»

Y(RJI j.rj) The computer then samples from and interpolates cubically !
in this table for al<oj<a2 whern a and a, are functions of the data.

For ;Jsal and i, -4,, a different table is sampled., In generating values

] .
for this table, ‘(leﬁj j) 1s calculated from a specified value of
K’ g so that no iteration is necessary, but the values of vy, are not !
’.

eysally spaced (makiing interpolation more difficult), - The second table,

which containg values of yj much closer together than thc one used for

non-extreme values of R_ .4’ is necessary because of the steepness of

,
the curve relating vy, and R for values of R close to 0O or 1.
J Yl ’ Y]

K . The first i{nvestigation made by means of the computer was. of the

two familiar prior distributions correaponding to B o) and roj both equal

to zero and both equal to -1, j=1, 2....,k. The Bayesian ‘approach cor-

responding to 8 o4 = roj = -1, incideﬁtally, is sometimes called the

fiducial model since ?he poateriar distribution of Rj’ J=1,2,.,..,k, can

be thought of as Ahrqinable from the distribution of a function of the
data for the jth subgystem, as detailed in (25). The preliminary phases
of this investigation made use of the Monte Carlo program, but the results
given below were obtained using instead a computer program which utilizes

a Mellin transform technique [see Springer and Thompson (46)] to calculate
the posterior distribution of R(tm) from the posterior distributions of '

the Rﬂ's. This Mellin transform program was originally written to

calculate the variance of the Monte Carlo confidence bound and is applicable
to a series system when the posterior density of Rj has the form given by

the expression (3) with r,y an integer. The Mellin transform computer

program is faster than the Monte Carlo program and gives better precisionm,
but in its present form cannot be used if roj is other than an integer.

Study of Suggested Prior Densitiea. For each combinution of input, 4-
involving from three to twenty-five components having A's in various
proportions, numbers of failures ranging from 1 to 10 und thzee or four
different values of a ranging from .05 to .50, data were generated and a
comparison was made of the two Bayesian bcunda with the optimum classical

r bound. In each case (of a total of 156 casee), the Bayeaian bound based
on Soj = roj = -1 is smaller than the corresponding classical bound

obtained, It, thereforé, appears that though exact in a Bayesian sense
(under the assumed prior distribution for Rj,j-l,z....k), the bounds based !

on such a prior assumption are conservative in the classical senss.
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When the optimum bLound is standardized at .800 by adjusting the
missinn time r . rhe fiducial bound ranges from .538 to .793. When the

optimnm bound is equal te .368, the fiducial bound ranges from .062 to
.354. .

El Mawaziny and Buehler (13) show that thelr large-sample approximation
of the optimal bound, a bound obtained by the Rosepblatt method (40) and
tne fiducial bound will approach the optimal bound as numbers of failures
for all subsystems become large. For three samples having ten failures
for .each of three identical components, the fiducial bounds were of the
order 787 and .341 for optimal bounds ¢f .800 and .378, respectively,
with deviation between any two corresponding fiducial bounds less than
three in the third decimal place.

Analytical results described later indicate that ‘the fiducial bounds
for a fixed number of failures per subsystem will agree less well as the
number of subsystems increases and the subgystems become more variable
with respect to failure rate, Unfortunately, because of the computer-time
factor and considerations of precision, it is impossible at present to
compare bounds for systems containing as many as ten subsystems when as
many as ten fallures occur for more than one or two of these subsystems,
In any case, the large-sample methods cannot be expected to givye -bounds
agreeing well with the optimal bounds when some of the lublyazeﬁa have
been subjected to few tests. - Furthermore,.it is impoasible on the basis

_of these results to say whether bounds based on this specified prior might

be conservative, liberal, or exact for a particular logically complex system.

The uniform prior distribution for subsvstem reliability gives bounds
even lower than those based on the fiducial method except in 24 cases (out
of 150) in which all three bounds have values fairly close to zero: In
these 24 cases they are higher than the optimum classical bounds., It ap-
pears that the distribution of the bounds based on the uniform prior may
be less disperse than those of the optimal bounds, but these bounds seen
to be even more conservative than the "f*ducial“ bounds given by 8 0 ™ Toi

= -1 for true reliabilities of a reasonable size and a's of interest.

For systems with low reliabilities, boupds obtained using a uniform prior
density for subsystem reliability should be liberal rather than conservative
when the confidence level is sufficiently low, but not exact in general.
This inconsistent behavior may be due to the fact that a uniform prior
density for Rj implies a prior denslty for A, (the failure rate for the

Jth subsystem) of the form q(AJ) exp( AJ t ). j=1,2,...,k, or,
strangely, one which is a function of t n’ the apecified mission time.

The result for Boj - ro1 » =] 18 keeping with the analysis and

numerical results of Saunders (42), who studies a fixed-test~time
exponential series-system model and the Bayesian approach suggested in
(2). This Bayesian approach uses a prior density for the fixed-test-time
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myde]l equivalent to the so-called fiducial method. Saunders (42)
voints cut that in using such a Bayesian model for an exponential
series system (and hig argument applies to any true Bayesian model,
that 1s, one based on a prior assumption which does not involve in-
furmation concerning the number of components in the system), one can
nbtain different confidence bounds depending upon what one chooses tn
~all a subsystem. Saunders points out, too, that such inferences apply
0 more logically complex systems which are highly reliable, since one
can approximate an extremely reliable coherent system [see Birnbaum,
I.gary and Saunders (3) for a Jdefinition of a coherent system] by a
serles—-system model, as indicated by Esary, Proschan and Walkup (15).

The Search for Optimum Prior Assumptions. Initially, it has been
planned that a trial and error procedure would be used in attempting to
determine appropriate priur assumptions for our ‘series-system model.
Saunders' argument might lead one to consider trying prior assumptions
which are not truly Bayesian in that they are dependent upon the con-
figuration (or numter of components in the system). At this point
in the study, however, an analytical result was derived, modifying the
subsequent approach., The details of the analyeis are given by Fertig 1n
and are summarized below, '

First, the form of a prioi denaity function, or generalization of
such a function, for Rj’ j=1,2,...,k, correaponding to the optimum

classical bounds for our system model was determined. This was accomplished
by setting the Laplace transform of H (w u,¢) equal to the Laplace trans-

form of the posterior denaity of ¢ = t j’ obtained under a general

i=1
prior assumption (not restricted to conjugate priors) for the special case
Uy T Uy ey = 0. "1f the prior assumptions which yield the optimum

bounds are independent of the data, true -Bayesian priors, for example,
then an assumption concerning the value of the u's will have no effect
on the result. The fact that the optimum classical bounds are invariant
- under permutations of the subsystems was used to obtain the improper
“prior density" for the jth subsystem yielding these bounds. It is

PR, = K] [1n(1/Rj)]'(2'1/k) v 1m1,2,000 0k,

We note that fhis improper density depends upon k, the number of subsystems
in the series system and for k=1l does yield the optimum classical bound.

The Monte Carlo program was then used to test whether this prior
assumption (which we may think of as a weighting function since it does
not correspond to a strict Bayesian prior density) would yield the optimum
voands for variations in the data. For the case where all the u's equal
Zero (z1 =z, " ...m zk), eight values of the Monte Carlo bounds based
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on 5,000 replications agree with the optimum bounds to within three in
the third decimal place. Data were randomly generated for five subsystems

using the fact that ZZj/)-j is distributed as chi-square with 2r degrees

. 1

ot treedom [see Epstein and Sobel (14)), where r, = 3, r, = 4, T, = 4,
= = = = = = )\ =

r, 2, tg 2, Xl 1/12, Xz 1/13, X3 1/15, AA 1/10, 4 1/11.

The misgion time was taken as 1.0, For ten such data sets, the Monte Carlo
bounds are uniformly ldrger than the classical confidence bounds with
deviations ranging from:1 to 6 in ‘the second decimal place.

The confidence bound obtained from any set of data by El Mawaziny's
formula given by Eq. (1) is the unique optimum (uniformly most accurate
unbiased) confidence bound for this exponential-failure~number series-
system model. This is proved in the Appendix of Fertig's paper. Thus,
any optimum bound 18 equivalent to the bound defined by Eq. (1) and must
give the same result for any given set of data. Since the error in the
Monte Carlo procedure is very small compared with the deviations obtained
for the u's not all equal to zero, the empirical evidence indicates that
the prior avsumptions which yield the optimum classical bounds do depend
upon the data.

Fortunately, a means of proving this result analytically then

‘presented itself [see Fertig (17) for details]. The Laplace transform

of H(w|u;¢) is a horrendous expression which gives no apparent clue as

- to how it might be factored and assigned to the various subsystems. The

problem was made tractable earlier by letting all the z's be equal.
Another method of simplifying the expression was found to be to
assume r; = r, = .., =T, = 1. If this 18 done, then it is possib;e to

demonstrate that the "prior density" for the jth subsystem yielding the
optimum bound for r, = Fy® e mr =1 cannot have the form p(Rj) -

Rgl [;n(l)R)]-(z-llk) unless 2= zé = ... =2z, as assumed in the

earlier case. Hence, as indicated by the numerical evidence, one must
incorporate present data into the "prior assumptions' or more properly
the weighting functions, for obtaining optimum confidence bounds for the
exponential fixed~failure-number series- system model.

Now that we have established what is not fruitful for obtaining the
optimal bounds, one may properly inquire as to the next step in the
investigation with respect to confidence for a complex system. Two
approaches present themsélves. The first is to consider each series
system which is 4 part of the complex system as a single subsystem of
the toral system, If the fiducial approach were to be used, une could
obtain an estimate R .1 of true reliability, given the failure data, for

the gth subsystem consisting of the k independent subsystems making up

19




this series-system subsystem by substituting a random number p, for
1 $em L'm 1y T haen
Voo 4r g, {1). Then

an estimate of total system reliability given the failure data. This
method will probably not yield confidence bounds that are exact in the
clagsical sense, though of course they are exact in a Bayesian sense.
In lieu of the fiducial approach one could somehow modify the value

obtained for R0 , in an attempt to obtain bounds exact in the classical

Dy r

the rolinkilicy pquation could he used €o nhtain

sense. Clues as to how this might be accomplished may possibly be ob-
tained by investigating a simple parallel system (again an exponential-
failure-time model with fixed number of failures) and methods of obtaining
-confidence bounds exact in the classical sense for the simpler model.

A considerable amount of computer time will be required with this
approach when the product of the number of subsystems in any series
gsystem and the number of failures for any subsystem in that series
system becomes large. lerce, one might in such cases, abandon the idea
of considering the series system as a single subsystem. Instead one
might consider a method of approximating the optimum confidence bound
for a series system by using series system data in the prior assumptions
(or weighting functions) for the subsystems of .the series system that
vield the posterior distribution of series system reliability. For the

case vy o® U, .. " 1, one possible factoring of the Laplace transform
glves “ '

pe®p = & arp @) gk, @

where ?(l) is the smallest of zlltm, zz/tm.....3k /tm. This functien or
some modification of this function involving the true values for Tis Ty

TR could be tried, If the expression (4) is used without modifica-
tion, then the posterior distribution of series system reliability, given
the failure data, depends only upon 8(1)' It can be shown that, in fact,

the fiduclal distr;butian of series system reliability for this modsl
depends only upon B(l) if and only if =L, .= = 1,
' L

The method of Kraemer (24) depends solely upon B(l) and hence would

be expected, to give poor results for large numbers of failures per .
component. This is born out by the comparisons made by Sarkar (42) and
Grubbs (21).

The bounds derived by Grubbs (21) are approximations to the fiducial
bounds, and for the bounds compared during this study, the approximation
appears to be excellent. The Grubbs method is based on the fact that

ZrJ- )j/;j is distributed as chi-square with er degrees of freedom,
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j=1,2,...,k, 80 that ¢ = ) Aj can be thought of as distributed as a
i=1

weighted sum of chi-square variates. The welghts used by Grubba, aamsly,

)j/2rj, j=1,2,...,k, are appropriate for obtaining the fiducial bounds.

One could obtain, instead, an approximation to the optimal bounds by
adjusting the weights appropriately, obtaining clues from the expression
(4) above. In this way, one can test approximations to the optimum prior
assumptions and avoid the time-consuming Monte Carlo calculations. If
successful in closely approximating the optimum bounds by the proper
modification of the Grubbs method, one can use this approximation in
place of the Lentner~Buehler~El Mawaziny bounds in considering series
systems within a complex system as single subsystems,

The investigation is being continued along these lines.
REFERENCES

1. Abraham, John K., 1962, A confldence interval for the reliability

" of multi-component systems. PROCEEDINGS SEVENTH CONFERENCE ON THE
DESIGN OF EXPERIMENTS IN ARMY RESEARCH, DEVELOPMENT AND TESTING.
ARODR 62-2, 483-518, '

2. Allen, D, C., Carlson, C. H. and Hubach, C. E., 1967. Procedure for
Reliability Assessment and Confidence. Federal Electric Corporation

Document No. AS=A-86-67.
i
3. Birnbaum, 2, W,, Esary, J. D. and Saunders, §. C.,, 1961, Multi-
component ayatems and structures and :heir reliability, TECHNOHETRICS

3, 35-71,

4, Bosnik8ff, I. and Kiion, J., 1962. Development of new prediction
Lechniques. PROCEEDINGS EIGHTH NATIONAL SYMPOSIUM ON RELIABILITY AND

QUALITY CONTROL, 382-387.

5. Bram, J., 1969, "Confidence Limits for System Reliability." OEG
Research Contribution No. 79, Center for Naval Anllylen. Universaity
of Rochester.

6. Buehler, R. J., 1957. Confidence intervals for the produce of two
binomial parameters. J. AMER. STATIST. ASSOC. 52, 482-493.

7. Burnett, Thomas L. and Wales, Beverly A,, 1961, System reliability
confidence Limits., PROCEEDINGS SEVENTH NATIONAL SYHPOBIUM ON
RELIABILITY AND QUALITY CONTROL, 118-128. |

8. Conner, W. S, and Wells, W. T., 1962. Simulating tests of a system
from tests of its components. PROCEEDINGS OF THE EIGHTH NATIONAL
SYMPOSIUM ON RELIABILITY AND QUALITY CONTROL, 14-16.




L4
)

11.1.

12.

13.

14,

15'

16.

17.

18!‘

19.

{3

"

mmmtY A n 1 Madn~
PER LAaUy e b e

demoustration of a
PROCEEDINGS EIGHTH
CONTROL, 446-457.

21, B, M ond Tarow A M 10487 Comnliancs
mul timode system using Monte Carlo analysis.
NATIONAL SYMPOSIUM ON RELIABILITY AND QUALITY
Dalton, R. E., 1966. "An Evaluation of Methods for Construction of
Confidence Limits for System Reliability."” TRW Systems, Florida
Operations, Contract AF04 (694)-B06.

NeCicco, Henry, 1960. "The Error in Linearized Estimates of the
Variance of Products.” Technical Note No. 2, Office for Reliability
Research and Effects (Reliability Branch - ORDSW-DR).

El Mawaziny, A. H., 1965. '"Chi-Square Distribution Theory with
Applications to Reliability Problems." Ph.D, Thesis, Iowa State
University, Ames.

El Mawaziny, A. H. and Buehler, R. J., 1967. Confidence Limits
for the reliability of a series system. J. AMER. STATIST. ASSOC. 62
1452-59.

Epstein, B. and sobel, M., 1963. Life Testing., J. AMER. STATIST.
ASS0C. 4B, 4B6-502,

Esary, J. D., Proschran, Frank, and Walkup, D. W., 1966. "A
Multivariate Notion of Association, with a Reliability Applicatiom,"
Boeing Document D1-82-0567.

Fercigﬂ K. W., 1969. '"Flow Chart for Monte Carlo Program for
Confidence Bounds on Sygtem Reliability." Rocketdyne Report MSM 69-11.,

Fertig, K. W., 1969. "A Result Concerning Bayesian Prior Distributions
and Confidence Bounds on the Reliability of Serial Systems with
Exponential Failure Times." Rocketdyne Research Report RR 69-6.
(Submitted for publication.) '

Fertig, K. W., 1969, "Monte Carlo Program for Confidence Bounds on
System Reliability." Rocketdyne Report MSM 69-12.

Garner Norman R., 1969. "Estimation for Serially Connected Systeus."
Technical Report RCS59-4 Aerojet-General Corporationm. N

Garner, Norman R. and Vail, Richard W. J., 1961. Confidence Limits
for system reliability MILITARY SYSTEMS DESIGN 7, No. 5.

Grubbs, Frank, 1969. "On Confidence Limits for the Reliability of

a Series System for Which each Component has an Exponential Time-to-
Fail Distribution.” (Submitted for publication.)

22




o ——T S TR

——

e e e e . o

22.

23.

25,

26.

27.

28.

29,

30I

3.

32.

33,

34,

35,

Harris, Bernard, 1968. '"Hypothesis Testing and Confidence Intervals
1or Products and Quotients of Poisson Parameters with Applications to
Reliability." MRC Technical Summary Report No. 923. U. S. Army
Mathematics Research Center, The University of Wisconsin, Madison.

Johnson, J. R., 1969. '"Confidence Interval Estimation of the
teliability of Multicomponent Systems Using Component Test Data.”
Ph.D. Thesis, University of Delaware.

Kraemer, H, C., 1963. One-sided confidence intervals for the quality
indices of a complex item. TECHNOMETRICS 5, 400-403.

Kendall, M. G. and Stuart, A.,, 1967. THE ADVANCED THEORY OF STATISTICS
VOL. 2, Second Edition, Hafner.

Lehman, E. L., 1959. TESTING STATISTICAL HYPOTHESES. John Wiley.

Lentner, M. M, and Buehler, R, J., 1963. Some inferences about
gamma parameters with an application to a reliability problem.
J. AMER, STATIST. ASSOC. 58, 670-677.

Levy, Sherwin, 1969, 'System to Compute Operational Probability
Equation." Program XC0003. Space Division, North American Rockwell
Corporation.

Levy, Louis L. and Moore, Albert H., 1967. A Monte Carlo techniqua
for obtaining system reliability confidence limits from component
test data. IOEOEOEO TRANSACTIONS ON RELIABILITY R-16 No. 2, 69-72-

Lieberman, Gerald J., 1969. The status and impact of reliability
mﬂthodolcgy- NAV. RES. LOG. QUARTO 16. 17'35!

Lipow, M., 1958, '"Measurement of Over-All Reliability Utilizing
Results of Independent Subsystem Tests." GM=TR-0165-00506, Space
Technology Laboratories.

Lipow, M., 1959. "Tables of Upper Confidence Bounds on Failure
Probability of 1, 2, and 3 Component Serial Systems." TR=50-0000-
00756, Space Technology Laboratories, 2 Volumes.

Lloyd, D. K. and Lipow, M,, 1962, Reliability: Management, Methods,
and Mathematics, Prentice-Hall.

Madansky, Albert, 1965. Approximate confidence limita for the 1
reliabllity of series and parallel systems. TECHNOMETRICS 7,
495-503.

Mastran, David V., 1968, A Bayesian approach for assessing the
reliability of Air Force re-entry systems, PROCEEDINGS OF THE ASME
RELIABILITY AND MAINTAINABILITY SYMPOSIUM, 380-383.

23




{

36.

37.

38.

39.

40'

41.

42,

43.

44,

l'SI

46,

“7.

48'

McKnight. C. W.. Modiestr. L. . and Schmide, N. R., 10R5. An

Automatic reliasbility mathematical model. PROCEEDINGS ELEVENTH
NATIONAL SYMPOSIUM ON RELIABILITY AND QUALITY CONTROL, 518-532.

Myrhe, Janet and Saunders, Sam C., 1965. On confidence limits for
the reliability of systems. ANN. MATH. STATIST. 39, 1463-1472,

Myhre, J. M. and Saunders, Sam C., 1968. Comparison of two methode
of obtaining approximate confidence intervals for system reliability.
JTECHNOHETRICS 10, 37-49.

Nishime, ¥., 1959, Techniques for ... the Establishment of Confidance
Limits for the Estimated Reliability, Unpublished memorandum, Space
/sTechnology Laboratories.

Rosenblatt, Joan R., 1963, Confidence limits for the reliability

of complex systems. STATISTICAL THEORY OF RELIABILITY, 115-137.

Ed. Marvid Zelen. The Univeraity of Wisconsin Press, Madison.

Sarkar, Tapés K., 1969. "An Exact Lower Confidenca Bound for the
Reliability: '0f a Series System Where Each Component Has an Exponential
Time €to Fai}ure Distribution."” Technical Report No. 117, Department

of Operationa Research and Department of Statistics, Stnn!ord Univarsity.

Saunders, Sam C., 1969. '"On Confidence Limits for the Performance of
a System Whe1 Few Failures are Encountered." Boeing Document
D1-82-0676, Revised.

Schick, G. J., 1959. "Reliabilities, Confidence Limits and Their
Improvements as Applied to Missile Reliability." Technicul Publica-
tion, Aeroje: General Corporation.

Schick, G. J. and Prior, R. J., 1966, Reliability and confidence
of serially connected systems. PROCEEDINGS OF THE THIRD SPACE
CONGRESS, Cocoa Beach, Florida, 352~-360.

Springer, M. D. and Thompson, W. 2., 1966. Bayesian confidence
limits for the product of n binomial parameters. BIOMETRIKA 53,
611-613. .

Springer, M. D. and Thompson, W. E,, 1969, Bayesian confidence
limits for system reliability. PROCEEDINGS OF THE ASME RELIABILITY
AND MAINTAINABILITY SYMPCSIUM, 515-~523.

Springer, M., D. and Thompson, W. E., 1968..8Bayesian confidence limits
for reliability of redundant systems when tests are terminated at
first failure. TECHNOMETRICS 10, 29-36.

Steck, G. P., 1957, "Upper Confidence Limits of the Failure
Probability of Complex Networks." SC-433 (TR), Sandia Corporation.

24




B e e e cem i e e e e @ e e

49,

50.

51.

52.

Takenaga, R., 1962, "Predicting System Reliability with Associated
Confidence Level from Component Taat Data.” Technicali Memorandum
3024-43-MA-003, Autonetics, A Division of North American Aviation,
Inc., Downey, Ca‘ifornia.

Thomas, Ralph E., 1960, "An Improved Formula for the Standard
Deviation of the Reliability Product Rule." Technical Report No. 2,
Battelle Memorial Institute.

Woods, W. Mar. and Borsting, J. R., 1968. "A Method for Computing
Lower Confidence Limiis on Systen Reliability Using Component Failure
Data with Unequal Sample Sizes." NPS 55Wo/Gg 8061A. United States
Naval Postgraduate School, Monté;ey, California.

Zimmer. W. J., Prairie, R. R., and Breipohl, A, M., 1965. A
consideration of the Bayesian approach in reliability evaludtion.
I.E.E.E, TRANSACTIONS ON RELIABILITY R-14, No. 2, 107-113,

25

(43




————————
v r—————

o Bl

COMPARATIVE ANALYSIS OF THE LCSS-ETG-3 PERFORMANCE
CAPABILITY USING STATISTICAL PROBABILITIES

Andrew H. Jenkins
U. S. Army Missile Command
Pedstone Aisensl, Alabama

 ABSTRACT

A test plan is formulated and executed to obtain a random sample of

measurements on the U.S, Army Missile Command's L.and Combat Support
Svatem Electronic Test Group equipment,

Analyses of the data establish sample cstimates of bias, accuracy, and
stimulug setting errors and the standard deviation of measurement on 14 com-
binations of parameters and scales (e.g,, dc voltage, 10~-volt scale). The
analyses pose hypotheses about the statistics and test these hypotheses against
appropriate frequency distributions. They include the principle of analysis of
variance, which makes use of bias error, accuracy error, stimulus setting
error, and sample variance. These four parametersare used as response
variables to establish the effects of the main factors of test durations, time
delays, and machines and combinations of the main factors (1. e, interactions)

on the computed response statistics for each of the 14 parameters and scales
considered . . =

' The over’all‘estimat_es of the precision (standard error of measurement)
for each parameter and scale are related to actual weapon system tolerances
to obtain probability estimates of the risk of passing a bad unit { "undetected
defect') or holding a good unit (*'falpe alarm") in a single test in a chackout
procedure. | Single checkout groba"b lities are related to multiple sequential

checkotit probabilities,
A * ¥
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Section |. INTRODUCTION

The purpose of the Land Combat Support System (LCSS) electronic
test group (ETG) equipment is to provide maintenance support and check
operational readiness of major modules, assemblies and subassemblies of the
Shillelagh, Lance, and TOW missile systems. The primary requirement is for
dtrect and general support missions. A detailed description of the LCSS-ETG
can be found in a previous report {1]. The ETG is designed to automate the ~
testing of critical components of the missile systems to achieve:

a) Rapid evaluation of the operational siatus of the unit under test
(UUT). '

b) Rapid fault l:soiation of a defective UUT.

_ o) -\utomated declsion making as to operational status by comparison
\ of measured vnlues with prescribed standards. :

d) A standardized automated teat capability for several weapon systems. )

i

- Altomation of the ETG equlpment requireé the preparation of a
programmed test sequence. The test program instructs the operator on the
roqui red manual operations for the checkout such as external connections to

"make"” and “break." The program includes all necessary tests for functiondl
checkout of the UUT's as prescribed by the weapon system design engineera.
Typical tosts are to measure stimuli and responses of such parameters as ac and
de voltage, resistance, optical alignment,. frequency, phase, and time, and to
compare these measurements with prescribed values. The required values of
such paranieters along with acceptable tolerances (deviations) are prescribed
in the test program. The test equipment makes the measurement and compares
it with the specified value and decides on a “'go/no-go" basis as to a fault
determination,

In the testing of missile components on'a go/no-go basis there are a
combination of conditions which may exist. A unit may be good and check gocd
resulting in a go decision. The unit may be good and check bad resulting in a
no-g. decision, On the other hand, a unit may be bad and check good resulting
in a go decision, or it may be bad and check bad resulting in a no-go decision,
Theie are certain probabilities associated with these combinations of actual
component condition and checkout results. These are shown in Table I. The
p(a) is the probability that a unit checks good when in fact it is bad, The p(8)
is the probability that a unit checks bad when in fact it {s good. Some authors
refer to these probabilities as an ""undetected defect' and a 'false alarm,"
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TABLE I. CHECKOUT PROBABILITY VERSUS UNIT CONDITIONS
AND TEST DECISIONS

Unit Coudition
and Checkout Decision
Go No~Go
‘Bad o
Checks good (undetected defect) plo) NA
Checks bad . NA {1=-pi3)]
‘Good : - : _
Checks good ; [1-p(a)) NA
Checks bad (false alarm) ' NA p(B)

respectively. It can be seen that the p(a) is related to a go decision and the
p(B) is related to a no-go decision based on the test results. A unit that is
good and checks good will ndt result in a no-go decision.. . Similarly, a unit that
is bad and checks bad will not vesult in a go decision. These combinations are-

_-not applicable and ate shown as NA in Table I. In a go decision situation there
is a probability that a bad unit has checked good; i.e., there is a p{a) chance

that a defect exists and it is undetected by the test equipment whick: 1s an
*'undetected defect." In & no-go de~ision situation there is.a probability that a
good unit has chécdked bad; {i.e.. there is a p(3) chance that the test equipment’

has falsely indicated a defect that does not exist which is a "false alarm."

Therefore, it is seen that the p (@) is the probability of simultaneously getung‘
a measured value within the specification limitg (or the decision limits) and
an actual value outside the specification limits. The p(3) 1s the probability of
simultaneously getting a measured value outside the specification limits (or
decision limits) and an actual value inside the specification limits.

In other words, given a go decision, the probability that it is wrong (bad
checks good) is p(¢@) and the probability that it is right (good checks good) is
[1-p(a)]. Given a no-go decislon, the probability that it is wrong is p(3)
and the probability that it is right is [1~ p(8)].

The p(®) and p(3) set for the test equipment should be realistically
determined in light of the weapon missaion and test equipment environment. If
the probability p(«) is set too high, an excessive number of bad units going to
the troops will result,
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On the other hand, if p(3) 1s too high, an excessive amount of time is
spent in checking for a defect that does not exist., Therefore experience,
knowledge of military tactics and good judgment should govern the compromises
between logistics, field troop effectiveness, troop operational conditions,
military objectives, etc,, to determine the levels of P(a) and P(8). (Note: .
pfo) and p(3) refer to single test probability and P (@) and P(B) refer to
mutltiple test probability.) The determination of Pra) and P(3) considering
the above military factors is not germane to this effort. This effort is con-
cerned with the analysis of probabilistic relations between error probabilities -
p(c) and p(3), and standard deviation error of measurement instrument( am) ,

standard deviation of test parameter( Gp)' parameter tolerance for a given yo

confidence level (#), and decision limits (y). Also included are the relations
between single test probabilities p(a), p(8) and multiple test probabilities
P(oy, and P ().
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Saction II. MATHEMATICAL MODELS

1. General

In the meagurement of any one individual parameter by the ETG,
there are three things'to be considered. The first is the value specified by the
weapon system for the UUT. This is called the nominal value of the parameter
{N). The second is the actual value of the parameter (X). The third is the
measured value of the parameter (M). It is assumed that the actual value (X)
of the parameter is related to the measured value (M), according to the normal
prohability density function. This assumption is based on the fact that there is
no inherent bias error as would be caused by coupling, feedback loops, and
switching in the instrument and that all errors in measurement are completely
random and normally distributed. It is also assumed that the actual value X is
distributed normally about the nominal value N, according to a normal

probability density function. .
- !
Since the go/no-go decision is made on the meaaured value of the
parameter, the normal probability density distribution for the random measure-
ment error is considered in the following way. The density function is con-
sicdered to be centered at the measured value M of the parameter. The density

function with standard deviation T describes the distribution of the possible

actual value Xi's that could have resulted in a given measured value M.

* 2. Single Check P:@bub'a-m,' ]

The normal prii,)bability density distribution for the measurement
error, for a given value M, has the form

:I l(}(n M)z «
-5 (5—
£(X) = ;__1__ e m | (1) |
m~27 ]

The actual parameter vaiue, X, is also a random variable with a
probability density function f(X). It is reasonable to assume that the actual value
X is normally distributed about the nominal parameter value N with a standard
deviation for the nominal parameter value of crp. With no bias error in the

measurement device, the measured value M will also be normally distributed




e

abnnt thn naminal valun N ith a r{nnnlhv funotian /M) If tho maasauramaont

s a R

standard deviation L is an order of ma.gnitude less than the parameter standard

deviation ”p for the nominal value N then
fM) =(X) . (2)

Therefore

f(M) = 3)

pN2T
The nominal vulue, N, as specified by the weapon system, alaso has
prescribed tolerances. These tolerances are usually assumed to be  no
where (rp is the standard deviatldn from the acceptable mean value of the
paramecter, The + nap value is the upper specification limit and the - norp value
is the lower spevxﬁcation 1imit, S and sl, respectively. The tolerances may be
specified as the ncrp level, where n=1, 2, 3, 5, etc. Whatever the specifled

no level, it represents the allowable limits for the parameter values by the

_ weapon system for proper operation of the unlt [2].

In order to assure that the probability of an undetﬁcted defect does not
exceed n specified maximum, the measured value, M, must fall between even
tighter test llmits,‘“'aeﬁned as upper and lower decision limits D and D f

respectively. A go/no-go decision is then based on whether the measured value
falls inaide or outside the decision limits and not the weapon system specificp-
tion limits. The decision limits may be set at the specification limits or some
fraction of the specification limits. That is:

( D, Dl) = a(su, 51) 4)
w hcm 0<as'l,
This is shown’ graphically in Figure 1 [3].

i
In Figure 1, it can be seen that 6 = tnop and 'y = =& nop) represents

the upper and.lower specification limits and the upper and lo\<er decision (test)
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,’ limits, The normal distribution curve dround M is also shown to clarify the .
proposition of setting the decision limits less than the specification limits,

The probability of an undetected defect p (@) is the probability of
simultaneously getting a measured value, M, within the decision limits and an
actual value X outside the specification limits. The probability of getting a
measured value, M, within the decision limits is f(M)dM. The probability that
the measured value resulted from an actual value, X, outside the specification
limits is

1- [1x/M)ax . . | ®

The simultaneous probability 18 the product of the two individual pxjobabllities:

33

—n




»

5

lfumdMJ ll - f(X/M)dXJ ) (@)
The probability of an undetected defect s the summation of the above probability
over all possible M's between the decisiop Hmits:

. np | s
v u u

pay = [t |1~ [ tex/Mdx |aMm. ("

Dl sl P

The probability of a false alarm p(8) is the probability of simultaneously
getting a2 measured value, M, outside of the decision limits and an actual valve,
X, inside the specification limits. Similarly, ) :

D S 5
1 ) u +90 u .

pr = [ t| [ x| dM+ [t | [ f)dX| dM . (8)

o0 S D <] . .

‘ . _ 1 u ]

In equations (7) and (8) the limits are expressed as follows:

D1= N-vy
Du= N+vy
S1 = N=0
Su=N+-9 , 9)

and f(X) and f(M) are as defined in equations (1).and (3) above.

Substituting f (X) and f (M) into equations (7) and (8) gives.an integral
equation which is, according to Duncan 4], in the noncumulative form and can~
not be integrated in closed form. Numerical approximations have been obtained
and set up in tabular form. However, in order to obtain reasonably close

engineering estimates of p (@) and p(3), an exp&nential'of the form ex and .-!
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- is used and the integration performed with the limits of equation (9) substituted.

in this manner, the p (@) and p(4) equations are obtained in terms of ot Ty o,

and v (the desired parameters) and reduce to the following equations: !
o - vyo_+vyo
-1.15 | P10
()’m Opdm
p(a) = 20 -0 |¢ .
p m ' :
. 60 +y0_ + 0
-1.15 | ——P——10
o a0
- m pm

m - ,
i AT C 1o
p ‘m _. o
- X : - b
1.1 <0p> 0t-to ot 1. 15(",,)
p(B) = e T et T |¢©
P m .
B0 ~vyo +vyo
-1.15 it
o A v o
+ e -pm
2fc -uo ) - ‘
P m
: B +vyo +
-1.15 | —& T m
a o o o* . (11)
m p .

Equations (10) and (11) were solved parametrici,lly assuming that the
weapon systems specification limits fall at the 3-sigma points fi.e., 0 = 3ap)

for the actual parameter value distribution for a series of values of the following
ratios:
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m _ measurement deviatnan o
- = = accuracy ratio
op parameter deviation y

¥ o measurement limit
N~ specification limit -

= decision ratio.

The computed values were plotted as functions of p(a), p(B), L /0' ,

and ~/0 . The plots are shown to different scales in ii‘igu.res 2, 3, and 4.

3. Multiple Check Probability

The discussion up to this point has been concerned with individual
measurement error probaoility. It is often necessary, in the checkout of a

- UUT, to make two or more sequential tests on the same unit, Under such

conditions the overall error probability becomes a function of the number of
sequential tests, m, -and the individua) test probabilities, p (v).and p (8).
The multiple check probabilities, P(a) and P(p3) may be computed t‘rom the

" following equations: .
\ .
I l \ - m 4 , :
‘ i_f(m =1- 1 [1 p(a)i] T (12)
| o= Lo
\ .u' m X v
P(3)=1- N [l-P(B)]. S (13)
$ i . )
\ i"'-.l .
& ' '
where

m - number of tests
pier) = individual test probability of undetected defect
p(.3) = Individual test probabiliq, of false alarm

Assuming that p(«) and p (; 3) are the same for all m tests, then equatlons
(12) and (13) reduce to |

1-11-p(a))™ ' (14)

Pa)

Pi)=1-[1-p(3))™ . . (15)

it
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I ojuanons Fra danag (lar were soived lor a series ot values of pooy . pig
and moand are shown in plots of two different scales in Figures 5 and 6.

The merc common wiy of expressing measurement accuracy {8 48 a
plus or minus percentage of full grale reading with a certain confidence, The

standard deviatiens v or:  can be expressed in percentage when the measurc-
[44] P

menta are made at nearly full scale. The relationship between o and percent is
as follows:

X (ﬁ-) o0, (s,
where
:X7% = accuracy in percent fuli scale
o = standard deviation

n # desired confidence level (i.e., 1, 2, 3, ... etc,)
full scale deflection of instrument.

o)
o
W

A more complete and detailed discussion on the above dérivation of
error probability density functions and their relationship to test equipnmient may
be obtained from Moon |5, 6]. The objective of this effort is to apply the
mathematical models as shown to the design criteria of the LCSS-ETG

equipment, oI
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Secrion I, TEST PLAN

Pre poape o ine tostpooram e o ol Ly oo raadoa saomple of
Meast rerients to establish estimates of the aco iraey . precision, and stability
oi the Cifrerent neasuring and stimlating svstems o1 the LUSS-E1G over the
fall-scale ranges of the equipment. Al values arce. of course, only sample
cetinites based on limited samples of values from only tvo machines. Care
should he tiken when assuming that these two machines are representative of
the popalation of inachines,

1. Test Design

Two ETG sets were available for use. In view of the complexity of
the ETG, it was decided te include in the test design the effects of time delay
between the measurement command and the actual measurement. ETG specifi-
cations called for various time delays, In order to check for the effects of
transients and drift upon short delays and long delays, respectively, it was
decided to use the specified delay, and 3 times and 5 times the specified delay.
The effects of repetitive measurements were also considered by including test
time durations. The durations were established as four 1-hour tests and one
4-hour test periods per machine, and delay times. The test design is shown in
Table II, from which it can be seen that each combination of machine, delay,
and duration is tested for 4 hours for a total test time of 48 hours for all
combinations.

In order to filter out as much test environment bias as possible, the
test sequence was randomized. The randomization would tend to filter out

TABLE 11, TEST DESIGN

Machine 2 5 % hr by
Tape delay A|l Bl C| A] B| C| duration
Test run hr freq
duration 1 4 14 4 4 4 4 4 24
(Nom, hr)

4 1 4 4 ) 1 4 4 24
2 hrby tape 8 N R E < | A 4R
. . .
= b }.)“ 24 24 48
machine
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S~ Mt e e U atiens o T perte Be work vanaticns, aperators,
tirne-or day eftecie v The sbyective of randomization is to increase the
prohabubite that 1 camnle e candnm and inecrease tha nrohahilite that inhoeront
coaaraaneatial bui-es are eliminated  The randomization was done using a
random number penerator coded for davs, hours, machines, and delays. The
randorized sequence as determined by the random number generator is shown
in Table HI. The machines are designated as 2 and 5 corresponding to their
RCA serial numbers, ETG -002 and } TG 3-005, respectively. The delay
times are desigrated as A, B, and C {nr the 1, ¥, and 5 multiplier of specified
delavs, respeetively,  The numbers shown in parentheses in Table I refer to
the tost . numbers vsed for Licstification in the computer programming. The
numbers run sequentially from 1 through 48 corresponding to the total 48 hours
of testing. With Tablcs I and 111, all the data can be identified, classified, and
grouped ir any combinition of test conditiona for analyais.

2. Test Method

The test method was designed to simulate actual operational tests as
performed on a weapon UUT by the English Language Program tapes. It was
considered that this method would provide maximum data in a minimum amount
of test time. Also, it was desired to leave the ETG sets available for other
testa and uses as much as possible during their limited availability at Redstone
Arsenal. It was designed to minimize operator error, biases, and interpreta-
tion simulating actual UUT test conditions,

A program:ined semi-automatic test tape was compiled to make measure-
ments and observations rapidly and automatically. The tapes were identical
except for the programmed time delavs between stimulus command and measure-
ment execution. General instructions were provided the operator for running
the tapes and all measurements were performed and printed automatically by
the ETG. In programming the tapes, interrupts were inserted with the proper
instructions to the operator where manual switching is required,. "It was
gpecified that the operator, prior to running the test tape, would:

a1 visually inspect the ETG machines for defective or misging
compaonents

b+ check out the hook-up and main functional arrangement

¢ operforn all preliminary operational checks

d+ make at least one guccessful run on the ETG with the RCA calibra-
tion and maintenance (C&END tape

¢ log all unusual conditions prior to and during the test tape run.
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I he standards uged s reterences durtng the test program were Incated
incide o adgacent to the FTG. The standards were prov ded and calibrated by
thee 1© & Armu Metrolose and Calibration Center. The ollowing cauinment wis

used e stardasds:

at D-C standard’/ Dy ¢ differentin! veltmeter HP 7108

bt Kelvin Vauleyv divider ESI 722

¢) Electronic counter HP 5215L

4+ Audjo voltage standard Holt Avs 323

e¢) Ratio transformer Gertsch PT-2

f)  Oscillator HP 211 A

g)  RMS A-C di‘ferential voltmeter John Fluke 931 A

The semi-automatic test tape has a general test procedure to program
the appropriate ETG system to measure and print the corresponding valucs in
the following sequence:

shorted Input
external reference
self test reference
stimuli

external reference.

This sequence provides data to compute estimates:

measurement bias 01‘1‘01( (b)
measurement accuracy error 4 )

stimulus setting orror( (’s)

all relative to a known oxternal standard reference.  The following FTG
measurement paramelers woere written into the test program tapes as functional
groups:

Test Operation

Series Number Parameter Measured
100 de voltage
200 Resgistance
300 Frequency
100 ac voltage (100 Hyo
a0p ac voltage (20 Hao
4




Teat Operation

Crmbdnm Ve ne ba)
PN 4 AL O cvaRiiAv 2 a

mmmaa A W& .. ]
@ AllCW 1 mtasuicu

A00 ac voltage (10 kHz)
700 ac voltage (1 MHz)
500 Pulse train

Each fine on the programmed printout is referred to as a single observation.
All observations as printed out are identified by their operation number and
parameter. On the complete tape going through all series (100 through 800)
there are 101 obscrvations (i.c., measurements). During each hour of test,
all measurements were replicated five times. Table IV {8 a compilation of the
complete test tape sequence of measurements showing the parameters, test
operations numbers, tvoe test, ETG component, ETG full-scale range, teat
conditions and the expected measured value or standard value.

3. Test Measurements

A complete set of the test tape results are shown in Volume II,
Appendix A, The data shown therein have been corrected for obviously bad
data and printout errors. In the great majority the data are duplicates of the
original test tapes as printed out by the ETG.
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Section 1V, DATA ANALYSIS
1. General

The semiautomatie test tapes were run on the ETG-3 machines in
accordance with the randontized scquence shown in Tuble [, On the tapes are
101 meusurement commands.  Fach tape was replicated five times in each hour.
Each machine was tested for 24 hours fo. a total of 4% hours, Therefore, the
total number of observations is ron:puted as [ollows:

‘\:T = 1071 obs rep. v 5 oreplhr o d4s B o 25,240

for all combinations ol machines, time delays, durations and parameters. The
101 observations are hroken down into a certain number for cach parameter.

A breakdown of the total number of observations for anv combination is shown
in Table V.

The measurements data were printed out by the ETG-3 printer on paper
tapes, The data were coded for computer use, punched on input cards, and
identified by test set numbers 1through 48, The test set numbers included
identification by machine, time delay, duration, date arnd hour of the day. The
data used are subject to at least two sources of error. The first is machine
printout errors. If a measurement was different from the last measurement
of the same operation by less than a factor of two, it was included in the analysis
as recorded, If the difference was greater than a factor of two, the measure-
ment was excluded from the analysis and recorded as a machine "'fault” or
"dropout.” All data replacing dropouts were estimated in accordance with
established missing value procedures. Sample computations were made, includ-
ing dropout values, to assess their effect on a computed statistic. The factor
of two may not be the optimum factor but was selected to avoid any arbitrariness
on determination of which values to exclude. The second source of error is the
transfer of data from machine printout tapes to input cards. Obviously all
errors were not eliminated and the results include the errors which could not
be identified or which were overlooked. The data used for the computations are
shown in Appendix B of Volume II. Lines are drawn under values estimated
for dropouts. The total number of dropouts was 54 out of 24, 240 observations.
A list of dropouts by operation number is8 shown {n Table VI, which also tabu-
lates the dropouts by machine, delay time, and duration on an hourly basis.
Shown for comparison are the operational faults on the C&M tapes which occur-
red at the time the test tapes were run. A description of the faults is listed
below the table. Also shown is the ETG-3 parameter being tested by each
operation, The 800 series of test o1>m",'ations {pulse train; had the largest




TABLE V. SCHEDULE OF OBSERVATIONS BY MACHINE, TIME
PELAYS, DURATION AND PARAMETER

Machines ETG3-0002 ETG3-0005
Time Z by
Delays A B C A B C Parameter
Durations 1 141211411141 1141171411 and Scale
10 vde 12i=l=|==l=|=(=|=|=]|= 1440
250 Vde gol=l=l==|=|=|=|=|=]= 960
1000 mVde gBol=|=|=l=l=]=|=|=|=}|= 960
10 k ohm 80l=l=l=j=|=|=l=|=]=|= 960
resistance
100 ohm 40 480
resistance
” 1000 k ohm 40 480
& |resistance
&
@ | 1000 kHz B0 960
:E; frequency
% |10 Vac 380 4560
& {400 Hz
o
S {10 vac 260 3120
& |50 Hz
£
250 Vac 340 4080
50 Hz
10 Vac 120 ¢ 1440
10 kHz
250 Vac 220 2640
10 kHz
10 vac 40 480
1000 kHz
Pulse 140 1680
Train
z I\lTD 2020 = = = = =)= | = = = | =
L[{TD 4040 = = = = = 24’240

4

M
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FARBLE VI, COMPILATION OF PROGRAM DROPOUTS AND C&M FAULTS

ﬁ T n

(T

Teat Funetion Cheeks:

-

cad Joner. _...?; oer. Lo [0

SRR i

trodler V1

st telapler CLAD) routing anidrches V16 and B

switching dute character SDL-2

124 = l-megohm inpul impedance o digatal ninftdmeter (1300 oo ¢
with de standard output.

129 - diggital multimeter (1A5) 0-9_ 99V K reststance measureten? scile,

137 = resistance across capacitor C7, Test continaes by checkgng <7 0 v de
Hmit on dighal pultimeter cealstunce comerter output i k
and 0-

153 - witvelorm camverter (161

d N1, ) drivers,

nrter

o | SR RNT'S

b

19, % ohm: measurement scales,

19,49\ peak veltage measuremaent seale
using prote- amd 7V BMS output of ~elf-

B - tent puints connected 1o fixed resistors mounted on contidence and
muaintenance patchboard.,

176-1=s - chech operation of 0-10 Vo de pxeacr supplv fA<).

201 - hits dn polse generator rosults cownter Umosi sterificant
Also checks waveform converter renults counter 3 least sigriticant

ke deseuds '

st reference 1ATY

NtHy

-0 i 02 - chanpes oscillatory status bevel pulse repetition frequencey to check aanve-
for
“”7 225 . sigmal condittoner chopper drive Irequency and digia) multimeter 100
mVde measurement range by messuring 200 inVde output frons - 10 Vo
pover supply 1A, .

157 263 - output of 0- I Ve poner sapph 3 oTAT) on MBA terminals Before

comerter 1AG results counter 2 bit in sceond decade,

. B EERDET

RiLH s~ R

l j e receipt o! apply command and resdstanee at 0- 10 Vde pover supphy O
[ i | CTAT-A 1 autput tor 3 2 oho load,
. N

MEITH [ NITEOCS B
T [T TN

. ST

BT - Measures U= 0 Vde power suppls % 0 LaEs< A ATRA autpat with supplhy
programmed 1o 0 Vde,

= 304 ¥t povwer supplv «TA12) MBA Gntput. .

- frequensy of signal generator VY osclllator (8G 1 output on ATHA
terminads.  Then checks signal gencriator (8GH and waveform
comverter 1)

- NG output trequency on MR terminads,

~ peeriod :_._x._l.». penerator (14170 PGXS main outpat. T ost also checks
unit appdy (unction of PGN main ootput,

- pulse width of pulse generator (1A main output on MBA terminals,

- palse width ot pulse generator (1A T2 madn output.

~ amplitu ic of pulse generatoer (1A 1T main cutput,

splitude of pulse generator 13IA 1T main output. . Test continues

o

SR, .ﬂ]., .

1i

TR

Loy — e = -
Coa! . K

chiching amptitude ol pulse generator main outpat.
- TPALD In measuring continuity trom HRA0 ] npormally open contaet to
arim. HSALD energired.
S19 - aindetermtned): G11 - rundeterminesd - si6 - dundetermineds,
Giperafions s Tae- Jo3 10 Vede: Jog- Tow 250 Vide: DI6- 120 100 mVde; o=
16 K resistance: 206-200 00 TK resistance: 206-207 10W00K resist-
anee: 60LIn 10 hHe tregnenov; 00- 13- 10 VEMR e 1L
Wwi=312 16 VAN 230 VRMS 50 Heo vol-i
It VIMS B RHz: 607-017 250 VEMS 1o kHz: T01-T02 Je VitM-
- 1106 Ll sel-~0% palse ragn,

'
i
i
i
i
i
i
i
j
i
'
!
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minber of dropouts with 32, Test hour 4R had the largest num’er of dropouts by
the hous with 13, A coveolatinn of r‘rnpﬂllfﬂ with C&M faults is evident. In the
table the hourly test set numbers are in the upper right square. In test set 2,
aperation 400 was a dropout.  Operation 400 measures 10 VRMS, 400 Hz ac
~oltage. The corresponding C&M faults, obtained from the machine daily log,
“nich eould be the cause, 18 318 and 323 which checks the signal generator
frequencey. A complete analysis i8 bevond the scope of this effort, but would
vive additional insight into test set problems.

2. Statistical Computations

The main objective of this program was to determine an estimate of
the stundard error of measurement (measurement standard deviation) for the
difforent parameters and scales of the machine. This {8 referred to earlier
s This statistic would be used in conjunction with the weapon system

parameter standard deviation op to obtain an estimate of the accuracy ratio,

Thix ratio is needed to determine realistically the statistical probability of
undetected defects and false alarms in the go/no~-go chain. However, an attempt
has been made to estimate other characteristics of the ET(G-3,

\When a measurement is made by the ETG-3, there are three primary
sources of error. These are: i

a) inherent machine bias error, %G

by machine measurement accuracy error, €

¢)  machine stimulus setting error, €

To illustrate, suppose the English Language Test Program Tape com-
mands a certuin voltage be applied to the UUT with a specified response to that
stimulus to be measured., The circuits providing that stimulus may be effected
hy a previous operation (bias), the measuring device may sense the bias and
read erroneously (accuracy) or the bias and accuracy may be acceptable but
the voltage applied was not the value specified (stimulus setting). Naturally,
ceqnbinations of all three may exist on any given measurement.

Estimates of bias error, f,e were obtained by programming a shorted

input (Sl operation as shown in Table IV and measuring for a response.
Fatimates of measurement error, (0 were obtained by measuring an accurately

Lnown value from one of the external reference (ER) standards mentioned
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previously and subtracting the hias errcr. Estimates of the stimulus setting
error were obtained bv programming » stimulus from one of the ETG-3 l
components and subtracting the bias and measurement errors.

The error estimates were computed with the following equations:

N
z(sr. - EV)
i
=1
('b = N ' (17)
where
SI = shorted input value
EV = expected value
N = number of responses.
N
z (E:Ri - EV)
_i=1
R T (1s)

where ERi = external reference measured value.

N
z(mvi-Ev)
{=1

es = N - Ea ’ (19)

where MV = measured value of ETG-3 component (e.g., DA-1, DC-1, STR).
The above computed errors are the means of the differences between the actual
(or expected) value and the measured (or unexpected) value.

The standard deviation of measurement am) is computed by the follow-
ing equation:

N
X[ (MV - EV) - (MV - EV))?
P =1
Sm N-1 ' (20)

57




which is the measurement variance. The standard deviation is simply the
AGuaiy i\‘n‘.t( S“ )u{ il equaiion and is designaied S raibier ihan o since ii iy

computed from a limited sample of data,

The statistics as computed with the above equations were computed in
tun wava, The first computations were made for each hour (test set) of
testing. The purpose of this was to use the estimates of these statistics as
respeonse variables for a subsequent analysis of variance. The analysis of
variance enables one to test for significant differences between factors. In
addition 1n testing for significant differences hetween the mair factors (. e.,
nuchines, tiime delays and durations), tests can also be made for differences
between second ovder or interaction effects (e.g., machines x time delay
cffects) as well as third order interaction effects. The second set of
calculatinns was made using all observations for each parameter, These are

referred to as the averall values of ‘b €ar g’ and SM' These calculations

are more sensitive to subsequent tests due to the much larger sample size
and greater degree of freedom, -

The hourly computations are shown in Volume 1I, Appendix C. These
values were computed with small sample size and degrees of freedom and are
uscd only in the analysis of variance computations. The overall statistics are

shown in Table VII. \While the statistics D €@’ and € give some indication

of the machine error by parameter and scale, the measurement standard

deviation SM is the important statistic from the standpoint of machine variability

and determination of statistical control of desired probability levels of
“undetected defects” and "false alarms,' p(«) and p (3).

3. Analysis of Variance (ANOVA)
) : 2
The hourly computations of Gt €qt g’ and SM were used as
responge variables for analyses of variance of all parameters and scales.
Henee, there were 4 X 14 = 56 analyses performed. The statistical models are

. ik = +C 4+ + + + +
:)(i. kK, I} u+ Ai + Bj ('k ABij Acik Bcjk ABCUk el(l]k)
(21)
and similarly for ar 'y and S“E. This model assumes that each response of
crrovs o, ¢+, r_ and variance S_.° 1s the algebraic sum of:

b' a' s M
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o a universal mean of the error p (i.e., the true ervor or variance
b, a machine effect on the error or the variance, (‘,'.L

¢ a time delay effect on the error or the variance, B,

a e tinn offeet on the errer or the variance, /‘.i

veooun interaction effeet on the ¢rror or the varianeo, \Bi,, AC

BC_ . AIC, ok
K ik
- rmeam cedicual Cipevimental crror,

Vg

Since the maodel is fised, none of the effects can be determined absolutely.
They cun be measered onle as differential deviations, i, e.:

=

the '\i ¢lfects ar deviations from pu
by the Bj cffects as deviations from p

¢ the U, cifects as deviations from p
I

ik i k’
and 13+ Ck respectively

i :

¢! the .-\B(‘,m( as deviations from A‘ + Bj + Ck'
Because of the large volume of data and the number (56) of analyses required
to cover all combinations of parameters and statistics, the analyses were com-
puter programmed. The program used was obtained from Edwin Bartee and
was compiled by J, A, 8Svestka., A printout of the computer program is shown
in Volume 11, Appendix D, including dimensions and correspondence state-
ments and subroutines. Each combination of machines, time delays, and dura-
tian, of which there are 12 (2 x 3 ¥ 2), had four responses in each cell. Since
cach hour of test was replicated five times, four responses, which represents
{ hours of testing, was the average value for that hour. Table VIII is a com-
pletely coded layvout of the data input to the analysis of variance. The table
identifics the factors in the mathematical model | Equation (21)], the test set
numbers, the date, and the hour, To illustrate, the four response values for
the cell representing a 1-hour test duration( Ai)' with the specified delay time

(Bj). on the ETG-3-0002 machine(Ck) are data test sets 2, 12, 45, and 47

which are coded as 1, 2, 3, and 4 for input to the computerized analysis of
variance. A computer printout of the input data to each analysis of variance
andd the ANOVA results are shown in Volume 11, Appendix E.

dr  the ABU. AC ."ncjk as deviations from the A nj, A +C

ti)




TABLE VIII, COMPILATION OF HOURLY TESTS BY MACHINE, TAPE,
DURATION, DAY AND HOUR

Muachines (Ck) A ’
S ETG3-0002 b L ETGa-000, Dura- |
Tuapes ”)’i) 1 3 ) 1 » b1 tion ;
¢ 7 23 3 j
2 1 9 9 ) 17 ‘ 25 19 4 11 |
i
2/14-14 | 2/15-11 ) 2/18-10 [2/19-15 [ 3/01-14 | 2/20-9 _J
. 26 4 2’ ;
LA R e B T B Ll BT AN B PR
Thr |2/23-11{2/21-11 [ 2/23-9 ]2/29-11 | 3/04-12 [ /29-12 | 2
X 2 35 5
o gy 1 a5 19 27 27 ag o !
<" 3/27-14 | 3/26-13 |1 3/11-10 | 3/13-12 | 3/18-9 | 3/12+13
= 4 : .
2 T TR BT IR TR as M
£
= 3/29-9 | 3/29-12 | 3/28-12 |3/13-9 |[3/21-10 |3/19-13
; 3 : 1 3 5
& 21 ° M T a8 2| 9 M| g PP
3/08-10 | 2/16-8 |3/01-8 [3/14-10 | 3/20-% |[3/18-10
¢ 38
99 O 5 M| 1522 2930 4o 3| g5 6
3/ 08- - 3/01-9 |3/14- 3/20-9 |3/ 18~
4 hrs 3/08-11( 2/16-9 |[3/01-9 |3/14 11‘ 3/ 20 3/ 18- 11 21
93 7 o 15 17 23 20 31 11 39 Iy 47
i Qi
3/08-12 | 2/16-10 | 3/01~10 |3/ 14-12 | 3/20-10 |3/ 1812
24 B 7 10 18 24 31 % 42 10 a7 1A
3/08-13 | 2/16-11 | 3/01-11 |3/14-13 | 3/20-11 |3/ 18-13
2 Tapes 8 R 8 8 R 8 S
Y Machine 24 24
Code: 1 Code number for analysis of variance data input

2 @—t———— Teat set identification number
Date of test in 1968
Hour of test (e.g. 1400 or 2 pm}

2/ 14-14
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4. Test of Hypotheses

A statistical hypothesis is an assumption about the population being
sampled, [t usually consists of assigning a value to one or more parameters
of the population. A test of a hvpothesis is simplv a rule by which a hypothesis
i3 either accepted or rejected.  The rule is usuallv based on sample or test
stalistics used to test the hynotheses. The critical region of a test statistic
cvonsists of all values of the test statistic where the decision is made to reject
or accept the hypotinesis. Since hypothesis testing is based on chserved sample
stiatistics computed on N observations, the deeision is alwavs subject to errors.
TE e By polte 2is s roudiv ceuc oo, s rejected by the sampic statistic, a Type |
crror is committed.  The probability of & Tvpe I error is designated as a. if
the kvpothesis is accepted when it is not true, i.e., if some alternate hypothesis
is true, then a Type I1 2rror has been made. The probability of a Type 1]
erros is designated 3,

The overall values of « .« and ‘o for all paramelers were tested

b' a $
with the iollowing hypotheses fur the samuie error statistics:

Ho, b T 6o 0,05

Ho, ¢ =0 « = 0.05
* a

Hoy g ” o= 0,05,

The alternate hypotheses arve:

(S ]
Hig o # 0
i, . £ 0

- H
Hly: o 2 0,

3 5

The computed estimates of the errors are the differences in means.
The hvpoethesis (Hoy is that the errors are not significantly different from zero.
This is based on the assumption that the universe mean of the errors is zero.
It the basic hypothesis is rejected {at the (1 - ) level of confidence] the
alternate (H is accepted. fHowever, if the basic hypothesis is accepted at a
specified level of confidence there is still a chance that an error of the first
Lind has been made.  In testing hvpotheses pertaining to the universe mean
the procedure is simplest if the standard deviation of the universe is known.
In this cnxe the sample errvors are treated as having a normal distribution with

02 | Best Available Cop



a mean equal to the universe mean; but, the universe standard deviation is
withnion g, pence, the correct test statistic 18 the 't gtatistie.  the 't

statistic is used when the standard deviation must be estimated from the sample
data. The 't' statistic is computed as follows:

't - 223
(ay  §'NN feet
where
_S = calculated mean
X' = universe mean
N = gample size
o = risk = 0,05
and
1
N _\2 /x
z:(.' - x)
i ~EF
=1
= 3
] N - 1 (2

1f the computed value of 't' is less than the table value, for N - 1 degrees of
freedom and @ = 0, 05, then the basic hypothesis is accepted and the ilternate
is rejected. A computer printout of the results is shown in Volume II,
Appendix F. A summary {s shown in Table IX in the row labeled ""'t' Test of
Overall Values."

In the ANOVA the basic hypotheses are as follows:

Ho: Al =0 =010
Ho: Bj =0 a=010
Ho: Ck =0 a=010

and similarly for the second order (ABij, etc.) effects and the third order
(ABCijk) effects. The alternate hypotheses are:
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and similarly for the second and third order effects.

The objectives of basic hvpothesis tests are to determinc that the main
factors of duration (1\1), time dolny( I’,i) und machines Ck as well as inter-

. actions between main fuctors (('. £, Aﬁii) do not significantly effect the response

variables, € 4t Cg' and S* and they are essentially zero, i.e., there is no

treatment effect. The test statistic is the F distribution which is the ratio of

two independent chi-square distributions. This means that the F distribution

is the ratio of the mean squares between treatments to the mean squares (Ms)
within treatments or mean square for error.

_ MS (treatments) ('94 )

F(G') N MS (error)
where
_ ..Bum of squares or
MS (treatments) degrees of freedom (25)
MS (error) = gum _of squares (26)

degreea of freedom ’ h

If the computed value of F is equal to or greater than the table value of F for the
get level of confidence (&) and the proper degrees of freedom then Ho: is
rejected and Hl: is acéepted. A summary of the results of the ANOVA i8 shown
in Table IX. The ANOVA printouts for each statistic and parameter are shown
i Appendix G of Volume 1I.
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Section V. DISCUSSION

‘I his analys1s has been primarily concerned with the estimation of the
measurenient variance and secondarily with the bias error, measurement error
and stimulus setting error. The estimation of these statistics has been done
with n sample of data taken from two machines. The analyses have also esti-
maled the effects of time delays and duraiion of tests on these statisties. The
statistics were computed for fourteen different measurement parameters and
scales performed Ly the ETG-3 test s¢ts. These parameters are not all of the
functions of the machines and represcent, at hest, anly.a partinl test program.
The results represent estimates for a small sample of machines, factors, and
measurements, and, should be accepted as such. The results shown in
Tables VII and IX will be discussed briefly. The discussion will be categorized
by machine parameters which are probably of greater interest to machine users
than the sample statistics,

1, 10-Volt dc Scale

In Table Vi1, the estimated value of the bias error is 0, 000946, the
accuracy error is -0, 00197 and the stimulus setting error ts 0, 00106, The
stancdard deviation is 0, 02515, Tahle IX shows that the hypothesis that the hias
error is not significant Ho:eb = 0 1is rejected. The hypotheses that € 0

and €~ 0 werc accepted in the 't' tests. In the ANOVA portion of Table IX, it

is shown that machine effects were significant; i.e., Ho: C_= 0 was rejected

k
for both statistics Eb and Cgr In Table VII, the 38 level of standard deviation

expressed as percent full scale 18 0.8 as compared with the specified (assumed
38) value of 0,04 percent, This {8 a factor of 20 higher than specified assuming
the specified values are correct.

2. 250Volt dc Scale

For this parameter, the hypotheses that % and = 0 were rejected

indicating that there are significant bias and stimulus errors on this parameter,
The ANOVA reveals that the contributing factors to 4 and € are main effects

of delay time and machines and interactions between delay times and machines.
The estimated values as shown {; Tuble VII are 4= 0. 147, €8 = -0, 0798,

g ® 1.77 and 8§ = 2,975, The 3S level expressed as a percent = 3.6 as compared

with the specified value of 0. 08 percent, a factor of about 45 greater.
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3. 1000-Miltivolt dc Scale

The sample of data reveals that all errors were significantly differ-
ent from zero. The ANOVA indicates that all factors significantly contribute to
bias error. Delay times, machines and delay time-machine interactions contri-
bute to o All factors except durations contribute to ‘. and delay times and

machines contribute to the variance, S%. The estimated values in Table VII are

fp= 0.349, ¢ = -3.46, €g = 0476, and §= 2,40, The 38 level is 0.7 percent

as compared to the specified value of 1.2 percent.

The rest of the parameters are left to the reader. An overall look at
Table VII shows that the machines have met the specified standard error of
measurement on the 100¢-millivolt dc scale, the 10-kilohm resistance scale,
the 1000-kilohm resistance scale and the 10-volt PP ac voltage scale at
l-megahertz frequency. The 100-ohm resistance scale is close with 2 percent
as compared with 1. 73 percent specified. The 10-volt ac 400-hertz scale is
not good with a 19 percent as compared with 0. 3 percent specified. The worst
seems to be the 1.0 megahertz frequency parameter with 0.5 percent as com-
pared with 0, 0011 percent specified a factor of about 500 greater.

Table IX shows the bias error was significant for all parameters and
scales, Accuracy error was significant for all parameters except 10 volts dc,
250 volts dc, and 1000-kilohertz frequency, i.e., 11 out of 14. Stimulus setting
error was significant on all parameters except 10 volts dc, 1000-kilohertz
frequency and 10 volts ac, 50 hertz, i.e., 11 out of 14.

The ANOVA portion of Table IX shows that test duration( Ai)waa detected
as a significant effect on the responses of G €qr G and 8% in only 4 analyses
out of 56, The main effect, delay time (Bj)was found to be significant 21 times
was found to be significant 46
1y’ 6 times; Aclk'
Bcjk. 11times; and ABC 8 times out of 56, Machine effects far out-

ijk’
weigh the other main and interaction effects.

out of 56. The main effect of machines (Ck)

times out of 58. The second order effect, AB 13 times;

The estimates of the standard deviation of measurement(SM) as obtained
from this sample will be used as an estimate of T Previously, the use of T

in the determination of an accuracy ratio was discussed. Also, the use of the
accuracy ratio, decision liniits and p(a) and p (i) in the determination of the
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statistical capability of the test sets for single tests, With the values of o
m

as obtained a few cxamples will be made with actual values of the weapon system

components tolnram-va( ap). Also, decision limits will be assumed. The

parameters 1000-millivolt de scale, 10-kilohm resiatance scale, 1000-kilohm
resiatance seale met the MIS-6000 specifirationa. These paramoters and thels
values are used in comparison with missile specification values for components
which would require testing on these acales. Also, one of the parameters which
did not meet MIS-6000 specs, the 10-volt de scale. ia included for comparison
purposes. The sample estimated vajues of the standard deviatior (”m) for each

of these parameters is divided by the component standard devi ation(op to
obtain an accuraey rntic-(nm /«rp). Decision limit ratios /1, of 1.00, 0. 95,

and 0. 90 were assumed 1or this example,

The values for each weapon system are actual values obtained from the
system specifications. The TOW system tolerances are busaed on 20 levels and
the SHILLELAGH syvstem tolerances arc based on Uo levels The values of n
for hoth systema were obtained from the system tolerances accordingly. The
values of p(a) and p (1)) were obtained from the computer printouts used to
plot Figures 2, 3, and 4, The results are shown in Table X,

The systemy components are as shown in Table X1, Similar analyses
can be made for other parameters and scales and weapon systems,

Table X demonstrates the relationships between accuracy ratios,
decision limits, undetected defects and false alarms for single tests for actual
system components. It also demonstrates the trade-offs and compromises
available to hold certain p(«) and p(3). A component of Shillelagh has a 50-
percent tolerance of measurement on the 1000 millivolt dc scale which glves an
accuracy ratio of 0. 014 o1 about 70 to 1 when compared with sample Um found

for the ETG on that scale, Therefore, the probability is that practically no
undetected defects will get by the teats; however, some false alarms varping
from 1 out of 1000 to 1 out of 100 depending on the decision limits will probably
occur. An accuracy ratio of 0. 504 (about 2 to 1) shown for TOW componen: on
10~volt de scale will result in about 1.5 units out of 100 at decision limit of
1.00 to 1. 1 units out of 100 at decision limit of 0. 90 passing with "undetected
defects.” Similarly, 5.6 and 6.6 "'false alarms' will occur out of 100 testa.
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Section VI, SUMMARY

This analysis effort has resulted in estimates of bias error, accuracy
error, stimull setting error and overall standard deviation of measurement
(ETG precision) for 13 different combinations of parameters and scales that the
test set is capable of measuring. The sample statistics are, of course, subject
to sampling errors, hidden or undetected effects and to human errors in the
test program and the computations. The test program could be improved and
the statistical comnutations expanded for a more complete and detailed analysis
which mav reduce some of the {nherent errors in the test program and computa-
tinons. Howcever, the results found from this sample of data give good indica-
tions of the following conditions of the ETG-3 test sets.

a) There is significant bias error(eb )on all parameters and scales
tested.

b) There is significant accuracy error( ea)_?n_‘ll out of 13 parameters
and scales. (10 Vde, 250 Vde, and 1 MHz frequency accepted).

¢) There i3 significant atimulus setting error( es) on 10 out of 13

parameters and scales. (10 Vde, 1 MHz frequency, 10 VRMS,
50 Hz ac excepted).

d) A significant effect of the main factor test duration (Ai )was
detected on % two out of 13 parameters and on s? two out of 13
parameters,

e) A significant effect of the main factor delay t.lme(Bj>was detected
on eb nine out of 13 parameters, on ‘% three out of 13, on €, seven .
out of 13, and on s? two out of 13.

f) A significant effect of the main factor machines (Ck) was detected

on ¢ 12 out of 13, on ¢ ten out of 13, on ¢_ 13 out of 13, and on s’

11 out of 13.

g) The ETG is meeting the MIS 6000 specification for precision on only
four parameters out of 13 considered or about 30 percent.

h) On the basis of the weapon aystem tolerances used in the sample
comparisons, the ETG will not be able to hold the specified "'across
the board" 1 out of 100 probablllties for single checkouts except
where the system tolerances are broad resulting {n a high accuracy
ratio. Multiple sequential test probabilities will be worse.
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i1 The present situation of incompatibility is between
1) across-the-board 1 out of 100 probabilities
21 MIS 6000 specified LCSS precision

3) unreasonabhly close tolerances for weapon aystem UUT's

-—

)  English Lunguage Test Program requlréments which must be
resolved in a comprehensive manner.

The pulse train 1s not included {0 the parameters as no suitable specified
capability for the pulse train vus found and also due to the excessive percentage
of the total dropouts (30 percent) found on the pulse train portion of the test
program.

The teat set functional dependence cannot be commented on even though
it was considered to huve had orly 536 commmand dropouts out of 24, 240 commands;
future tests could possibly obtain an estimate of functional dependence in light
of the presently obtained estimates of precision. That is, the factor of 2
variation from an expected value used in this analysis could now be tightened
up to obtain a better estimate of functional dependence. This would probably
lower the variability and functional dependence. ‘

A more complete test program is considered highly desirable. [t should
be performed on a continulng basis by the LCSS Project Office or the prime
contractor, Tests should be conducted in the field to obtain estimates of the
effects of other factors such as teniperature, humidity, pressure, dust, etc.,
on the ETG-3 performance. Such a program to be properly executed would
require a considerable level of effort; but, it would be a notable achievement
and contribution in the area of evaluation of the test capability of complex test
equipment,

72

DG

s N




6.

REFERENCES

Multisystem Test Equipment System Description Report, 1 and 2,
RCA Aerospace Systems Division, Burlington, Massachusetts, Report
No, ATE-1.-45, 15 October 1966,

Mirick, H, L., "A Statistical Approach to Test Equipment Reliability,"
Journal of the Electronics Division of the American Society for Quality
Control, Novemher 1962,

Grubbs, F. E,, and. Coon, H. J., "On Setting Test Limits Relative to
Specification Limits, " Industrial Quality Control, 10 March 1954, p. 15.

Duncan, A, J., Quality Control and Industrial Statistics, Richard E.'
Irwin, Inc., Homewood, Illinois, 1959,

3

Moon, W, D,, ”Peric;dic Checkout and Associated Errors, ' IEEE .
Transactions on Aerospace, II, No. 2, April 1964. -
Moon, W, ;D,.. "Predicting System Checkout Error,” Electro~Technology,
January 1964, p. 46. :

Bartee, E, M., Engineering Fxperimental Design Fundamentals,
Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1968,

Hicks, C. R., Fundamental Concepts in the Design of Experiments,
Holt, Rinehart, and Winston, New York, N, Y., 1964.

73




ESTIMATION OF LAUNCH
VEHICLE PARAMETERS FOR THE GIVEN MODEL

t
y= B,eO2 sin (04t)

John W. Howerton and D. Ray Campbell
Redstone Arsenal, Alabama

. SUMMARY

This paper presents analysis techniques of a launch vehicle of an antitank
missile system. Since the development of a mathematical model from an
a.nalysis of components subsystems' responses must be checked against overall
perfc;rmance, it was assumed that the vehicle responded as a secpnd order
differential equation, - The solution of this elquatlon'ls fitted to the experimental
data. |

The parameters.8,, 65, 83 are estimated for the model y = 0_1e02 éin (@at)

and given data points (Th' Yh)' h= 1,2... N. Several techniques of estimation

are used. The following methods are included:

(1) Prony's Exponential Approximation

(2) Least Squares Polynomial — Taylor Series
- (3) Differential Correction

(3) Gradient-Descent

(5) Modified Newton-Gauss.

A comparison of the techniques is presented and a "best" method of

estimation is selected.

This article has been reproduced photographically from the authors' manuscript.
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BACKGROUND’

During the investigation of a particular antitank missile systen, 1t
appeared that launcher motion mav have an effect nn the missile trajectory.
This phenemenon resvlts from the fact that the missile is eommeond cuided i
the tracher €« mounted cigidiv on the luuncher. The prograr: requires (he o
'xjr-th'-'f he devedoned for m?é:nrmng; the- inertial costoring, and dammng poo e e
of a vehicle from measvred motion of the vehicle during the iaunch phase < =,
Might, It will then Ve possible to determine more readilj.'. if the vehicle w0 oo
desired performance requirements and to trace anyv degradation which rmu ocue
iror 2 number of hours of uge in the field.

The mathematical model utilized for this investigation is a damped »ine
wave \-;-hi(-h comes irsm the solution of a second ’ordef differential equation. ¥or

the purpose of this investigation the mathematical model has been assumed to be

Nyt
correct and i< of the form: y = ;e ° sin (8,t).
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1. INTRODUCTION

If a scatter diagram in the x,y plane indicates that a straight line will not
fit a set of points satisfactorily because of the nonlinearity of the relationship,
it may be feasible to fit a simple curve that will yield a satisfactory fit. Since
an investigator always strives to explain relationships as simply as possible,
with the restriction that his explanation be consistent with previous knowledge,

he will prefer to use a simple type of curve. It follows, therefore, that the type

of curve to use will depend largely on the amount of theoretical information one

has concerning the relationship and, also, convenience.

In the problem under study, it was assumed that a second order differen-
tial equation described the motion of the vehicle. The data recorded
D= (th.yh) th= 1,2,... N}, which was the displacement, Yo from equilibrium

position at time, th' Thus, the solution to the differential equation,

Y = 0,67 sin oyt (1)

is to be fitted to D by determining

§0 as to minimize the residuals.
An attempt is made to solve directly the least squares problem resulting

from (1) and D. Let
N

N Ozt 2
Q) = 2-’ (yh - 0,e h sin 03th> . (2)
h=1
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By taking partiais of Qi¢} with respect to each of the pariameters and setling

the resnflts equal t coe, the following nonlinear system results:

L
3
-
.2
<
>
-

N .
Q) N -

hint /) \! “ho
—— : . sin” (o - ) . 4 0. -
BT iy },J: | ( sin ( "’th) h_: 1 y, ¢ in ("th)
\ N .t N 0yt
ﬂ(}(”[ _ N . - 2 a h o ) .
—_— ey uh\ £in (03th) + o yhlhe ain ((_aﬂth\, = )
- h-1 n=1 .
8Q () ;i Waty N fqt
mrTra = te sin (9'4th) cos (oath)- h)_-ll tv,e = cos (.{':’lh} =0,
n- y =

(3)
Although the ahove system can be reduced to a t;vo-dimensional system, the two-
dimensionn] systemn indicated that the direct approach is not feasible.

To tnke a slightly different approach, the ;Laplace transform of Q(n) was
taken, The partial derivatives of the resulting expression, L{Q[(0) ,t]}, with
respect to ench of the three parameters were taken and the results set equal to
zero, Tho oxﬁum-ntial and the sine function are suppressed in the resulting
sydgtem, but the rational functions involved proved unmanageable and this
approach was also abandoned,

Alvo attempts at simplifteation by taking the logarithm of (1) and (2)
proved fatile.

Sineo the direet approach to the problem would not vield a solution,

soeveril ndireet methods were applied.  These methods were:
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(1) Proney's Exponential Approximation

(2) Taylor Series — Least Squares Polynomial

(3) Modified Newton-Gauss

(4) Steepest Descent — Method of Optimum Gradients

(5) Differential Correction,

Based on machine time, number of iterations and minimum of residuals,
some methods gave better results than others. In Section I1I, advantages and

disadvantages of each method are given and a 'best'' method i3 chosen.

II. DISCUSSION OF METHODS

In this section a detailed discussion of the four indirect methods is
given,

A, Prony's Exponential Approximation

From the set D, four equally spaced (with respect to time) points,

(t,y1), (tyy2), (t3,¥3), (ts, y4) are chosen. Let

] -
A= Mg

)= 6y + 64l 3= 0y - 65i,

L, Prony's theory states that "' and 2

Then oleezt sin 64t = A,ea‘t + Age’?
satisfy the equation,
P+ Cr+ Cym= 0 (4)

when (4) i8 the characteristic equation of the assumed difference equations
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Coyy + Cyya + y3 = 0
Covew Oy vgs 0

Thus, from (1) and (5, 4, 170 4, are determined. Next, the system
HPN sl
soE A4 Age B

Y byl -
Ve ™ ‘\‘P 12 -+ -\':e e \b)
18 ~olved to hind Ay apd Ay, Since oy, By, and 85 are given in terms of a;, 8y, Ay,

whd Ay, o, aid vq can be found,

B ovror series — Least Squares Polynomial

— ————— = A b~

ativater! by the analvsis of the scatter diagram of the data, «
thicd dearon polynomisl P(ty = a, - ajl+ agt? + ayt® was least squares fitted
to the data, Thus, a., a,, a,, and 8, are determined, Next, y(t) = 91962‘ s{n 4t
ts expanded aa Tuylor series about t = 0 and the series is truncated after the
first fonr terms,  From the 1east anuares polynomial and t;ae truncated Taylor
geriox, cocffielents of equul powers of t are equated yielding:
a, = (
= Yy
Hy = Hafqeby

!
s a0dey - 2030500 - 6360 (7

St e e, are kacwa, (7)) car he solved to obtain 84, 8,, and 85!

fy (R)
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Unfortunately, considerable error may be introduced by the least squares
fit of the polynomial and by the truncation of the Taylor series after four terms.
To improve our estimate of 6, the following technique is applied. From the
.set D, the set D*CD is selected such that (t*,y*) eD* and (t,y) ¢D and
t=t*— y* = y, The Taylor series ~ least squares polynomial method is
applied to the set D* and we obtain

0y

Now select D, CD such that (t,,t,) D, and (t,y)eDandt = t — y = y.

Again apply the Taylor series — least squares polynomial method and obtain

Actually, what we want to do now is to '"scan the interval between *“0 |

and , 6'* to get the best estimate for 6.

Ideal Picture




Let
"Gi = min {*6‘.*91}1 = 1,2
283 = max *93, ‘Qn} .
Nates These choirca nro made to help insurc that we start with 'lower' curve

Let

K 1+ gorae preassigned constant that determines step length.

Lat

o= & , 1=1,28, {§=01,2...K

1"
v
REN BTN IEEICAE N Y
0

Nate: | ie the number of the step in the '"scanning' procedure.

Lot




Let Me = je + Aand Q<j+10> is computed, HQ()-I-IG) » Q(jo), sct

j+10 = j9 + A('%‘)m beginning with m= 1.

Again we compute Q(j+16) . § Q(j+10> > Q(j()). weputm = 2 and
repeat the above (if necessary form = 3,4,5 ). If Q(j+10) < Qo) for
m= 1,2,3,4, we set j+19 s ej + A and repeat the original procedure. Then
weusem= 5; even thbugh we may not have Q(jﬂa) < Q(je) , We put
j +19 = je + Aand repeat the original procedure.

It is desirable that o and the residuals be printed out in each step of the
gearch so as to gain some insight of the relationship between 6 and the reaiduals.

- C. Modified Newton-Gauss

In a complete desceiption of the first iteration, we are trying to

solve
Q(s) = § (yh - 6,e"%" sin e,t)a - 0
h=1
for
6,
8 =| 6,
63
To this end, an initial estimate
0f
@ = 02
093
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. ot
is made. Nexto,e ® sin (95t) is expanded in a Taylor series ahout .» und ori-

the fiv <t iwo termi. of the series are used, The truncated Tavlor series replaces

A2 .
Py * gin Aat in Quay . Then, the partial derivaiives with respect to 6, 6,5, and
ta ot Q) are coruted tnd Het equal to zero,  This resalts in a system of
evquations that i« lirenrin (“l - ‘(}1)1 = 1,2,%, Thus, if the cnefficient n,atrix

of the system is invertibiv, o can solve tor

ffa = oy
Thrre arve cages 1a which the coefficient matrix may not he invertible, This is
vertainly true if the parameter surface is flat. Thus, a singular coefficient

mateix, in thig case, Is (ndieative of 2 non-unique solution, In cases in which

‘ 1 unigue solution dues exist, the addition of second partials in computing the

correction, A¢ helps to insure the non-singularity of the coefficient matrix.

Effectively, we have a new estimate for 9, (This is where the differen-
tial correction method, uliags Newton's Method, begins a new iteration,)

Next, we optimize the magnitude of the correction A¢. The expression
W0+ vdg 0= v = 1{s considered, .

The term Q I8 cvaluated at 6, 0 +—;-A0, and ¢ + Af. A parabola is
then passed through these three points and the miniinum of the parabola is cal-
culated in terms of v. Then Q{6 + vA0) ls computed. The ¢ associated with
the min {Q(UO). Q()G + -%—Aﬂ). Qof + AB), QP + vag) 4 s chosen and called
M. QA < Q(.0) the (njtia] estimate of 6, 40 i8 replaéed by 6 and the
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entire procedure is repeated. If this is not the case, the domain of v it dimin~
ished (usually by -12-) and the optimization of the magnitude of the correction Ag

i8 repeated the required number of times to produce Q(;8) < Q(,8), or the
domain of v i8 sufficiently small and we terminate the procedure.

NOTE: The reason that the” check of the min {Ql.»'i) ,Q(nr) + —;— Ae) , Qe+ A8),
Qe + vAe)} is considered in that the minimurr of the parabola does‘ not neces-
sarily occur at that value of 9 that will prdduce the minimum Q.

D. The Method of Steepest Descent — Optimum Gradient

Again we consider the expression

: N Ozt.h . 2
Q) = Z, Y " 6 e sin(e,th) . (9)
hsl

An initial estimate is made} call it 6. The gradient, ¥Q, of Q is computed at
0. Since the gradient points in the direction of maximum increase of Q, the
negative of the gradient will point in the direction of greatest decrease of the
function, Now the gradient is normalized by dividing each component of the
gradient by the maximum of the absolute values of the components.

We next optimize the step-length in the direction of steepest descent by

considering the funciion
gla) = Q[lo - chQ(le)}; (10)

we find that value of « that will make Q & minimum,
Now
g (a) = -VQ(le) * vQl o - avq(io) . (11)
By setting g'(a) = 0 — VQ(ie) and VQ 10 - a¥VQ # are orthogonal to each

other for the value of a that makes Q a minimum,
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W now coumpute the function values of € beginning at g{v, and continuing
cra tea! s i) the slope of g rhangae from nezative io non-negative
or ity gtael, . whichever cames first. Surpore we have the change of
BEE RO

trwereie rohe regoeiturde of W at N, Then deline

P b L sh, g thoy gt

thy' (b) | we will pass a cubic threugh
b er e the value of o that produces a4 minimum in the

Crbles v St he paeabol iaternalation in the Newton-Ganss pbrogram, a rheck

bttt see 1l vo are deersasing the magnitude of Q.

Gunte the "hest” e determined, we put

H_;’,n = T’NQ({B)

e s ompnte

Q(iﬁ) and Q(H_lo);

vhen the changos 1in O ape negligible over four iterations, the process ceases.

P Method of Differential Correction

Y = f(tl9|)92|63)0 (12)

vant this fornula ta l o 5 good fit 1o the data (th’y-h) (th= 1,,..N). The

sl e given by

84
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=
'

= 1(t,61,0,,63) - Yy |

=
~
"

f't2.91.02.83) - Y:

fewahohag-yh (13)

B

where yh(h = 1,2,...n) are the given (ohserved) values from the vriginal data.
Let ¢6,4, nez', f3bean initial guess, Now we need to correct this guess by
some incremental amount, say «a, 3, v such that
_ 91;.091 +ow
B2 = 8 13‘
By= B3+ v| | Y
will yield a better fit to our data.
If we substitute the valﬁes of (14) into the reslc‘iuals (13) and transpose
the th, we have the following ‘ |
” Rh + yh = f(ti’ By + a, o8y +7 B, (93 + y), (15)

Expanding the right-hand side by Taylor's theorem we get

j
of ! fof Y|
- h 2h h
. Rh * yh t'(th' 091'092'09’)+ a(aet)o +fﬁ(aez>o ¥ y(aﬂa)o

+ higher order terms in a, B, v , (16) -
where (—g—;—) & the value of the partial derivative % at
0
t= th' 0y = 01, 6= 8y, and 63 = 465 . (17)

Our first approximation is obtained from

Y' = f(t, 81,082 03)
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80 that we have

This can also he pnt into ccuation (16),

Ignoripg the higher order terms the residuals now have the form

a
R‘.| @ ('z( Ih

af
e ) + B h
A/ 08,

which are hinerean o, -

method of least sguares.

IIT. RESULTS AND CONC LUSIONS

f(-[h' (0406, (‘83) = Y,

L

T

h

::\h

h

Now let

-Yh ’

AR

86,

?i)*r

K

(18)

(1o

(20)

-
Therefore, we may determine the corrsrt.ors by the

These five methods of estimating 6 were used on data taken from actual

test fivings in which we had four test modeé (a standard and three modifications).

methods are shown in Tables 1 through IV,

4

. Plots of typical clata are shown In Figures 1 'through 4. The results of al] five

Some cdvantages and disadvantages of each method are given in Table V.

Hi
i

It turns out that the "best” method to use depend‘s on the tools that one has on

hand. For example, if one has to estimate the parameters by use of only paper

and penell, he naturally would chose Prony’'s method. If one had access toa

small computer, he might chose the Taylor-least squares approach. Of the

five methods discussed in this paper, the method of steepest descent, and the

methxi of modified Newton-CGauss are the most accurate in terms of the smallest

residuals.
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TABLE I. STANDARD DATA
8y 8, (75 Residual
Prony's 6.9 -1.14 | 7.3 474
Taylor's 6.4 -2.8 7.6 14
modified
Differential - Did not .:onvnr;_tc
correction
Steepest : 6.5 2.5 7.4 91 |
descent
Modified 6.5 -2.5 7.9 41
Newton- ! '
Gauss
_ TABLE I, MOD 1 DATA
6 04 83 Residual

Prony's 2.64 -1.24 10, 171

. Taylor's 2.4 | -3.7 | 10,0 A8
modified '

' Differential | 2.07 | -1.85 | 12.3 86
correction :
Steepest 2.07 -1.85 12,3 68
descent

~ Modified 2.09 | -1.84 | 12.3 63
Newton- '
Gauss




TABLE !II. MOD 2 DATA

Iy

8, 9y fg Residual
Prony's 5.3 8.7 10, 46 407
Tavlor's 4.14 § =2.5 8. 92 177
modified
Differential Did not com"arge
correction
Steepest 4.7 -1.5 9.4 102
descent
Modified 4,8 | =1,5 9, 4 101
Newton-
Gauss

TABLE IV. MOD 3 DATA

61 . 8y . 6y 'Residgal
Prony's 8.6 ~0.6 7.2 820
Taylor's ‘8.0 2,1 7.7 328
modified
Differential Did not converge
correction
Steepest 8.5 -1,4 7.3 153
descent
Modified Relative min due to guess 1609
Newton-
Gauss
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A METHGY OF IMPROVING THE ESTIMATION ¢ F v k1 :.E
John Gurland
University of Wisconsin
and

J. S. Mehta
Temple University

1: Introduction.

- -Consider a situation where an experimenter has an unbiased estimator si

. of the population variance oi from a normpi distributior. Llet us furiter

suppose that another independent unbiased estimator sg of the populatién variance
is also available. The two ostimator; may have been based cn nample:. tirer at
different times and plaécl. Because of the circymstances it may be kncen

that .i astimates ai while ag may be estimating ug (E ui). ’ Ti’xié shift in the
var;ancc.'if any_may have taken place because of the time 1apse’bctvoen chtain-
ing independent samples or it ¢ould be due to the shift in placesl It 45 ab-

viocus that if °§'°§ then the two estimators can be pdolod to obtain a "herter

estimator" of ui. On the other hand, if agﬂai then one may estimate af Ly si
alone, A proliminai& test of the hypothesis H : ogéai can be carried out by

utilizing the P(ll;/li) ltlti,tic“pd ifféhc hypothenis is rejected then cne

2
I .
pooling oi and l; sppropriately. The estimator designated here as U has

uses s, to estimate ai otherwise a pogled estimator of ui is obtained by
been obtained by following this approach, which is similar to the approach used
\ I' .
bv Bancroft [1]. . ‘ Co
Ancther method of estimating o} is to use weights which are continuous
functions of F. The estimator S described below is constructed in this manner
and turns out to be more sffective than the estimator U,
Let Xy xlz..... %N and le' Xags sreey Xoy
be independent samples from normal populations with unknown variances of and

a: respectively, and let k s a:/c: . It i3 required to estimate a: . Dufine

as usual
20 b D (e B2 S T
e o ST TRLITRRY s Bl o MR
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A . ::2 *
. . . £ .
We consider an estimator T of weighted sums of sl ar : s
p3
cf tue o
"
] PO
. .o 2
Tt eY) e e (1)
3 L[]
whepre B i3 sete fungciie. o f T e peassn Jor sonsideriapn T as an
] . . . A . .
estirater of 0 is that &' is an estimator based cnly on the first sample
andd
Y .2
‘ “y Y %
A
' . : ) : . »
d i an estimater based on combining the two samples when »a: = a: + As an
R . »
. estiraror of 3; we consider a subclass S of T which reduces to the fc:»rm,r
‘ '/" -
7 a4, - a,F 4 F2
o . P 2 3 (2)
T -p.F + B L¢
lbl By 63
. - .

where the consvants of a, and Bi.are given below., This estimator has also

been consicerrd elsewhere (Mehta and Gurland (6] but we include it here for

cerparison, | l -
The estimator L rentioned above is also a subclass of T with the

walpr s fumati 3 ¢ given by

) =.'0 for l/F° < F < Fo
(1 otherwise

.
(&)
_
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The constiant iy ‘5 cetermined by the i:vel of J';nificanc: »f wie
preliminary test fcr equality of variances.

The bghaviour 6f S and U will be investigated in regard to ex-
pected mean square and relative bias;

2. The estimator U

The estimator U is of the torm T witn the wer.gnt funsrior ¢ dafined Ly

(3) above, It is based on the raf_idcra outceme of a preliminary test of wne+ther

Oi s O: + If the preliminary test rejects equality of variances then :3 is

employed as the estimator; but if it does not reject equality of variances

then the average of si and s:‘:, {s used as the estimator of o:. This astimater
is similar to one zt_sed by Bancroft "[1"‘.] except that we use a two-sided test for
" equality of varimcés whereas he uses a one-sided .test,

First we consider the expfctad mean square of U and compare it wi;h-"""

that of s2 which utilizes only the \\ﬂnt sample. Since 2 is wbiased e de-

/

© fine the efficiency of U as

2
Var 5%
Eff U= (&)

. li:(u-c':i)z

Subsequently we shall also consider the relative bias of U given by

ot

In order to obtain expressions for the efficiency and bias of U

we need to evaluate the first two mements of U,
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It can e shown by o r.isht-forwird interration *ha<

.

HES? x+‘

FUy ot el Ues(r, (SR A T—r”*’"

[

| T ORT BN :
,IC a=l !
2ak) T, Ca®) o ) fTR (1)t ae |
te . ,
d
AT S S ' crems il ls riven N
e - 43 el 43
BILR) 8 e | (el (I (“?‘w*ﬁf‘) ~I, (===}
w(i=1)¢ g 2R vy 2772
|
|

L+l del

2(5=1)% k(1. ) -I (o, e
<, J Ty Yo

B
i

l N+3

Lol Ne Lo el e i -
I (-T,-—Q—)~ny0('—z—.-'j—)}] (21)

N-1

|'2 '2
(r=l) k (I (-—2-'-,—-:,-.—-) =1 (T.T)) +

%0 Yo

1 HIES 2
N
\\
i
.
wers sy, and I, (2,3) have been defined in (22).
. e Ly
. i U zonn be Jritten as follows

Var (s2)
veeJ o . -
cY-lE(U)I2+[B.0s U]

L 100

' W] Bel . 4T del N-l N+l
' _ ¢ L-—-—- ‘T:‘o(—'—--’*-) -I (TT + l}'

L

Thus the efficiency




where

zias U = L{V) - ¢

and E(U), E(Uz) are given abq§¢.

3. Soma corputed values of Efficiency and Relative Bias of U.
In Tebles 1-t are given calculated vaives of the efficicner c¢f y, fer

33.7,9,11, f-r the rarce 2.1 < - < 10,0, and Sor vaiues ¢f %he

)
w

0
[

N
0
por
[t
[ ]
(4]
(%]

senstant T, which corfes;and to LT,EZLIC%,~CE ard 538% leveln of <isnifizance.
Zxaniratiorn of these tables reveals tnat tlere s & gain of efficicacy for
some valuac of k and a loss for other values of k. Furthermore the extent of
thesec gains or losses depends on sampie size. lYor k :_i tiere is generally

a gair in efficiency but the magnitude of this gain decreases with increase in

sample size. As 3 matter cf fact for small values of . n.f. eround ”

ti:ere is even a 135 of efficiency auw W bacsres larger.

rt
s
[o]
3]
-
]

As far as values of k > 1 are concerned there iz, without excer
general loss of efficiency as manifested for-all the sarple sfzes consicered.
Thebrelationship of this loss with the values of k and i is mofe complicated
than for the case k < 1 considered above. T[for some values of k > 1, e.g:

k = 2, the loss in efficiency becomes mere pronounca &s N increases while for
b _
other values of k > 1, e.g. & = 10, it becomes less prcrnounced.
For all values of k and N consi-lered the relation of efficiency to tne
value of the constant FO follows a definite pattern. Whetever be tre sardle

size, the efficiency for values of k > 1 increases with decrease of T, (or

(o4

equivaiently with increase of level of significance of the preliminary test).

[}

On the other hand for k < 1 the trend is reversed, that is to sav. th
efficiency cdecreases with increase of the level of sipgnificarce of the

prelirinary test. ' ‘ Bes‘t A\Ia“ ab‘e Cop‘;
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eotimitor o0 this o2lass with a low level of clipniflcance of the prellnliiary

Test involvew. Lowever, when thiz ievel is low tle relative bius foonico, ;
I Tadle 1o i3 oresented the relative bias of U for samnle sizesn 2,3,7,7 anc

1l. Tiae velue of FO‘ for ccach samnlc size, correcponds te a 200 level of ‘?
siznificance of toc preliminary test of tie hypothesis Ho:
13 of sirnificanec for teo prolitinasy test are possible, of coursc, and &c
a mattor of Fizt in Ta.les 1-5 we Lowve alrealdy discusend tue efficicney el :
Jor valucs c¢f Fo corrcs,onuing TO IUVEAD Lo, owydla,20w and SUu. Joew for aevelsn ;
greater than 2C% the relative blas will be smaller but at the came tlmc Lo
raln in afficieney will also be smericr. On the other hand fqr iev@la iu;&

<han 203 the efficiency will be hipher but the relative bias will wl:o e

.
nigher. &t this particular level, ramely, 20%, the relative blas 1: rcascna.ly !

iell contrclled for 0.1 € k € 1.0 and ot the same time there arg gpaing cf
f

effiglency, at leasﬁ in.a subset of this range. On refering to Tablie 20 we ' %
. i i

3 ' B

rnote that the maximum relative bias in this range of k for sample size !

3 it is 1lu%.

==
n
[ d
-
-
-
(o
N
| ]
=
c.
"
o
L)
L]

i
. [ s ‘

In the poneral estimator T defined by (2) let us regard U fer tne 4
!

rorLnt af o constant, and minimize the expected mean square error of 7 wlilL i
'
woeet to . The mindmum in reached when . 4 ,}
i
Ua N-G-?k(N-;)+k2(n+l) : |
(N+1)-2k(N-1)+k2(N+l) \ !

”‘
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T wa arkhietitute tnic valuwe foaw th in the aetimator T and venlace ||

which is,of course, unknown, by c+df, where ¢ and d arc arbitrary ccnstants,

we obtain the estimator S given by (2), where

°'.|. = (N=1)(1l=2¢) ¢+ (N'rl)c:2 Bl = (N@-J.)(lw:2 )=2(N=1)¢
a, = 2{(N=1)A-(N+1)cd-1} B, = 2d{(H-1) ¢ (M+l)c)
@, = (L)l ' 8. = (N+1)d®

S . 3

Tne relevant \z;derlying details involved in abtaining the above
estimator S are outlined in the paper by Mehta and Gurland [4],

Estimation of k by a simple function such as ¢ + dF has been
applied similarly in other contexts (cf,[2),[3]). The constants ¢ and ¢ zuit

be appropriately chesen, and the results of,.certain\ choices will appear in

Tables €, 7, 8, 9, 11, 12 considered below,

i As ‘in the case of U we require the first WO-mc‘amen't_:l of 8 in oder to

- evaluate its efficiency and relative bias, For odd values of the sample si:ze
N these mcfments can be expressed as a finite series of integrals which can te

L evaluated by reduction. The pﬁcise form of these moments appears in the work

by Mehta and Gurland [6] cited above.

5. Some cernuted val-ues of Efficiency and Relative Blas of S

. In examining the behaviour of the estimator S we employ the same
E , criteria of efficiency and relative bias defined above as in (&), (5), for
- the estimator U, The behaviour of the sstimator S has besen considered
puviéus.ly in [é], but for c&anhnu of making cooparisons with the estizator : _ ,'

U ve sketch these results here briefly., In table 6 the efficiency is sh.im
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when values o: . o -onstants ¢ and d have been geluctzd *o empietize the

range 2 v kT D, niacept for very small saryle sizes, such as N = 2,

the pain in eff.ciercy is not sudbstantial. In faet, a loss in efficency
Eepits to ceccur tor ~ormle cize 7 end for larger values of k.
in Tabl» 7 *ac eicienny (s shewn corvestoning to constarts ¢

and d which emphasiie tne range 0.1 < k < 1,0. There i{s a considerable

Fain in efficiency for th’: varnye, especielly for umall saaple size, This

s

gain, norever, 1o o emmoried by & larze pelative bilae.,

s Tiable & +tn. eficiency is given for estimator S where the cunctants

¢ and d a:w chosen so that the rclative bias remains numerically below 10%

for the pame 0.0 < k< 10,0, Tanle 3 indicates the afficiancy that

results whon constants ¢ and d are chose to hold the relative bias nurmerically
below S%  In this case the gain in efficiency is slight, especially for

larger uarple sias,

In Tatles J1 and 22 are presented the relative bias of the estimators
in *he clacs § for which the efficiency has been discussed in Tables 8 atd 9.

Pros Tar e 1) it in evicent that the relative blas of the estimators

Aol v L tlere Lo omueh omaller.  In fact for N o= 1l 'the maximum relative

D goos For Moo= 3 it is £.8%. The pain In efficieney, Nowever, as
inJicates o Table 370w Lalvy vervy siight for the ranpge C.1 :_k < 1.0
R R N wavint less ofF efficioncov far the ranrce
SPov e o hs Tron T point of view of efficiency this estimator is not

s oattr L tive: however, it i5 of interest if one is reinly interested in
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It is evicert from Table i1 thuat the maxinus rosat.ve L.os “or i whplc
rorce 9.1 €k <€ 15 2nd for all the samnle sizes cotciderec iz loh., It s
also cvident that for many of tnese values of k for the samsle sizes
considered this relative bias i{s very small. This control of rélativc biag
together with the gain in efficicncy discussed previously would irdicate

that this member of the class 8§ mcrits consideration as an estimator of ai.

5. Cemparison of the Behaviour of estimators U and §

in comparing the teaaviour of S and U it is nececasary to keer in sind
that the parameter k can assume values greater than or less than one.‘ It
is evident that we can.find members of the class § which in most of the
range 0.1 < k < 10.0 are moré efficieﬁt than meﬁbers of U .. qu examnle on

comparing the estimator § in Table 8 corresponding to N = 9 and the estimstor
U ir Table 4 corresponding to a preliminary test at a 20% level w2 obscrve

that for all values of k > 1 the efficiéncies of § are very much higrer than
those of u. For the range 0.1 < k < 1.0 the efficiencies of 'S excqqg thoéel
of U except fér values of k in the subset 0.7 < k < 1.0 in which subset the
efficiencies of U are only slightly greater than those of S. Thg comparetive
behaviour of 3 and U for other sample sizes considered follows a cimilar
pattern. Generally speaking therefore in the whole range 0.1 <k € 10.6 the
estimator & appears preferable as far as efficieney iz concerned,

Let us now consider the relative bias of these estimators. Valiues of the
relative bias of § aﬁd U are given in Tables 1l and 10 resnectively. o
comparing these biases corresponding to sample size N = 9, for example, <he

relative bias of S in the range 1.0 < k < 10.0 is very much less than t:at of

U, while for k in the.range 0.1 < k < 1.0 the relative bias of S remains less

105




R .
i
i
i
»
’ . B ~ -~y -y - - . -1
than Tna3 oo U oe Coe ot subnes - <K I, W CTTmAPATI e DAty
-
- - . . . . - Al Fett e . S g te, T - .
e v S ee s r e Lt odg e s tass owoan that of Uoarile

v we et e~ o ov Lot melatlve lun 6F L remaing less than that of U excent
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. . . U - (8 ¢ W RS B S SN Loréep the
TolaTave Lo LelnW o Uusitanl St L. Loia 15 irstaen wits oA oredi-inar, test
?
N ~ - Y . ;. “ L . I3 .“ . ’
at Ui lewel Th2 results indicute That iF wo rerard efficienc and relative
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the
basia o ¢rrmarison urnsicared hore 15 tre mant genercus towards U . I, for

RN

example, we cencider the class U with a level of 50% for the prelifinary

-

. . . .
test, Lt oroLatave BLlag Ao

mpooved hat the efficiencies, with very zlizh:

exeeptians. are all lecs than those of Se On the other hand if we consider
; SO :

the class U with a preliminary test at a low level, for example 1% the

roe
PP

. . ’ .
efficienains fer & « 1 pencralle exccec those of €: however, the

-

disadvantarces ¢€ eich a U would be overwhelming because its relative bias

is prehihisivel larzs and (ts losrn of effleiency for k » L is terrible,

Giher entimators S Lbesidus thon- piven in Table & mipht ;lso have been
ennsidered ver the comparison. In Tables €& and 7, for exanple, estimatore
are Lrhosentes which ernhasi?e tne ranren L. < k < 1¢.0 ard 0.1 < k < 1.0
resneztivelv, On the cther hana the ¢stirators consicdered in Tables 9 and
12 control the relative bias within a maximum of 5%. For the whole ranre
0.1 <k < 1(.0, however, the estimator considered in Table 8 ls worth
recommancing rocause the relative Lias is reasonably well controlled and there

are noticcable rains of efficicney.
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Examples:

(1) The fallowing swample illuetyatae how to ahrzin € and © in a

\

practical situation. For this we have drawn a sample of size 7 from N(3,1)
and named it as the first sample. The unbiased estimate of oi 2 ] as given

by si from this s&hple is si = 1.652. We draw another sample of size 7 from
¥(5,0.36) and designate it as the second sample. The unbiased estimate of

og = 0,36 as given by sg is s% = 0,448, Consequently F = sé/si = 0.271

and the hvpothesis that k = 1 is rejected at the 2:% level of signifiéance.

Thus U= 1.653. On the other hand we obtain

-

1.527 if ve réstrict the relative blas to be léss.than 10%,

§=
= 1,623 if we restrict the relative bias to be less than 5%.
2 1.0l1 1f we use the estimator S which emphasizes the range 0.1 ¢ k < 1.0,
= 0.969 if we use the estimator S which emphasizes the range 1.0 < k < 10.0,

i

In all the cases we note that S is nearer the true value of'unity than U.

(2) :The example considered here differsfrom that of (1) in that here the
L . .
value of the ratio k is greater than 1. Suppose now we have a secénd sample
~ b

also of size 7 from N(u,4), Th§ unbiased estimate of ag x4 'is sg = 4,305, The

value of T = s2/82 is now 2.603 which is not significant at 20% level of '
2’71 b \

sigriificance and conseqﬁcntly»the null hypothesis that k = 1 is not rejected.

U s 1:653 4 4.305
- T

, . ‘ s
Therefore in this case the estimate s 2,979,

On the other hand we obtain

1.660 if we restrict the relative bias to be less than 10%, i
1.660 if we restrict the relative bias to be less than 5%.

1.881 if we use the estimator S which emphasizes the range 0.1
1.663 if we use the estimator § which emphasizes the range 1.0

O onn

In all the cases we note that the estimator S is nearer the trui value than U.
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Laiticnmal Institutes of realtn

I INTRODUCTION. Eisenhart (1947) distinguished wwo uses of analysis
of variance which he designated as Type I and Type 1I. Type I provides
a test of significance of the difference between estimates of population
means. Type Il provides a test for estimates of pcpulation variances,
Eisenhart's treatert covered the general case of analysis of variance--
but involved two impcrtant types of restrictions. farst the "resicual
error’’ was assuned homogeneous with zero expected value. Secord, ail
other parameters in Type I were assumed to have zero variances, and in
Type II to have zero means. In the mixed model, parameters could be of
either form, but, individually, where the means are not assumed zero the
variances are axd vice versa.

The préser.t paper is limited <0 the case of two classes (the
bivariate case) but removes both of these restrictions. This leads to
a greatly enlarged variety of types and to a close parallelism with
bivariate correlation. Two special cases ,. not previously treated, are

discovered and appropriate formulae derived.

II  MATHEMATICAL MODEL. Given

Xza+tB+y+td+tet+, .,
we have

E(x)

a+B+ry+eTeeer. ..

V(x) = V(a) + V(B) + V(y) + V(&) + V(e) + . . .

This article has been reproduced photographically from the author's
manuscript.
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isers o tosdan, The parameters elther lLave zero expected
vaiues Or 2erc variances, bur not both. In 4n exactly parallel way we i
TAY eXpress a Seonio Vet 1at s YAl

I R L - L I N

Tor srennil o1t arcrs 1t will be pemdssible to gRTup the
TlnAU&L . ALL/ON e VA aalle paramters in x and y J.rtc s0Mme iesser
raber adesuate for the parpese in rand. If in pa.f'timlar, x and y are :
ciswmrizuted in a bivariate rormal, then the distribution factors into :
the procduct of cne involving the means only, and the other involving the ;
variances and ~wariances. For our purposes, it will be enough to ignore ‘
the distriﬁutien of the means, and to express X and y as the sum of two

variabies of the form

X

T+
(1)
T+0N.

g y

if this is done, the variance-covariance (dispersion) matrix

v 0c. 0 . :
x ,:y (2) :
1
00,9, oy
of+c' ol
(3)
a? a§+o’

o = V(1) o = V(p); o} = V(n).

where
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(4
y =T +n

ad+g? -g?

and (3) becames

(5)

-3 g3+0?

~
so that comparison of the two models can be obtained froum (2) and (3).

IIT OORRELATION MODEL. Viewed as a purely mnathematical object, the

various special estimating and testing problems in the literature and
certain simple extensions can be classified on the basis of restrictions

on the elements of matrix (2) as follows:

A. Estimate p, o2 and c?. Test p = 0. This is the most
X y :

common situation. The t-test applies; most naturally as a test of p.

B. Given o; and a;, test p = 0. The t-test with infinite

cegrees of freedom, the normal test, for p = 0 applies.

C. Given p = 0, test o; s c;'. and estimate the common

variance. This is the now classic case of estimating and testing

equality of two independent variances.

: 2 2 m2 = A2
D. Given o% oy S

example was treated by Delury (1938).

estimate p and aé, test p = 0. This

E. Testop = 0,o;=a;. This is the campound symmetry

problem of Mauchly (1940).

* This possibility seems to have previously been overlocked (Anscombe).

115




S bot breen, test 37t o This
PO aY W ~ Fimreyv (in08), Morgan (19:9) showed
“hat 1+ has 11t mwater power than the test in G,

2
pd

This test was incependently suppaiied by Pi-wan (1939) and

Ge  LBlsta 2 ana test gf cf, whatever tne value of o,
Morgan (1939). It is ces:iided in Sredecor and Cochren (1967),
Section 7.12.

New suppoze X 3 the sun of TWo independent random variables
1t and ¢ and similarily ¥ is the sur of T and n, as given Iin
equation (i), “hen o, the correlation coefficient of X and Y

is greater than or equal to zero and the matrix V was shown above
to be

CHEN 4 2
vaf ' ¢ W@

ot d: + 0t

The various posrsibl.e tests in this formiation are:

ti. Test 0® = 0. Estimate o*, 0}, and 0}. This is a
test of the correlation of X and Y, expressed in the language of
common and specific variances.

1. Given o} and o}, test o? 2 0. This is the
components of variance analogue of B above. The sams test

applies.
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I Ciwn a? = 0 ecrimate and tect Qf = g: Thie
is the usual case of repeated measurements on constant but not
necessarily equal standards; more generally, the test for
equality of two independent variances as in C.

K. Given ¢} = g} = o, ectimate o} axd o*. Test
o = 0. This is Delury's problem expressec in the language of
variance components. But whereas in its correlation formulation
the problem appears to arise infrequently, in its components of
variance formulation it is Eisenhart's Model II for Analysis of
Variance.

L. Test ¢ = 0, 0] = 0. This is Mauchly's problem
expressed in the language of variance components. The components
of variation interpretation of this test would be applicable
wvherever (a) observations occur in pairs, (b) the variance of the
first member of each pair is to be compared with the variance of
the second member. Thus in a paired comparison experiment, the
resicduals of the first members of each pair could be compared with
the second a a test of the mathematical model underlying the
design.

M. Test o} = 0. This tests the legitimacy of treating
the precision of one of two instruments, standards, or techniques
as subject to no (negligible) erxror. The test is supplied in
Maluney and Rastogi.

N. Given ¢g? known, test o} = o}.
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fno, L . (23)

A T eeemee

AR ‘VZ - 9)2/212 « nig*

Jor Large h, -2 192 A it 2 .hi-sguave r.v. with one d.f. (see

Wilks, 2953, Saptn 337, Therefore, we reject the hypothesis Ho
IR M r, is upper -0 percentile point of chi~
square canaom varldole with one degree of freedom.

Tauat.on (23) can be written in a form which will be useful
velow and is.mncmunic as well. Since S Sy is the gecmetric mean
of S end S/ and $(sk+ s;) is their arithmetic mean, equation (23)

bacomes

(@M)2 - edo"
(aM)? - e?c*

(%)

Ag/n

writing GM for geometric mean, AM for arithmetic mean, and

e 2 n/(n=1),

Returning to equation (23) if, in particular ¢? = 0, the

ot e e Bl ariem et e AR

likelihocod ratio becomes J‘

s2 g2 M2 WF
X J s z (25)
(s; + s;)* (A2 (1 + F)?

Az/n s

where [ = §2 / 5, is distributed as Snedecor's F r.v. with ,
(n-1, n-1) d.f., since, when ¢ = 0, X and Y are independent r.v.'s.
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Tre test based or. » i to reject I:‘oif PR S U PR
equivalent to 0 <F <k, ork, <I; wner: kl < .. As T is alWays
taren to be greater than 1, the ruie becumet rejent H if ¥ 7 k#
at the chosen probability level, i.e., our test reduces to the
ordinary I test when it is known that the population variance is
zero. =
Comparison of equations (24) and (Z5) exhibits the effect on
the test of the existence and magnitude of-population variance.
Equation (24) is-
@n?  AanN?  (@n? - et

(A2 (@D? (M) - edg"

(@) (A2 (@N)? - elo (AM)?

(M) (AP (@2 - e2o* (@)
uF :

x;/n

(1 +p)? (using 25)

since AM 2 GM for any set of positive numbers. It follows that, if -

a standard I test is applied to the variance estimates for the two
instruments or procedures as if the effect of population variance

were zero (equation (25)) the test will sometimes accept when the
correct test (equaticn (23)) might reject. Conversely, when equation .
(25) is appropriate, discrimination will be sharper than in a test.
situation where population variance is present so that equation (23)
must be used. In addition equation (23) can be used to gain insight
into the Denefit to be derived, hence into the care and expense which

is justified, when the population variance is reduced; whether by
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Telony tert e~ ors,y animals, solutions or otrev material in aa

VoA - rnel croarslent mnditiocns or test ;fa::‘.:ice.

C. 1 tlmats and test ¢ = 02 whatever the value of o2,

oo flateens o7 0o oreblem differs- from that of Morgen and Pitman
in thar here 3% + o® > o?, whereas in their case the range of the
Taih dlagundl siments (1) is ¢ < qi + 9% ¢ . That t}.uir‘test is
the iivelirood vatis veit in case 0 has been shown alsevhere.
T wawr 2o o be assemnlaed into a table that brings cut
ne LTIy wlwcen Corresponding cumelatiqndl and components of

vasience fomme of asression,
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Varicus Teotr of Proaision

1ODEL
CORRIILATION CC)‘PC'}‘#JG S OF VARIANCE
i

Case  Assumztion Test ; Case Assumnticn Test
A p=0 H 0 = 0
B ok, ag, p=0 1 o{,o_: e* = 0
¢ =0 % = Oy J o= 0 o} = o !,
D cx = 05 pz0 X CHERCH 6 2 0
E p =030} L _ o = 0; 0} =0}

M Qf = 0
Too$ S(known) ok = a;, N  o¢? # 0(known) E o} = o}
el c; = o; 0 o} = o

Test of significance for variance-covariance parameters of a bivariate
relevicn according to all possible non-trivial parameter restyictions. For
&ll correlaticnal models, the corresponding components of variance model
yielcs the save test (not the same estimates) as its correlational analogue.
Yo correlational medel exists corresponding to item M.

v
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COMPUTERIZED QUALITY CONTROL AS APFLIED Ty

TYVATATI,  APMES O TIIEE L e
WE Ly MVai®iwid s botvbias astasn

Qskar M., Essenwanger
U. S. Army Missile Ccmmand
Redstone Arsenal, Alabama

ABSTRACT. Any observational program, ~ven if currisd out with the
best available imsurumentation and carefulness to avoid instrumental
error, mav contain erroneous date intr.cunc:d Ly prc;uratlgn.lnd t;ar;-
mission of data. Thué a good concept of quality azcurance must precaode
any data enalysis tc avoid distortion and biess of rez:ltc by errunecus
records,

Three groupe of analytical metqus of quelity assuruance are
discussed, inconsistencies, interrelationship of data, and frequency

.distributions. These methods have been develcped at the Army Missile

Command for screening rediosonde data by high speed computers., The
goal is flagging of erroneous or suspicious records that hese may be
corrected, ' '

. Chgcking procedures include tests for trivial errors such as
duplication, wrong sequence, ﬁiaaing'data, special chacks on identifia
cation numbers, ete., Other procedurou utilize deta interrelationships,
in this special case the vertica; structure of the atmosphere. Further '
checks employ-gcraening of maxima and minima by excesdance criteria
derived from the frequency distribution. The Weibull distribution has
provén_eapecially useful in this last.phase of the checking procedure,
Some pitfalls and limitations in the utilization of avaluation criteria
are discussed.

The remainder of this article has been reproduced photographically
from the author's manuseript.
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1o 23 4 petier vy uerepted fact that all taw data trom sample surveys
4Apd erpuirinentsenntalny vorage, -Even if an obhservational program has been
carefully prepared and {a cariled out with the best available instru-
centation whiich ta2 poegrarn .. veddotacly offotd, some errors are always
rresent ., Thoy may 2o caw ot by ingirumental deficiencies or inaccuracies

by vaquacitiod unsorgees 2ut ar alsn he introdaced Ly preparaticn or
transmiss lon,

Avolveis ¢fF obeervationnl dacs <an be no better than the quality of
the available data. Thus a careful attention to quality assurance of the
data must precede anv data analysis, This vital part of any investigation
should Lea a majer noncern to all investigators, 1Its main purpose is to
avold distortlon »f the analysis resulting from. erroneous ocbservations.

T is goal wiil derermine the magnitude of the effort to be put into a
qualiety control program and will influence the methods selected for
quality assurance. Some Pelults.can be evaluated for soundness by
qualified professionals and then a quality check could be omitted, The
complexity of the atmosphere or the amount of the end product (such as
tables of matrices or computer produced.mnpl, etc,) made it virtually
impossible in our case to judge correctness of the results afterwards.

Of course, one cannot make good data out of bad records, but a so-
called "editing" process can make data more useful for analytical pur-

poses. No editing program can eliminate the small random error., It is
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the DLy Mistur. , o s a Luoor U degred uris it mperature, which
needs correction. Since the influence of erronrous records on results
increases as the length of the observational series ! record decreases,
the need for quality assurance is the greater the shorter the record.

In some Iinstances censoring of frequency distributions by eliminating
extreme values may save elibrrate scoraening prucedures, This cannst be
applied, however, 1f oc1e of the analvsis goals 1s the study of extremes.
In the case of radiosanir data a serond re.cson apainst censoring can be.
pointed out, Because of vertical consistency, data elimination at oue
level without attempt of correction may lead to discontinue the ascent
{rom the cens;red level up, Thie may further roduce the already decreasing
number vf observations with altisuda and may leave very regldata reaching a
top level of | km, for example. Thus the cure 18 worse than the disease,

The availability of high speecd computers has opened a new fleld in
applying qualiry control methods and many methods conuidared too elaborate
and cumbersome without computer use can now be employed without diffi-
culties, | :

Some of the few basic principles, which reappnar and can be comnonly
applied, may be demonstrated from the Army Missile Command's screening
program of radiosonde data,

Since the author's detailed article is already scheduled for publi-

cation, (See 1969¢) only some basic principles will be presented here,
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Any automated screuning procedure must be so designed that particu-
lar {consistent) errors as well as inconsistent errors can be recognized,
This goal is rendered more difficult by the requirement that screening
procedures should have a simple logic for computerized tréatment.

L. Trivial Errors Chenk |

Under this first category fall all errors which are easily
recognized, and in ma1y instances an automatic correction can be made,
The errors can be divided largely into three groups: coding errors,
data and limit checks,

In the first group one may encounter errors such as wrong location
number, incorrect elcvatipn. false identification cods, mistakes in coding
the type of observation, erronacus time, atc. |

A second group comprises chechs for completeness (missing data),.
duplication and sequance of the records. If it is intepdld to supplament
the original data by automatic fill=in procedures, they can be incor-
porated in this phase of the screening procedure or at a latof date.

The last group is the limitation violation, e,g. data are out-
side established tolerance limits or physical boundaries. For aexample
in our case the dew point temperaturs cannot be greater than the air
temperature and the wind direction cannot exceed 16 compass points or
360 degreas.

The examples given for the above error groups are some guidelines

and are not exhaustive, They serve only as a demonstration for the type
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of errvrs, Ciccrily, a p dure for trivial orror crecks evidencly
depends largely on the type of available data. The correction of the
deficiency may also vary, e,g., 1f dealing with one sration,an automatic
correction could be made for wrong station code. In other instances
elimination of the data may be necessary, Ii onc had to establish a
map by computer, this may be the ;nly way to reduce the effect ¢f lurge
errors, while for other analyses time and perscnnel may be available to
go through flagged observations and to painstakingly check their validity.
&, Error Checking by Adjacent Data
In this group inconsistencies are checked against adjacent

data or a field of data in the horizontal (msp ov eguations), vertical
(cross-sections or equations), or by time relationship. The checkin;
procedure depends larzoiy on vntablished physical or derived empirical

laws, Again, procedures aim at flagging suspicious values by computer

mathods or correcting them if such procedures can be established,

Tolerance limits of differences between two or more observations must

be derived first,
a. Horiiontal Checks
This type of checking process can be applied if computeti:dd
maps are available or becoma the end product or if records for neighboring
stations for the same period of record are given. Under physical laws
one may understand conditions Like the gradient wind relationship etc,

Empirical relationships between neighboring stations or thresholds of

127




toaleto s o dotparinge, corueen afartiagg (o solishied.  Wheilier
these empirical reiacioaships are derived in tabular form or as analyti-
cal expresaions is not important, except that it is more convenient to
work with mathematical statements for which computer programming is
usually very simple, Changes of errors are considerably lower as opposed
to table inputs, especially when these have more than one entry,
b. Vertical Relationship 7

The U, S, Army Missile Comﬁand's procedure of screening
Tadiosonue Gty relies neavily on vertical relationships, Cross-gections
caould be Qsed. but only if they are readily available or calculation of

the cross-section by computer methods is the goal. The author does not

know of any program at the present where space cross-sections have been

utilized fox data control. Time~sections have been employed by Canfield

et al, (1968),

Our program checks two groups of elements, thermodynamic
qdantitien and wind, In the thermodynamic portion the lapse rate between
two consecutive obnervationf at different altitudes is computed and com-
pared with the dry adiabatic lapse rate., This method has proven quite
efficient and satisfactory, as dlually any error in pressurs or tempera~
ture will show up eventually in a suparadisbatic lapse rate either at
v.c tested data pair or at the next step, For example, assume & 10°
negative error in the temperature. 1If it is the higher of two altitudes,

it creates a superadiabatic lapse rate. If the error is positive, one
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would have an {nversion for this step of thc propram and the record is
not flaggea. The next step, however, would give a superadiabatic lapse
rate,

The last observation of a radiosonde ascent cannot be
checked by this method, as there is no other observation to computa the
Llapse rate., This last point could be checked -y tolerance limits or othe:
tools.

It should be added that superadiabatic lapse rates are not
automatically eliminated by our program. The cause can be manitold,
There may exist the unusual case of a true superadiabatic lapse rate in

nature. One may have a temperature or preasurc error or the data ¢an be

_out of icquoncc by erroneous pressure, Thus all "suspicious" data arc

tlagged and checked by a qualified meteorologist,

Since this simple tool worked so well for the thermodynami¢
parlintnrl a similar princip1§ vas sought for the wind. 1In the beginning
wind data vere chocknd by the frequency distribution of wind shear with
techniques .established by Essenwanger st al, (1961). This is usually
cumbersome and expensive, as computations ofrfrequency distributions are
gnnnrnily contly. The difficulty in establishing a unique relationship
vas recognized by Finger st al, (1965) who established vertical shear
limics for wind checks in tabular form for a few thresholds of layer
thickness, However, their method requires detailed criteria depending

on layer thickness, wind speed, and difference of direction or speed of
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Tunocang O, mvstl oL Mo avthar ®iy has devived a reiacvionship

between 'he vecter shear (Av) and the shear interval (Ah)

a L)
Av - ag {AhY 1 (1)

The exponent for extreme value was found to be 1/3 (see also Essenvanger
and Reiter 1“¥Qa), For use in our program eqn., (1) had to be modified
to accoamodate ro mal . red shear interval, thus Av Vc Ah, resulting in

vV, ™ e (&h) "3 (2)

vhere v, denotes the total vector shear, With a = 2,5, a reasonable

.Lhrelhold v‘"( m sec per interval) is found, All values exceeding
Vc are flagged, |

Equation (&) expresses a unique relationship similar to the
lapse rate ﬁu‘n convenient and simple tolerance criteria,

¢. Time Series

All elaments showing lom; form of time rolntionihip could
be checked by methods taking advantage of this relationship, It does .
not matier whather the time relationship is periodic or aperiodie,
Howevar, in all time related checking procedures the time relationship
must be established first,

In case of periodic variations it is quite coﬁvcninnt to
represent records by a Fourier series and(thck an expected versus an

observed value. A tolerance limit for a maximum (absolute) difference
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from the expected value may be determined by statistical methods of
error theories, Somstimes it may be quite sufficient and suitable to
use lubjectiQe tolerance limits,

1f an aperiodic time relationship (e.g. persistence) has
been found, tolerance criteria for time differences can be employed.
In all cases an expected value is tested against the observation.

A time checking procedure can be applied, even if no
functional relationship can'be found. Although time differences may
be randomly distributed, a tolerance criterion can be developed simiiar
to that described in a later chapter on.frequency distributions, 1f

the differsnce exceodo a certain magnitude, it may indicate an erroneous

observation,
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Frequency . -trirution Checks

Altnougn metauds described in the previous sgctions should catch
the bulk of errors, some nistakes may alip through. Let us assume that
the surface observatisr of a radipSunde ascent Is misgsing., Vertical
coﬁsintcncy could not discover this mistake. Although it could have
been tlagged in the trivia! ecrror checs. ~ther ¢xamples can be given

vhere vertical coas starn - existed, bat t'.. total ascent was elther toco

watm or culd., Tiese er-,06 can be checked against a frequency distribution,

In th2 Acmy Missile Command's earlier screening procedure pre-
Limi;ary trequency ats:rlbutions weve established, with printout of the
firat five maximz and minima, mean and standard deviation. Visual
inspection of the ffequency Qi;tribution then revealedrgsolated obser-
vations, Vertical profiles for the maxima and minima were drawn and
iqﬂpicLOul reccrds could be detected by itfegularities 1; profiles.

This prcdess waslfLme consuming, and not too many erroneous
ascents were discovered, since the hajoricy of corrections had been
made, Nevertheless, all ffequency distributions had to be inspected,
This phase of the program Qa; costly, too, as frequency distributions
had :6 be grouped by small class intervals to detect isolated records
and class intervals shifted from monthito month or by altitude, This
phase of the program was modernized by utiliziﬁg only mean and standard
deviation and selecting suspicious values by a predetermined threshold
X, tO be exceeded only a certain percentage of the time. This eliminates
the establishment of frequency distributions and re&ucel the printout as

only flagged observations appear,
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It is evident thac correct as welli as incorrect observations

; ' will be flagged and printed out, as one should expect a numﬁer o} obser-
vations exceeding the threshold *:h in agreement with the selected per-
centage figure, Unfortunately there is no easy way to separate the two

; groups by computer methods, ;t large daviation can be caused by extreme

weather events, All cases must be judged by the'r own merits. It 18

reitetated that scceptance, correction or deletiorn of an observational

record depends largely on the purpose of any analysis and existing
punlibilitie{. We have found it quite convenient to make avatlabia for
any flagged ;nlue the threshold for 99% and the frequency of 6ccurrence"

3 . which the flagged observation would have in a theoretical distribution

Luw. Mese valued aze holS?uf guidelines for evaluation, bui arve geherally

o ! : . N

not sufficiant by *hemselves for 9aﬂeclnion that the observation i3 '
i s,

, erroneous or not, It should further be pointed ‘out that censoring of

b - > . .

the frequency distribution cannot be applied in our particular case.

Bspeclally extreme value data analysis is part of the subsequent research

topics. Censoring would not solve the quality assurance problem.

4. Gaussian Distribution ;

The critical problem is the determination of the threshold

Xeh outside of whose boundary observations should be flagged. In ltl%il-
tical terms, one has to select a certain point of the cumulative diltré-
bution on one or both sides of this curve. The computation of the

' cumulative distribution is cumbersome for most types of distribution laws
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18 1L apvolves tote.. ting {requency deasity functions. In the Army
1 Missiie Command's «avlier version cmpirical cun.:ulative distributions
were computed to 3ecure close agreement with the observed frequency.
Thié had the advantage of the frequency curve being independent from

the statistical type, or the mean and the standard deviation of the

i distribution. Latet thias wer replaced by establishment of frequency

i distributions, which display less complexicy in computer programming.
If the ¢.en .at follows &n approcximate Gausaian normal

. distribution, one could determine the threshold by

X, * X + ao (%)

th

-~ . where X is the mean value, o the standard deviation and the cosfficient
""a" would be determined by the QQairod”pcréintngc exceedance, ¢.g. a = 3.0
for .135% of the obsegv;ttoﬁi'bcyond that point. All observations above

Xh would then-be flagged and printed out,

Since the relationship between the cumulative distribution
and the standard deviation is known for the Gaussian distribution, the
establishment ofvthreuholdn should not create any problem for meteoro-
logical elements following this distribution law. Gaussian laws apply
to most thermodynamic quantities,

b. The Weibull Distribution

If Eqn. (3) were applied to meteorological elements not in

agreement with the Gaussian law, one would have either too many flagged

obgservations or not enough, depending on the deviation. Since the
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relationship between standard deviation and cumulative distriburion for
other types of distributions is complex and generally cannot be found in
simple tables, the ideal solution would be a cumulative frequency law
versatile enough to adjust to a variety of types with good approximation.
Thus we applied the Weidull distribution with considerable success in

our screening procedure,

The Weibull distribution is defined as a cumulative type

(E=2)
Ax) =1 -¢e 8 ()

with 7, ¢ and A au tha reference, scale and shape parameter, respectively.

Any perceatage (X, can be related to Xen by the modification of equation (L)

' to

- .
Xy = O\ fa Pt 7 »- (5)
vhere : P=1/(1-Rx) ( 5a)

The estimation of the parameters is the only difficulty
left. Maximum -iikelihood cutinntidn for all three parameters cannot be
performed analytically lnA solution is very time consuming. Thus the
utilization of the maximum likelihood method for three parameters would
have increased costs compared to frequency distributions. Simpler

methods exist when 7 = O (see Kao, 1958 or Menon, 1963), however, the
“.
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assvenclon > = ~ wouid raduce the flexibility of adjustment for the
Weibull distribution and would limit the ability to fit the frequency
distribution, %iece the major goal in the chacking procedure is the’
establishment of a threshold value Xeh? the reader may find a parameter
estimation by moments. develcped by the author (1968, 1969b) quite
convenient,

3/

y = (<= Jab+ . a7)/(b - a?)

(€a)
1

y denotes the skewness, the ratio of the third moment ( reference mean)
T :
to the cube of tne standard deviation, y = u.s/o‘s
Since a, b and ¢ depend on B only, a computer solution of (6a) 1is rela-

tively vasy or tables can be used (see Essenwanger, 1968, i969b)

a=r(1+1/8) ‘ (7a)
ba=rp(l+2/8) ()
cap(l#3/e) (7e)

With & known, the other parameters become
& = 0%/(b - &%) (6b)
and ymX - 0'a (6c)

The three moments of the distribution must be known for application of

eqns. 5, 6, and 7, In two cases two moments are sufficient.
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As shown by the author (1968) the y can be approximated &+
7 - L.UOWTE - 0660 + .0UuB7 ( Ba)

for wind and by
v = 3.1223¢ ~ ,30B0¢ - .4515 { 8h!

for the toral vector wind shear

D
m/

E-ealaa-i'(1+3d+:d"’)/33 '

with d+1e o2 - [ gb)

The second case employs tﬁo Weibull distribution for elements whose dis-
tributions follow the Gaussian law, .
Thus £ gqan be determined a priori. Eqn. (6a) gives 7 » 3,60,

i 1f the squared difference of the Gaussian and the Weibull distribution

at steps of half a standard deviation ¢ within + 3.30 is computed and
E ? summed up, a minimum {s discovered at £ = %,55, Table la axhibits the
E ? frequencies for the Gaussian and the Weibull diltribufion(cunulativo at
I left and density at right) for g = 3,55, All differences are less than 1%,
The last columns in both sections contain the differences for :hc?s, it
selection is made for the smallest possible maximum deviation of any fre-
quency within 4 3.5¢ range,

0f more 1uportnngu may be the agreement between the x-values

as these are used to establish thc flagging limit of Eqn. (5). The
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Weibull distribution for half units of o within + Yo lies at g = 4,36
(Table 1b), It should be noticed, however, that the differences for the
two-sided fit increase towards the marginal classes, This is a handicap,
but is acceptable since it is preferable to flag more than the expected
number of observations rather than less. The threshold could be adjusted,
too, Again, if a miilmum of the absolute deviation is desired, one would
select B = 4,26 with leviations smaller than v.60 at tne ends,

Since it is known whether an observation is balow or above
the mean value, a one sided fit solves the problem of poor agreement
tpwqr&n the ends., Good approximation for the minimum threshold can be
obtained with a B of 5.5% or 5,54, while one may select a g of 2.96 or
2,97 for the maximum end, The differences are displayed in the right
portion of Table lb.

The advantage tﬁbuling the Weibull distribution for flagging
instead of the concept of the normal dis:ribution lies in the.u-y compu=-
tation of rel;tcd frequency values for the flagged obsarvation with Eqn. (5)
‘and (%a). This eliminates any tabular input as necessary for Eqn, (3) and
one program can ba appliad to all types of fraquency distributions.

¢. Elements With Various Types of Distributions

Thermodynamic quantities and wind can be treated with
techniques as outlined previously. The Weibull distribution is very
flexible and thus can be utilized for the purpose of flagging for numerous

elements, Some distributions may display untolerable discrepancies.
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Transformation of scale sometimes helps, such as a logarithmic progression
of visibility data. This must be left to the individual analyst, The
Weibull distribution 1is very flexible and transformation can usually be

avoided,
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Tt is reiverated that no quality assurance program can make
gond data out of bad racurds, ‘These programs cen oni} contribute to an
“editing" of daté, Eter whichrthe larger errors { hop:.fully) have been
eliminated. Since these large errnrs can bias any statistical or computer
result, the correctim of rhese obvious mistakes is necessary, It must
b cautioned, howeveyr  thag ccrreﬁcion methvd; cannot hr geared to an ‘
expecied aaalysuic resulc, as all observations contradlctory to an assumpd
hypothegls to be tested by these dutn are then eliminated, Correction
methads must be independent of subsequent analysis.“ One cannot check
pefniscance. for exampla, if the majoirity of data have been filled in
by methods d;rived from persistence. '

Thcvedluing process by "experts" is usually cumbersome, but
correction methods by computers must be carefully designed, Where con-
.1.canc9 equations can be obtained, methods for randem error corrections
can be developed With th; complexity of the atmosphere it is difficult,
however, to pinpoint uncquivocaliy differencas between a rare cvgﬁt and

an obvious mistake,

Any correction method should be based upon known or derived
principles of error sources, Somatimes data are rectified which later

prove correct in the light of expanded knowledge.

Establishment of threshold values is arbitrary. Threshold

Socimrns S it 43

values must be designed to catch all the large errors without the burden
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of reviewing tuo many data by the expert, 4ny 'ime & large pile of
fl;gged data appears for a particular dats sample, a search for a
systematic error should precede any detg}iad correction operation,
This systematic error can then he corrécted betnr.. other comguter
rune are made, 3Sometimes a'big bulk of privtoutr can be caused by
improﬁ;r selection of the ithresholls. Then 1a adjustqint will give
reasonabie amounts,

It should be further mentioned that selection of threstolds

-‘succeads for ﬁnlimitod:diatributions only, 1t would be absurd, {or

inltance,.to flag all calms in surfave wind distribuctions or allidry ‘
records for precipitation dsta. Elements with U-ghaped distributlons

EaN )
could in generul not be checked by [requency methods.
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Analytical methouds for the editing of observational datd have
been divided ints three aajor groups, the checklug of inconsistencies
(trivial errors). the procedures employing « set of data with inter-

relationghip, and utiiization of £réquency distributions, -The methods

presented may serve as ¢ goideline and cannot be-exhauativa, as the
: /

- eomplexity of the at cep ore with fts difforent metenrolegical parameters

necessitates Lar vidu ) tachniques depending on the treated element.

" The threc described groups of errcr checks are common with any quality

aRsurance program.

.1t 1is fébeaied that editing of data cannot replace a cagnfully
cerried out obséévq:ioﬂal programlwith'adequnte instrumentation. One
éan assure,. hew.ver, that large mistakes and systematic errors E;oh

various sources are diacovered-ané any bias of fhe results due to -

crroneous data is largely reduced, The small random error cnﬁnot ordi«

© narily be eliminated, ' : \

Al:hﬁugh the data mﬁy_have gone through quality assurance programs

several times before they reach the lnveltiznto:. it i3 nevertheless
ajvisable to resubmit the data to & screening proceduﬁf. Editing of
data by other investigators or installations does not automatically
guarantee that the reccived data are free of mistakes,

The goal of the editin} process should not be to correct nature

and reject data which do not fit into a predetermined model or hypotheais,
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. Essenwa éer. 0. M. and Reiter, E. R., 1969a; PowEr Spectrum, Structure
? ' e
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4 UNer woa. e ek the data should oe teseds upon known o disa-”
coveted gources of ervor only., 1If the latter i. kepr in mind, analyri-
cal methods of quality assurance will serve their useful purpose.

>
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ABSTRACT

A STATISTICAL MODEL FOR THE ANALYSIS OF SIMULTANEOUS TWO-
STATION IONOSPHERIC SOUNDINGS

Dr. Erwin Biser ' My Richard D'Accardi
US Army Electronics Command, Fort Monmouth, NJ

1. Ionuspheric sounder data characteristica change as the distance hetween
two sounder stations ig incréased from 0-500 Kim. It is therefore desirable
to know about the degree of correlation one can expect between vertical in-

‘cidence (single station) data and oblique incidence (two-station) data. It will

be shown that a single 1yncspheric sounder (ionosonde) operating in the ver-
tical incidence mode can provide useful data over an area of 60 Km radius.

2. Experimentation was performed in the 2-16 MHz frequency range using
two ionosondes, one as a fixed terminal and the other as a mobile terminal,
Each terminal made scheduled soundings every ten minutes from 0530 to
1730 hours for ten days. While the fixed terminal was transmitting and re-
ceiving its own signal, the mobile terminal would simultaneously receive
the same transmission; likewise for the mobile with respect to the fixed
terminal. As each ivnosonde transmitted and repeived in the vertical in-
cidence mode, the other sounder, receiving the same transmission, com-
pleted the obligue ionospheric mode. (An oblique mode or path is one be-
tween two stations space a distance apart; a vertical mode or path occurs
when either station receives its' own transmission. )

3. The experiment was designed primarily for a paired difference model,
that i{s, the pairing of data occurred as planned by the experiment The
data were also analyzed by a paired comparison method to focus on the gain

of information achieved with the paired difference or randomized block design,

and to show that vertical incidence and oblique incidence ionosonde data are
good estimators of each other over short distances.

4. The application of a similar method of analysis will hopefully be used in
future experimentation to substantiate a high degree of correlation between

vertical and oblique incidence soundings over field army distances (0-300 Km).

This article has been reproduced photographically from the authors manuscript.

Praceding page blank
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The cbjective of the present data analysis is to shov that daily ionospherie
soundings taken at vertical irlmcidence (VI} are -very nearly the same as
oblique incidence (OI) soundings taken over a 60 Km path (see Figure 1).
We are interested in formulating hypothesis tests to determine whether or
not the Verﬂcal Incidence data (population I) is nearly the same or ig, in
fact, identical to the Oblique Incidence Aata (population II). The analyﬁis

investigatesa a total (€ 85 dally rmcasurements of criiical {requencies per-

formed gver a ning~dag g riod, taken every ten minutes from 0530 hours
to 1930 hours, for a 60 Km path (see Figures 6, 7). This yielded nine
observations of critical frequency per time slot. Samples of raw data
appear in Figures 2, 3, 4, 5. In order to test whether or not a given hypo-
thesis is supported by a set of data, we devised a rule of procedure dapén-

‘dent upon certain calculations dbtﬁlned from a sample oflthe data, and de-

cided to accept or to reject the hypothesis tormulated(a). Two sxperiments,
E; and Eg were used in compariné the means of population I (VI) and those

of population I (OI) . The homogeheity of variance was tested by the use

of the F test, where 002 was compared to crv2

To test homogeneity of variance, the variances of the vertical and oblique

incidence data were paired., The 85 grouped values were:

(1) T'{(':'?;)l , (g‘;g)z ree -(g':;)as}
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Tests of hypotheses for the equality of two var.ances were {ormulated as

follows: 2 5
Ho:o'c,2 = g, ve. Hi:gp“ # cvz
(2)
or: 2 2
. _ . @
(2]
0n”

The rejection region is: oy 2 k, where k is found by specifying the

significance level a = .01 . The following probabijlity function describes

the relationship:

® e[S ak |8 1]
: v

. 2
Under the null hypothesis H,, .g_Qz’ \{ has an F distribution with (n-1),
v

(n1) degrees of freedom, which results in k-FEn-l), (h-l); (l-g).] and

the rejection regions are:’
0,2 -
5% 2.Fl(n-1), (n-1); (1 -%)]

v

(4)

2 Fl(n-1, (n-1); & for a = .01

aja
“F.

2

v » thenwe can conclude

If these inequalities are satisfied by So2 and S
that the estimated variances are significantly different at o = .01 level of

significance. That is to say, H, is rejected when:
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i), (n-i); % ]z 6:2'2 Fl{n-1), (n-1); (1-2) ]

R 2 » .
By letting §," and S, the sample variances, estimate 002 and crvz

) '

we form the F ratio:

| .4 5.7
, o i
(8) F = gs'_‘Z‘
(“,:‘ |

1
|
I
I
i

which has the F disteibution with (n-1), (n-1) degrees of freedoni,
I

S 052 2 o 2
F involves the ratio -3 but is independent of ¢,“ and ¢.,° therefore:

Oy
(7 Pr #((n-1), (n-1); § « "Ei'; £ Fl(a-1), (n-1);1-§)1 =1 -0
Oy

In testing the meuns the observations were grouped into 85 'vnluea for

each experiment:

(8) Ey = {31,' -d-z, « v e, 585}

- 9 '
where d; = x, - y,, and d=(l/n);£di, i1, ...., 9 pertime slot.

(9)
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Eg = {8;, 8, . . . ., 8g5) where: 53";oj -;Vj per time slot
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ad, ;°j =(1/n) T %o, per time slot
1
- ¢

yvj '_(I/n)nl“.:yvi per time slot

Thesge sets consist of the mean values of the ¢)fferences between Ol and

]

VI, (E,), and the differences between the muans ol the two populations,
(E2), repeatedly taken at the same time daily for nine days. These two
sets are assumed to be normally distributed with variance ad2 and © 2

P
s0 that the means of differences, El-i, and the difference between the means,

'61, are normally distributed. Since od2 and opz' are unknown, take

estimates of the variances for each time slot for E; and Eq are:

9 -2
(10) sa” = sk T (4 -3 for Ey, where

n=9 samples per time slot.

d = mean of the differenéqq between Ol and V1 per time slot.

,,.di' differenc_e between fOI and fVI " "oi -y"i'

: | 2 2
(11) For E,, g?. (n1-1)802+(n2-1)SJ2 . Sx, *

P nl+n2-2

where ny * ny, and:

8 .
R =2
S¢y "1 T (o =)

151

‘,

b

e oehiad e s




L ‘V
8, - T
¥

- i z
N R ) \Y ., -
Jv r-i ! y’l y\')

sz * pooled estimate of variance for Fo

n =9 samples per time slot

Ty T ETETIVATO N A T, el T T e

;o' ;v = means of OI and VI populatinns per time slot.

xoi. y"i = Ol and VI data per time slot.

The t-statistics emple, ed are:(m

.Ei /n .
(12a) tn-l ’ -l-—-ggi'——tfor El' and

' | Xo =¥ oy :
(12b) tae * fg':- a= for E,,
S,V n S JE
P P
where n=9 samples per time slot, and n*-n1+n2-2-16
degrees of {reedom
Sp * /82 , the pooled standard deviation for Ej,

p
Sdi' ~/§diz ) the standard deviation for E, .

Therefore, the populations are t-distributed with (n-1), and n* degrees

of freedom, The first experime nt or ''paired' difference test, E,,

concerned itself with analyzing the means of the differences between OI and

VI data. The second experiment or '"paired' comparison test, E2 wae
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cmnecrned with analvzing the differepce betweern the means of the two

populations. For E; the following hypothesis was furmulated:

(13a) | Hat Mo = By V8. Hyt M ¥ iy
- g
where dy o (lln);1 (ko = gy, jor each time slot,
ia !
For Eq the followlrg hyoothesi- was formn'ated:
(13b) Hy Bo =4, V8. Hy: Wg y b
where 8=%,-F, foreuhtime slot,
o 9
1 and X, #(1/n) £, %o,
Lr . 3
.-' . ‘ ,yv "(l/n)ﬁl yvi I
and X, and y, are oblique and vertical incidence data respectively,
L . .
That ig to say, we will tast a null hypothesis Hg, (that d; or bi = Q) -

v8. H1 . 1f we uccept the hypothesis, this would, of course, indicate

that the difference between Ol =~ VI = 0 for each time slot at a = .01

i If we assuine the alternate hypothesis l-l1 to be true, then the Ol and

V1 data would be significantly difterent.

! The critical region of these tests are:(2)

1 ©d
" (14) —%———-—1‘ t [(n-1); a/2] for E;, whichcan

be written as:
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-degrees of freedom. This 1ndicates that if (14) is satisfied by di and

A /fn
+ /

to(n-1); o/2] > S > tl(n-1); (1-a/2)] for a two-
i
tailed test, and
(18) . —39—-—)’-"'— > tl(n®); o/2) for E, which can be written as:
g Sp v 2 ’n ’ 2 .

t(n'); o/2] > 2—2Y > 4[(n'); (1-0/2)) ,

Spy/27n

where n=9, n*s(2n-2)=1; degrees of freedom, and with n=9, (n-l)-8

Sdi‘ and (15) is satisfied by &8; and Sp, the tests are rejectéd under

the null hypothesis H, and that 31 and & do__u differ significantly from

"0" in the critical region (region of rejection).

The critical regions can be explained by the following probabilities:(5)

(18) Pr[-l-gt‘ﬁ.]_ > t[(n-1); a/Zj] "o for E, whichrcan be .
! - |

written:

Prltl(n-1); /2] > B> 4l(n-1); (1-0/D)]] m 0,
d
H|

and

(17) Pr['L"L—M> t[n*,a/Z]] ».a for Eg which can be written:
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Pritin¥ 0/2] ==X 5 {n (1 -a/.d)]_j =0,

S[,,/ETH

“where a=,01 is the pre-determined critical region, or region of re-

N _
jection. Regarding the comparison of means and of variances, if the

null hypothesis H, is found to “» false, then the powez: funegior, T,
would be used t» find the r)x--,»b-xbilit,y that the alterna‘té hyp‘mthesis Hy

will fall completely in the critical region. Let B = re;fgic;n of acceptunce
of the alternate hypothesis H; . Normally T = 1-8 should be very lorge

or fBvery small, Tu illustrate the conaept of a rejection region, subpuse

we have the following hypothetical probabilit)"' density function of a variable

hY
o

X : _ "y

region of acceptance

for Q0
j . X

IHustration (a), Pr{X/H ve, X
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P(X) A

PP{X/HI}

B regzion of |

A
acuept. nce for H \\
A

Ilindtration (b),,/ Pr{X/H;} vs. X

AV \ . —» X
Xc : S _

i
!

In_illustration (a)l-": ,

8

y Pr(X/dg) dg'=a

%

(18)

. -

" Therefore, if Hj is true (so that X 'has the probability distribution

Pr{X/ Hol). the probability of a raridom observation falling in the critical

) that i6: Xe satisties illustration (a).

or rejection region, X>. Xc is @,
Now consider H; true and X having the density function Pr(X/H;} . The
probability of a random observation falling in the acceptance region

(illustration (b} ), X <X, is B, thatis:
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The probability of correctly rejecting HO, is called the power of test

feem

where:

» - '
(200 . Tms=y eﬁ = .\1‘,‘ Pr{XVHy} dy

o
In addition to hypothesis testing, the analysis estimaies intervals [ and
It for which we can expect, with 39% confidence, that d €I, and

so

er .
52

| "That is, .we utilize the information at each time slot using the { tests -

i ,descrihed in equdtion_s 12, and place a 997 conﬁd,e'nce bound on the trie

state of nature at these points, i, e, = (xo - )V ) for E; and

C - (xoi y‘v ) for E2 respectively This means that if experiments E;
and E2 were to be performed say, 100- times,rwe could'be confident that
99% of such intervals will contain th,e true state of nature at each time slot.
Thus by putting confidence bounds bn each set of data points, we would have
85 upper and lower bounds which would generate an envelope,” From this
envelope we can conclude that for the spectrum of data generated in this
experiment, we are 89% confident that the data will be contained With the

envelope.
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Interval estimation aids in obtaining limits C, and (g which are functions
of the sample values {f } or functions of tBe sample values and known

population parameters fdi} {6;} and {szr . The limits are determined

80 that the probabllity @ )

(21) Pr(c1<6<_c_3)zl-a

v

-where 8 is the parameter beéing estimated and (1-a) is the confidence

probability. Consider .he problem graphically, where f;(6) and f,(6)
_ A
are drawn go that c, € f,(6), c € 15(8), Pr(f;(8) <6 <f;(6)].*1 and 6

is 2 sufficient estimator of § obtained from the data,

LI

(o)

12(0)

P~ 6

The line segment (c;, cg) will intersect 8 = 6, (true value of parameter)

A
if and only if f 8 sf,. This is to say that Pr(f.‘gsfb) =1 - a; thisisalso

the probability that (cj,cp) includes 8, .
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- (23a) (43 tl(n~1);a/2] (—s—;"i—}]

It will be shown subsequently that we can be 99% confident, (1-o =. 99),
that F* and t* will be between the calculated upper and lower limits

’ ,f
of the confidence interval. In the paired difference test, the probability of

acce._pti/ng Hy:

(22a) Px{t[(n-l);alzﬁ th < t{(n-1); (1-0:/2)']:} = 1~
A _ Eiﬁ‘—
where t*, = S From this equation and that of (18) w=
i -

obtain the confidence interval:

This means that we can be 100‘(1-0) % confident that this interval contains

c:l1 =0 under Hg. (The critieal region is: t*[(n-l),a/Z] >th> t* [(n=-1);(1- a/2)]}.

Likewise, for the gaired comparison test, the probabﬂiw of accepting H

(22b) Pv"[t[n'.; 0/2] < t¥; < t[n'; (1-&/2)]] -'l;a

X " Yy

Sy T

This equation and equation (17) lead to the confidence 1nterval:(2)

where t¥ =
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The F test for the variances as given in equation (7) can now be rewritten:

' . s .2 0.2 2\. .
(24) Pr (—s—:'?-) Fl(n-1), (n-1); o/ 2] <6:,92-< %ﬁFE(n-n. (n-l);(l-a/z)l]'
k- “1-a -
where the confidence interval is:{!)
Y‘:
| rSe2 \ So2
: O - -1): . - - -
: @) [{gg/Fiiin 1).a/2],(§-v,)FC(n 1), (n-1), (1-a/2)] |
@ ~ The probability that (%‘b) will be contained within this interval, under H,

is (1-a).

CONCL.USIONS: _

For Ey, the MWM, the computed value of t uuefl to

test the hypothesis o>y at 10:00 is 0. 0174, (see Fijurel(lsf). 'The

corresponding confidence interval for the same time slot is: I={-0,9405, 0, 9203},

‘Note that the interval is quiie wide coriaidering the small difference be-

tween the sample means (for 10:00 hours.). Examination of the data, Figures

" 8,9,10,11, show a markhed consistency with this conclulion. The VI meas-
urements (fixed station) are generally smaller than the corresponding value

for the O1 (mobilé station) méasurements. Their differences are recorded

as: dy = fg=fy= %Xy~ Yy
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The paired comparigon test, E,, Figures 16,17,18,19, requircs that
two random sampies be independent. The data shows, however, thata
pair of measurements for VI and Ol for any particular time are of
a}:proximately the same magnitude. In other words, the variance within

the blocks is small compared to the variance between the blocKs,

The following dats from Figure (9) were taken ut 11:30 hours:

Dey Xo . 4% Yy &yv Xo-Yy
1 10. 80 10. 80 0
2 10.00 0.80 9. 80 1,00 0.20
3 9.00 | 1,00 8.20 0. 60 0.20
4 9. 50 - 0,50 ' 8. 50 0.30 0
5 10. 00 0.50 10. 00 0. 50 0
6 10. 50 0.50 10.50 0. 50 0
7. s, 50 1,00 | 9. 80 0. 80 0,10
8 9.50 0 8,50 0,10 0
8 10,50 1,00 10,40 0.00 ©0.10

In other words Ax,, dyy > xo-Yyi a8 a result of the homogeneity within the

blocks, the new experimental design, that of Paired Differences, ‘utilizes

the nine difference measurements, di, per time slot to test the hypothesias:

Hot Wy = jp ve. Hi:  uy ¥ g
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with the t test i «.nlicence intervals ae ghowan in equations 1ia, 13a,

14, 23a, This statiatical design is s simple example of a randomized

block design. The test is commonly called a paired difference test. It is
emphasized that the pairingrwas part of thé planning of the experiments, and
was not done #fter the data were collected. Each of tl-;e blocks consists of
the two observations x, and yy for the same day at a_specific time,

(See Figures 8,9,10, and 11.)

By comparing the compted confidence intervals for the 85 time slots

for the paired difference model with those of the unpaired model, see

Figures 14,15,18,19 we see a decided guin in information favoring the

randomized block design, The gain of information is reflected in the

difference in the width of the confidence interva.ll. Again using data at

10:00 hours, in Figure 20, the interval for the g_a_u:ed comparison test

Ipe®(~. 9405, .9293) . The interval for the ggh:gd differsnce ;ggt
Tpa®(-. 1859, .1961), and Ipg<Ipg .. .

The Ipdp i}, ..., 85 arg mugn NArrower as a relult of blocking in this_

experiment. Figures 20, 21,22, and 23 show the comparison of the confidence

limits for both methods, as well as a large reduction in the standard de-

viation Sq _as compared to the pooled standard deviation, Sp, of the

unpajred observations., Variances are presented graphically in Figures -
24, 25,
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expectation. Experimentation is plannad for investigeting criticai fre-

_‘}'Vro)vgu'prm:iable din erenee exists between the data of ' e I'xed ard nichile

ionosondes for a distance of 60 Kn_\_._ The data of the fixed terminal is

very neavly identical to those of the mobile terminal for this distance. This

means that gply one ;gz;-:pm_a;_imgge_im_gw‘,g_ to provide useful

ionogpheric data under these given c()hqitions. The resuit bears out the

quenéies at distances bivond 60 Km, {(up to 500 Km), 10 determine the
digtance within 500 him wnere the conclusion becomes invalid. This wonld
provide insight as to an extreme distance limit for the usefulness of vartical

incidence ionospheric soundings with respect to critical frequency.
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POSITTON OCATIGL ViA MULTIPLE TRIANGULATION®

Glenn A. Stoops and Edward I  Snitzmacn) 1o

L)

Litton Scientific Swpport Laboratory
Fort Ord, California

1. LaThIDUCTION,  Classical triangulacion in tne plane invelves locating
an unknown ;osition by measuriﬁg its direction Lrem two known poinis and
finding the intersection point of the two location iines. 11, mowe gencrally,
there are n known points reporting directions--and there are crrors in the
observed directions--then the n lines cannot be expected to intersect in
a common point. Two differeﬁt metnods of oﬁtaining a closed form estimate
of the true position, with variations on each., will be derived and discussed,
along with an errcr anilyeis of each methad.
2. ESTIMATION MilHubs.

a. Least Squares (LSQ). The n known positions are denoted by
Pi (xi, yi), i=1, 2, .,., n, and the observed directions by the respective
angleé vy This yields an equation for the i th direction line Li:

y-¥; = tan @i (x - xi).

Tine perpendicular distance d from an arbitrary point P (x, y) to the line
Li is given by:

d (P, L) = | (x - x;) sin g, - (y - yl) cos ¢,

The LSQ method, roughly, determines a point that is close to all the lines

Li’ in the least squares sense. Specifically, define the function
£ (P) = £ (P (x, ¥))

n

o e, L)
i=1
2

« d” (P, L)

clix - x.) sinzé + {y -y )2 cosz‘
- i i i ’

[

i
-2 (x - xi) (y - yi) sln;i cos@i].
The (unweighted) LSQ estimate is the point P that minimizes this tunction,
A slightly more general function is
)
g (P) = 22,d° (P, L)),
where t&i) is a set of fixed, but arbitrary, nonnegative numbers. Physically,
the minimization of this function corresponds to weighting some of the

*This article has been reproduced photographically from the author's manuscripe.
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A Point o intersecetion (POL).  Fach pair of direction lines

. ) . , n
{rtegzaeots in g anipie naint, and there are ( , ) = n (n ~ 1)/2 such points.

i aolersecbion ceant of lines L, aad L., P, (#,., v..), Is.derived casily
. ' i J 1) 1} L]
trom their vquatioas and is given bv:
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Pasiest ot course s to choose the weights \Li } so that they sum to 1.

]
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3. APURUSTINATION USED IN ERROR ALaLYSES. It one assunes that the errors
in sedsuring the true angivs fron the respeclive known peints Pi at v
snall, then the rollowing arprozimation is 1 very sound one and aids
considerably in the error analyses. Lote that the crror in locating an
unknown position is in general a function oi the position, so that in this
sense e errors derived are conditional erfrors, conditioned by the actual
(unknown) position,

Let (Ri, vi) detiote tiwe true distance and Jdirection of the unknown

point £ from thie | oo Rnown oot 7o, (ae line L, osovs ticough B oand
[ i 1 !

misses P by a distance of approzimately 1, ;o - i (sve igure) . dhe
: i

/ . i':
. 7’

geomutry of tpp error analvses {s vased considerably iy linc Li is replaced
by line Li’ parallel to the line troas Pi Lo Puland displaced by an amount
Ri]:l—ci; in the appropriate direction. Lineg Li and Li aru‘virtually
Indistinguishable, and both niss PU by the same amoun{.

1

4, ERROR AdALYSha. LY Po (x)

[y

s yo) duenotes the true point to be located
and P (x, v) deautes the corputed estimate (via either LSQ or PUL), then
the Pasic critori o used to assess the quality of the respective estimates

”
=1, the mean squarpd radial crror.

N }
is B 1{x - x))" + oy =y )=l -p
s W Q .

The only assumptions made about the runddn variables Py are that thev be
independent, unbiased, and have common variance :2.

a. LSQ Method., Using the counterclockwise convention for mositive
angles, one can sinow that tue distance from an arbitrare point P (x, v) to

;i is given by:

P, f,) = (% - % sine. =y - v cos .+ R, (0= ).

d (P, IL) “( 0) 8 i ¥ 'u) cos hl ( i 1)

Given lo-—and thus Ry and : —-the point | (XLSQ’ ;Lnu)' bcc:uqu ot

the way it was coirputed, also minimizes the function h(l') = ;-id“ P, (i).
191




Pher ooy ainimizing

. LI
LRGSO -y

LooP) expresses x

1.5Q 3™ Yisq

the expressions are:

(conditionally) in

) ) . 2
- - s ' " G =1 ¢ 7 o
‘ _ﬂ,i.’\ ',_L:“?' i) Lo Jsin jeosy L) -~ (L i( { i)sin)i)(z.iicos ’i) .
Moy N 2 . .32
(“'ibln i)u.xicoa )i) (zlisinvicosci)
and similariy ror Y oo Note irmediately that x and yLSQ are linear

tusetlens of (:_,-'i), < : that
i

tuuction only of the variance

LSQ

of (¢1-e )(and the geometry)

are determined

the mean squared radial error is in fact a

are independent

rhe €rroe xrressfon, K [(x -x )2 + (yiSQ_y ) ], is s8till re_atively
RO i ooy the tort Llat the rund:s vul Tubles N
i B LR IR ¥ B T S I bLVL; by:
2 2 . ) ZR 2 { 2.
, {1 SN Lot peiad )7 £y i sinu )
2 P . 2.2 2
(.. sin - “i, < i P 08
+ 1 3 )0+ (ngLosdlﬁlnB ) ](zli Ri cos v )
2 2
-2 g ) - )
2 (. e sxn )( i )( 2 i ginf coqvi)_J
- el v :
[(Siisin vi)(:i,cos“oi) (LZ sin® cose ) ]
R POT Method, T"e coordinates of the point Pij

, Jppruxinately by findiag the intersection of Ai and Aj. This yields:

(Ri(:J .L))cos ‘-(Rj.(bj-f.!j))cos‘)1
LR pome——— i (”i'“j)
\Ri i ))axn“J—(R j -4, ))sine1
R P ST G0 )
Since the egtinate \AP{I. ypnl) is given by
Cpot Tty
Vet T i a7y : iv351y
v eLer funetion {'xrni—x”;“ + ()POI u ) ] is derived by combining the
terns, ., terms, €tc., squaring, and carqul bookkeeping, noting again

o 2
e
convenience of notation, define ti
all i#].

HERR

. . 2
independence and common variance o

Then the mean squared

of the random variables

Eji’ if 1»j, and define A
radial error is given by:
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n

2
TRTEC . h,  co87))
j=1 & dFTA] j

2

. oy 2 .
+ ( bin,j) ] P

i#iL
5. iMPROVEMENTS BY ADJUSTING THE WEIGHTS. The derived error expressions

are too complex to permit many general observations to be made. Extensive

study of examples indicates that the LSQ method leads to smaller error

than does the POI1 method. 1In particular, it is conjectured that

o pra g e

unweighted LSQ is always better than unweighted POI. However, either

method can be cunsiderably fnmproved through rhe use ol cven imperfect e

infurmation about th2 unknown location. 1In the following subsections
idealized weights are de:rived for eacn method, weights that minimize tie

respective error cxpressions but are unattainable because they require

perfect infcrmation about the unknown locations. In later sections these

idealized weights are inferpreted as yielding lower bounds on thc¢ error

T
port p SRR

expressions, bounds that cannot be attained but can be approaghed by

various iterative schemes,

T epreeT:

Tl AFER s WSS

a. LSQ Method. The intention here 1s to find the set of nonnegative

welpghta ’ii} thot minimizes the (conditional) error expression, E, for a .

particular unknown location Po' Of course the set is different for each

Po and thus cannot be derived, even .in theory, without perfect knowledge

of Pu jtself, lowever, the mere existence of such a minimal set indicates

a lower limit on how much improvement can be expected even with partial

information about Po'

ilote first that E f{s homogeneous in the Li's, that 1s, multiplving
the Zi's hy a cemwen factov ieaves E unchanged. Note also that a minimum

E o e

could not occur along ¢ boundary (one or more i,'s equal to 0), since

this means ignoring some of the data. Thus, a iecessarz condition for a
lBSél minimum to occur is that all the partials, EE/bﬂi, pe equal to 0 at
some point (or any multiple thereof). One solution (and, it is coniectured,
the unique one) {is:

-2
Ei = Ri , for all 1.

Again, this solution was suggested through study of numerous examples, and

it can be checked, through straightforward but tedious computation, that

R L
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it does indeed satisfy as/aﬂi = 0, for all i, The simplicity and plausibility
vt this solution, once attained, make it a most likely candidate for unique
global winimum. In particular, the data from more remote points Pi should
obviously be weighted less heavily. Interestingly, the minimal weights

for £, = R -2

do not depend on the angles {01}. The error expression, EMIN’ N [

is given by:
XRi—zl[(ZRi-zcoszoi)(XRi-Zsinzui) - (ZRi_Zcosuisinoi)Z],
a relatively simple expression.
b. PCY Method. Since & is a simples expression in the POI (ase,
it would be expected that minimization is also easier and this is true. In
fact, since E 1s a quadratic function of the

F
i}
= 1, is linear, the minimfization problem--via partial

's (or kij's) and the
+ A

constraint, izjlij
ditfferentiation and Lagrange multipliers--reduces to solving a set of

simultaneous linear equations in 2,,. Once more, study of examples

ij
suggested a solutfon, hence the solution, which is given by:
. -2, =2 , 2 oy =2, =2, 2
‘i3 Ri Rj sin (Oi OJ)/iEle Rj sin (U1 Gj).

for all i<j. As noted, the optimal weights for POl ifunvolve both the Rl's

and the = 's, perhaps because the points of intersection are so intimately

i
tied to both., The most striking fact s that the error vxpresslon, “WIJ'
i+ precisely toe same as that derived in the previous suinsection for 1.8Q.
(In ract, the "opiimal' ecstimates thomscelves are identical as well.)

Certainly this fact {s more than coincidence, and some of its unlfying
implications will be discussed In a later section,

. PLTLIPRLTATLIUN OF "OPTIMALY WELGHTINGS. In Section 5, best possiblce
welgntings were derived ror each estimation method, given a particular P”.
As stuted, these weights are unattainable, requiring omniscience, but they
indicate directions for Lmprovement of the respective unweighted methods.
Simply stated, some information about the locatfon of Pu ig better than
none at all, This suggests that an initial (unweighted) estimate, P(l)' be
computed, via cither method, and the distances K (and angles uil) from
) i1 il's' if applicable)

can be used Lo compute a sccond, weighted estimate, P(q). Since P(Z) is

il

cach Pi to P be determined. Then these R, .'s (and 9
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ar rhan v(l), itw associated R .'s and -, ."s can be used to
1.2 [
compute a third, weighted cstinate, P(B)' saturally tuis iterative scheme

.can be continued as long as desired.  UnioiLlunately, very little work has

been done at this time to investigate convergence, and rate of convergence,
of the iterations to anv type ol best cestimate, but this is certainly an
area for continued rescarch. It i; telt that the iterations for the LSQ
methiod probably converage rather well, whereas the Pul iteratlions, becausc
they involve angles as well as distances and the data is in terms of angles,
allow the possibility of circuliricty and instability,
/s COACLUSTONS ., Two nethods have been discussed for estimating the
Tocation ot an sqknowr point, given dirvection data from n known points,
Clused form iormulas for the estimates were Jderived, as well as general
expressions for the mean squared radial error of the two methods, least
squares (LSQ) and point of Intersectlion (Pul),  In addition, ldealfzed
"optlmal" welghts were derived for each method, weiphts that reduce the
respective errors to thulr'snmllcst possible values, conditioned by the
trie Jocation of the unhnown polnt.

[L was noted In Sevetlon 6 that the optimally welghted solutions tor
the two methods are identlcal, To understand the underlying rveasom ror
this, consider the following estimation method: for an arbitrary point

Po(x, y), let "y be the angle it makes with PL and let ¥V (D) = n (,j-yl)“.
Find, if possible, the point I that minimizes ¥ r). To f=l
the degree of approxlmution used throughout the paper, this I’ 13 {dentical

to the optimul LSQ or POL puint. To see this, rewrite ¥ (P) as:

. o202 2 2
Ty = 2 R TINT0 )7 P R ¢ R
. (=] 1 { i L i
where iul} is the optimal set of welghts for LSQ, This method, finding a

least squares fit to the raw data itself, iéi}. was not used until late in
the investigation and still is not preferabie to the others merely bocause
it does not lend itself to a ulogud form solution, Conceivably, with
sulficlent computational (acilities, this method may be preferable to .elther
LSQ or POI, particularly if the'latter require a large number of iterations,
Note that thls estimate s In fact the maximum 1ikelihood estimate In the

casve where the 's are normally distributed,

*y
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[n summdry, tuc twe methods, LSQ and POL, were presented sepurately
parailei mevnsds, although the preceding parapr-ph does tend to unify
bie two uides one .oo:d theory. Emwphasized was tihe simplicity of both
ncthous, especially in the absence of unequal weights, The POI method
is vasier to visualize graphlcally, while the 14Q merhod has fewer
computations and smaller associated error. Both methods are systematic

and easv to apply in many practical situatious.
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A General Computational Algorithm for Bayesian Confidence Bounds

by Richard W. Clarke

WATERVLIET ARSENAL
WATCRVLIET, NEW YORK

INTRUDUCT ION

For anyone unfamiliar with Bayesian analysis this paper should
serve as an introduction to this very useful confidencing technique.
The aspect of this paper which mignt be interestin~ to those alrcady
familiar with this subject is simply that I have outlined a comnuta-
tional algorithm whicn will eliminate the very messy mapping whicn
arises in applying the Bayes formulation,

I found it converient in what follows to work with a specific
example in orde+ to make a few basic points. A more general treatment
may be found in a Watervliet Arsenal technical report by the same title.l

A BAYESIAN CONFIDENCE BOUND ON RELIABILITY

The basic ~ntention of the Bayesian analysis is that any physical
parameter about which we have less than precise knowledge may be treated
as a random variable. For instance, the shape and location Weibull para-
meters might be treated as random varizbles if we are using the Weibull
density to represent a set of failure data. If from the data we can con-
struct the joint density of those parameters, then rhe reliability den-
sity for a given safe life or the safe life density for a given reliabi-
lity will follow directly.

To arrive at that joint parameter density we must first specify some
prior knowledge of those parameters. This consists of stating that,
from prior testing of similar items, these parameters are likely to be
within certain bounds., If very little information is available we might
say only that a certain parameter can take on any value between two
limits, and that each value between those bounds is equally likely before
testing,

Suppose that five components have been cycled, under actual conditions
of field use, to failure and that these failures (cycles or hours, etc.)
are X, \:...X:. From prior testing of similar mechanical comnonents we
deduce that thé population from which these failures come can be reason-
ably approximated by the two parameter Weibull density. Then the Jensity
of X is given by: .

f(x/g,7) = -_% [-_’,‘-_-]P-'exp[— (é.-)e] ()

This article has been reproduced photographically from the author's
manuscript.
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in which X 15 a random variable drawn trom Wwjp,[;. For any seg of

weivull parameters we have that the joint density of the above five
ndenen.ant observatioms 1s:

g Ke/p T = T AT @)

or:

S
gX /o) = T £(x, /o) ©
Now let our prior know!edge of the parameters be represented by:
5. () = 3,(8,7) Q)
In this case we might say, for instance, that:

(3..( F( @."0’@.\
T < T<T.+0Gu

()

9.(6,T) = Qf 3.

= O ESEWHERE

Bayes theorem then states that the posterior knowledge available on the
parameter space for thess five observations is:
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In the example we've been following, noting that g; is a constant:

T £(x./e)
§Q‘ Gkﬁ f(x. /o) drdp

Q ©
We now have an expression which assigns a probability density to each
point in the parameter space,

(7)

2.(&/X) =

At any point in that space we can related reliability (R) to safe
life (Xg).

X+
R = l—g £(x/ve) dx (%)

or for the Weibull axample:
(\F
R= exp —(-_-rx-‘-> (4)

Then for a glven safe life the density of the reliability estimator may
be found by mapping the parameter joint density (g;) onto reliability
(R) through Eqn. (8). Analytically:

-G w

A A
WRyT)
In wnich the Jacobian is evaluated from Eqn. (8). A one sided, (1 -X)

100% lower confidence bound on reliability is then the 100otth percen-
tile in the reliability estimator density or:

A

Re .
=\ r(R)dk W)

o
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Uxpression [1U) is not particularly simple to evaluate. If we hap-
pened to be working with a three parameter density the Jacobim
would contain three terms instead of two and two of the variables
would nave to be eliminated by integration instead of one. In
general, that is for most two snd three parameter densities, the
integrations could not be carried out if closed form and some nume-
rical or computer solution would be required.

A SUBSTITUTE FOR THE ANALYTICAL MAPPING

Iinstead of the usual analytical mapping as defined by Expres-
sion (10), <42 can start directly with the poscerior joint parameter
Jdensity and do ~ numerical mapping onto reliability as follows,

In specityi g the prior parameter density (y;) choose a rectan-
sular region of vsrinition such as in Eqn, (5) above. Then divide
that regicn into small subregions by dividing the parameter axes into
equal intervals, In the Weibull example we have been following the
midpoint of a specific subregion would be represented by:

Bi= (ot -ﬁ-; (A= %)  A=123,Ne (1)

ET'K"‘ ﬁ—:_(j'“/'-,) i":ls"Nf (13)

In which 0; and Q, represent the ranges over which the purmters '
and T are g!lefined (See Eqn. (5)), and Ng and Nr are the number of
intervals into which those ranges have been partitioned. (See
Figure I)

T .
S ——
<§~' 31-1)
J .
3
To 7 i Ny -
& P.*Q\ ¢

FieurRe L
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If these subregions are 'small' enough (how small will be discussed
later), the joine pestericr density (g,) at the subrozion widpoint will
Y¢ 1 reasonable approximation throughout the subregion, Then the pnroba-
bility that any subregion contains the actual population narameters can
be represented by

Pi= 56,1V 04)

v & & -

" Ne N (<)
¢ T

This probability (ij) can then be associated with an interval on the

range of possible r2liabilities by calculating the reliability for the
parameters @ i and ij:

(!:

R, = exp|-(2 (e

iy X )
| 4

An actual mapping of the ijth subregion onto reliability might look

like Figure II below.

APPROXIMATION
To MmarPing (P; 1)

d

ACTUAL MAPPING
OF Af th suereqgion

} -
?4" _ 'R
Figure IT
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4 will appmxinate tnis mapping by dividing the reliability axis into
intervals and assigning the entire Pij to the interval in which Rih
falis  Mathematically, calculate:

A‘R = Rnu ""'Rmu | Ln)
™

with RMA{ = Maximum reliability possible
RMIN * Minimum reliability possible

M 2 Number of intervals on the reliability axis

then:

:I;’ = Fizaii.-.’T251IU + 1 | ('Sﬁ
| AR

‘Trncating Ij; to an integer value then defines the interval number to
which Pij is o be assigned.

By running through all the (@i, Tj) combinations and assigning
each Pij to an interval on the reliability axis we are constructing
a histogram which approximates the reliability estimator density. (See
Figure III) '




bun b v

" Then:

The accuracy of the process depends only on the interval sizes chosen.
We have simply replaced the integral evaluation of the mapping process
(Eqn. 10), by a much more straight forward numerical evaluation. Confi-
denced reliability follows from the histogram by replacing Eqn. (11)
with a summation,

Looking back on the process we can note that certain simplications
are possible., The evaluation of the posterior parameter joint density
could be written:

5.(&/X)= K g(Xfe) 5.6e) (9

in which the consiant is:

_{e‘ g (X/e3 3,(r0) die

K (20),

'PAD' = KVZ (X/(&,T:,)j, ((L;I'J) '('u)
But the .!um of all Pij should be unity so _f:hat:

|
KV = Efzfg(X/g 7.6

In other words we do not have to evaluate the integral in Eqn. (20)

@2)

GRID SIZE

The remaining problem then is to determine in any case what interval
size is sufficiently "small.”" MNo satisfactory solution to this problem
is presently available. In applying the technique to actual data sets,
nowever, the following points were noted.

1. One specific application to the lognormal density with a uni-
form prior parameter density yielded the following confidence bounds on
safe life for a given rediability:
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i

Grid Size Bound
(N X Ng)  (Cycles)

15 x 15 800
40 x 40 1150
70 x 70 1150

In this case 15 x 15 was too coarse, but 40 x 40 was agood as 70 x 70.

2. An application of the three parameter Weibull seemed to con-
verge with a grid size of 5 x 5§ x S, Finer grids resulted in a negli-
gible change in the confidence baund.

3. For very high reliabilities (,999, ,9999, etc.) the lower
confidence bound on sife life seems to increase as the grid is aade
finer. This would incicate that this method yields, for given grid
size, a confidence bouid which is on the conservative side of the
“exact"” Bayssian conf.dence bound.

CONCLUSION

The point which makes this computational mspping extremely inter-
esting is that it can be extended to any distributional form; it can
be extended to system relisbility work in which the joint posterior
parameter space for all componments is mapped onto system relisbility,
and so on. It's drawback, of course, is that it is completely computer
dependent and for 1a~ . -1rameter spac:: :=ie computations can be expen-
sive, :

Re ferences: ' K

1. Clarke, R, W., "A General Computational Algorithm for Bayesian
Confidence Bounds,” Watervliet Arsenal Report WVT-6911

2. Clarke, R. W,, "Statistical Determination of Confidenced Safe

Fatigue Life for the 175mm M113El Gun Tube," Watervliet Arsenal
Report WVT-6909
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. ! Exact lower Confidence Limits on Normal and Lognormal Reliability
by Royce W, Soanes, Jr.

WATERVLIET ARSENAL
WATERVLIET, NEN YORK

This paper is & synopsis of References (8) and (Y) which were
written in order to document more fully the solution to the problem
of concemn:

Given a population having a normal or lognormal life distribution,
‘nd a representative sample of failures drawn from this pooulation,
calculate an exact 10 C % lower confidence limit on population relia-
bility (R) for a given mission life (or calculate the mission life (x)
corresponding to a given lower confidence limit on reliability.)

T R T T T TR N T T T TN
we e mih e e e A A e Yn g o ™ o

The nomal reliability estimator* is piven by

X "‘/"‘4 3

| — ) 65 '
A ;

o

A
By performing a bivariate change of variable, the joint density of R and
may be obtained in terms of the joint densitx of and O .

Aﬂ?oj -l

The joint density of/b( and 0' may be detemmined from the fact that:

S e e e

N
e st

1) /¢¢ and 0" are independent random variahles

: A
i ) /p_%’ has a8 chi-square distribution with n-1 degrees
! (o3 of freedom and

o
A . . ——

3 is normally distributed with mean and standard deviation
3 Voo y Wan: =

*Estimates are maximum likelihood
This article has been reproduced photographically from author's manuscript.
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A
The joint density of /4}'_ and o is therefore:

H2.8)- ,C = (:-j"e—ﬂ[(‘;)( = ] |

A
The joint density of ﬁ and O is therefore:

8)= 22 (’")M A '?[(g)t*("’é;?ﬁ*):)+ii3;
/1@’,0') F ’)()

but by definition,

letting =
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: A
Now (¢J is integrated ont toc obtain the density of R:

3

Mé)%g(g)”é-%[@ Card)]i%,

A

. c
letting b = —
(~

+

>

A@)‘K ..a:'é%[xf@}é_}aﬂéijd’ (6)

Since s is a dummy variable of integration and ﬁ is the arpument of h,
the only numbers upon which the form of h is dependent are R and n.

The density of the reliability estimator is therefore a one parameter (R)
density which is independent of the life density population parameters

and mission life,

Changing the argument of n to ;void confusion and adding the sub-
script R to n t% indicate its dependence on the population reliability R,

the density of R is:

Ak(v)= w [ 6.%["&(}“-435‘)]*%2’/* o

o
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A
The distribution function of R is therefore given by:

/%(,.)= %/f-é?l}t%}a”’&%ﬁ]*%%‘&/v ®

The meaning of the Neyman method of finding a one sided confidence
interval for R may be explained through the following diagram:
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The wur.2 | 15 determined by:

'z; ﬁ( LS J‘i\\ (::

or

fﬁ/(r-) - C 2
R

i.e., 1 is determined sucn that for any population reliability R, the
relianilitv estimato~ R falls below 1 10U C % of the time. Suppose

aow tnat the true valae of population reliavility is R as shown in the
fieurs, We don't know R or r but we do know 1, [f tne experiment 1s
now performed and the reliability estimate R* is calculated, the

100 C % lower confidence limit on R is R. from the diagram. This is so
vecause if tne experiment is performed many times, R* will be below r
i00 C % of the time and hence Rg will be below R 100 C % of the time,

Confidenced reliability R, is therefore determined by solving
for Re:

k) -C

' Py
Sefore this is done, nowever, the Jdistribution function of R should be
simplified. Changing the order of integration in Eqn. (8) and makine
some appropriate changes of variable, one has: .

//f;:(;%) ”4%%5/‘52&1—1655 _;2}/;i"fi5!;a:(é% "‘“é%) A an

209




Matiyiring out 0 Dyn, (11} and évaluating an initégral, oiné has
n-! oo ,
2 (_’2 2 _m-d-"
(/ = /. 2/ M- =
/7@/ r) /* /_'——---—-r:_? 4 é[ﬁ(%-.d%)]j_‘ 12
2 /o

Using Eqn. (12), Eqn. (10) novw becomes:

o0

(=717 [, . =k
;_(_;2"_)”"‘:" - -“’4 e éﬁ@‘—x%bg&. 13

z
o

If R* were calculated using the desired mission life and the sample
parameter estimates, kqn. (13) could be:'solved numerically for R,
but for purposes of calculating tables, it is better to stipulate R,
amd solve Eqn. (13) for zg* instead. This was done for confidence
levels of 90% and 95%, confidenced reliabilities of .999, ,995, .99,
.975, .95, ,925, .90,.875, .85 and ‘rnpla sizes of 2-10, 15, 20, 25,
30, o

The equations used with the tables to calculate mission life for
the nomal and lognormal models are:

| ¥ -
X = L -’0—}@# (14)
" *
=2 Z

%< S

(15)
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¢
I

™e Lagnayral rage 3¢ anly trivially diffevant frm the nammal rase
because the Jognarmal reliability estimator is

Oéi éig _AZh x -'//cfg
= f— A
4 Z%

and the logs of the data are by defin.tion normally distributed,
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Elwood D. Baas
Systems Analysis Directorate
White Sands Missile Range, New Mexico
. - .

ABSTRACT. Missile simulations of asystems including a gyro-seeker
guidance assembly have often excluded the gyro-seeker representation by
assuming that some ideal proportional tracking ratio will be achieved.
Thus, some of the basic characteristics of the guidance loop are omitted
or approximated. This paper develops a real-time simulation technique
80 as to include the basic functions of the gyro-seeker assembly such
as precession, nutition, drift, gain, noise, etc.

In the first siction of the paper, the model equations are Jderived
and are used in a didcussion of the system parameters and system dynamics.

The second section of the paper présents the analog computer . a

" mechanization and results of the simulation, some of which have becp’

verified by system experiments, and some predicted by analytidal theory.

SYSTEH DESCRIPTION. The basic gyro-seeker unit conmists of/a
gyroscope, rotating gyro magnet, and stationmary induction coils about
the gyro. (See Figure 1.) Target source energy is collected and focused
to produce a spot imags on a reticle centered on the mpin axis. When the

- image #pot ig8 off center the reticle pattern produces an error signal
"which’/is modulated at spin frequency. The amplitude of the error signal.

is a function of the radial displacement of ‘tHe image from the reticle
center, while the phase corresponds to azimuthal position about the
seeker axia. After being amplified and filtered, the signal is fed to
the precesaion coil which torques the gyro magnet so as to precess the
gyro toward a null position with respect to the line of sight. The N
processed a.c. signal can also be demodulated into orthogonal components
using reference coils, The demodulated d.c. couponents can be used for
tracking or guidance signals.

ACKNOWLEDGMENT. The author wishes to thank George E., Hoffman,
Karl G. Goodloe, and Nancy M. Wade for their assistance in the preparation
of this paper.

The remainder of this article has been reproduced photographically from
the suthor's manuscript.
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Mathematical Model

Two coordinate systems will be referenced in the model
; derivation. The g> system, or ground system, will be
fixed at the initial gyro position with g; axis horizontal
and pointed at the initial target ground position. The
s> coordinate system, or seeker system, will be fixed to
the center of gravity of the gyro assembly. The s; axis
is along the gyro spin axis and s, is along the North-South
axis of the gyro magnét. (See Fig. 2).

| _ Fiaure 2
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The yaw, pitch, roil sequence for the Euler transformation
hetween coordinate systems is given by,

s> =M (41, 42, ¢3) 8>, where the subscript demotes
rotation about the respective axis. In detail then, the
model Euler equations are:

5) Céy Co2 Sé3 C42 -842
$3 = |Ch3 8¢, Séy - Sy Cé; Séd3 Sé; 5S4 *+ Co3 CP) Céy S¢;
S3 Coy Sén ¢y *+ Sd3 Sé;  Se3 S¢, C9) - Co3 S¢;  Cé O

sec ¢, (w, sin ¢y + w3 cos ¢,)

© -
w
n

42 " wy COS ¢) -~ w3 sin %)

¢ wy + sin $2 &3

(63),, *+ f +3 dt

62 = (02), * f¢2 de

o1 = (41), ¢ fh dt .

To derive an equation for the seeker output signal we assume
that the reticle is parallel to the 3, - $; plane and centered
on the s axis. The ‘optics produce a'urget image point on the
reticle, as shown in Fig. 3, whenever the s; axis deviates fram
the line of sight. The radial displacement d of the image

¢3

point from the reticle center is proportional to the angle ¢
between the s; axis and the line of sight vector to the target.
The distance d is now modeled by deriving a distance r in the
S, - 53 plane which is proportional to d. Let o be the unit
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vector along line of sight vector in the ground coordinate

system. Then,

-y = e 3
o §8l+§gz 1igg.where

Ra /XCFYITIT .
let oy and o denote the components of o in the seeker coordinate

s
system. (See Fig.4 ). Then v = / aszzw °5!3 depends on ¢ and

53

FiewRe 4
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not on the tength of 0. Also the length r is proportional

to the actual displacement d which depends on the optics

and other physical parameters. The azimuthal phase determined
by the angle o measured from the s, axis to the image point
line is given by sin 8= °s; . (See Fig.4 ). This derivation
assumes that reticle mdui'ated output has the form of 8

sine wave. Other wave shapes could be generated by téxsing
various reticle patterns and electronic processing . f’or a
discussion of other wave forms and their effect on ml:o
precession see reference 1. Then e, = kr sin ¢ = l(uhis

an equation which represents the seeker output signal. To
compute 033 we recall that,

Es "M (¢1, %2, $3) Fg. so that

3 = X [crq 890 Coy * 5¢;] + Y [séy Sé5 Céy - Co3 S
s Elan 41 * 8¢5 s¢;] E[N ¢2 Coy - Cé3 S¢;]

+ 7 Cop Céy.
R

The signall e, = Kkr siné is amplified and applied to the coil
about the gyro whose field acts on the f:ernnnent gyro magnet
to precess the gyro. The variation of the megnetic field is
thus proportional to r sin o and its direction is perpendicular
to the plane of the coil as shown in Fig. 5. Suppose that
the magnetic field 'B'c of the coil makes an angle A with
respect to §), then, |B, . 5| 5, = [B| cos 2 5. The
magnetic field of the permanent magnet can be written simply
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as B'm - IB'm:'s?z. The interaction of the two magnetic fields
produces a torque which tends to align the two fields. This
torque is given by the vector cross product,

T3s3 = [B | S; x Iﬁcl cos A 5) where |B_| = kr sin 6 and

|B,| is constant. Note that the torque Ty will be a maximm
when the spot line is along the 8, axis.‘. then the rotation of
t'h_e magnet will be in the 5, - 5; plane and the precession in
the 3;' - §) plane. Let T = Tis; + T;8; + T3Sy be the total
external torque acting on the gyro. Then the angular
accelerations are given by,

t;gﬂT " Wywy [I -1
Tg. .Lr;.l.]

wy = Tp - wywy [Iy - Ia]
o -
wy = I.L * wiwy [I -1
I 1
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1f we assume that the only torque acting is Ty as derived
above, and that the transverse moments are equal, then
the equations reduce to:

wy = Tq - (I - I

" n ;

w2 ® - wiwj [I -1
2

Integrating the components of o ylelds the angular velocity
components of » of the seeker relative to the seeker coordinate
system. Using the seeker to ground transformation, w can

be transformed to 'm'g - 4.:1 * ;2 + 53 by,

¢: = sec ¢z (wz sin ¢; + w3 cos ¢3)

;2 = wp COS §; - w3 Sin ¢;

‘;J = wy *+ sin ¢ ;3- ‘

Integrating 3> yields the angles’@» of the ground coordinate

4+ Thus the loop is
closed. )
Orthagonal components of the seeker signal are obtained by
demodulating the signal using two reference signals. Reference
signals can be obtained by mounting coils about the gyro 90°
apar.. (See Fig. 6). A sinusoidal voltage is produced by each
coil as the flux lines of the gyromagnet cut the w;.mums

of the coil. These signals can simply be modeled as Ksin (¢;+Y)
and Kcos (¢1+Y) where v is the angle the coils are rotated

systam which are needed to compute L
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" error amplitude component in the respective plane or direction

.components. Fig.7 shows a typical phase demodulator bridge

¢1 REFERENCE

- FIGWRE 6

from the », reference. The inputs to each demodulator are
the seeker signal and one of the reference signals. The
filtered output is a d.c. level which is proportional t> the

determined by the angle y. The mathematicil representation
for the phise demodulator is not given since the actual
electronic network is easily adapted to t_he analog computer

network used for one plane.

The basic gyro-seeker model which has been developed can
easily be expanded or modified to include hardware changes
or known parameter variations. For example, the actual
secker output signal could be a function of source intensity,
target range, noise, filtering and other phase and amplitude
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eo = Kr sin 6.
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Simulation

The simulation of the gyro-seeker employs the mathematical

equations as derived in the math model with the following
exceptions: .

1. Tt was assm\ed.that Nthe gyro speed was constant.
This is the case in a gyro when the motor-driving torque just
balances the fr.ction torques so the gyro s;ﬁns at a constant
rate. Thus sin ¢, and dos ¢, were obtained by Tumning in
oscillator at the requ{red spin frequency

2. The equatlon ¢1 4 wl + sin ¢, 03 was approximted by
the cquat/mn, ¢. - m,, i, e., it was assumed that sin ¢ ¢3 “01-
The computer mecham.zatmn diagrams are presented on pages 13

to 18, ,bmw this particular mechamzation 1s part of a “hybrid

m1551 le similation, some of the- computatlons are shown as
digital. It should be clear to the reader how on all-analog
similation could be obtained from the givén mechanization.

The parameters such as spin frequencf,- moments of inertia and
loop guins were obtained fﬁ experimentél data taken from the
seeker hardware. After all parameters were obtained, the
similation was verified by comparing the response characteristics

of the hardware with those of the simulation.
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%3

TARGET GENERATION
X, Y, 2)

: %f:os ¢3 sin ¢,

>
%sin ¢3 .

"‘%\.cos ' R
{. ﬁ:l,n ¢3 sin ¢, N

_ %cos ' ,
sec ¢,

DIGITAL COMPUTATION
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%: CoS ¢, sin 2

cos &y

.§ sin ¢35

sin ¢, Z}

COS 95 )

cos ¢1

}(’ s_in ¢3 sin ¢,

2

L}
cos ¢y H
Y N
ﬁ 7 y
-
sin ¢,
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(w2)

[11 - Ia]
w)
I2

w2

(w3)

R
GYRO NUTATION OSCILLATOR
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(98 ¢y

w3

sin ¢ J

sin ¢4

. u.\2

!

! h
Wy

%3

seC ¢2
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cos ¢

cos vy

\ \
cos (¢ *+ v)

& /

sin L3

sin v

sin y

Cos ¢

sin (¢; + v)

Cos v

sin $

REFERENCE COIL SIGNALS
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Some simulation recordings and description of results are
presented on the ioliowing pages.

Pages 21 and 22 show the response of the gyro alone to a

constant amplitude sinusoidal torque at spin frequency applied

about the g3 axis and phased so as to precess the gyro in
the ¢; plane. The difference in the two recordings is the
result of a change in the moment of inertia ratio » = I5’/11
whicn can be seen as a change in the nutation {requency on
the w; ane .3 channels. The frequency of the nutation is
determined by w; (1 - p) while the amplitude depends on the
initial conditions (u;), and (u-j)-o. (See.l e.g., reference 3

for an analytical derivation). The gyro precession which

is seen as a"”c'hange in ¢3 is proportional to the amplitude of

the applied torque.

Page 23 shows the closed loop response for a given gain K;
as a multiple of the feedback signal r sip 9. In this case
the segker was r;ot tracking (as cén be seen by 4. and ¢3),
but was locked to a sfationary target, X=C, Y= 0, 2 =0,

_Tlms-!(lrsinehasasmllanplitudeuﬂaphasewhichis

changing rapidiy to compensate for directional chagges of
the spin axis from the line of sight. Page 24 shows the
Tesponse to a target moving at a constant rate in the Y
direction. This condition results in an error signal

K; r sin 8 which has a constant amplitt_xde. reflecting the
constant target rate, and a fixed phase dictated by the

133
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Y direction. (Note that since the torque applied to the
gyro is avout the s3 axis, it appears on the wj; channel.)
The demodulated outputs of the error signal for target
rates in the Y and Z direction are shown on pages 25 and
26 respectively. In this case vy was chosen as 0°, so
that r sin 6 was in phase with one reference signal and 90°
out of phas: with the other reference signal, for each
tracking conlition. Thus the perpendicular tracking
directions result in alternate full value and zero value
readings on the demodulated outputs R, and R, as shown on
pages 25 and 26 . The slow rise of the R; and R,
signals is due to filtering on the demodulated outputs
and not to the demodulator circuits.

Error signals can also be produced by gyro motion such as

| gyro drift. 1f we assume a constant gyro drift rate and

"stationary target conditions then an error signai is produced

to overcome the drift. Page 27 shows the simulation results
for these conditions. In this case drift was produced by an
appropriate torque in the ¢3 plane, The result of the error
signal, Kr sin 6, generated by these conditions can best be
observed on the demodulated outputs. One can think of these
outputs as false tracking commands caused by gyro drift.
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CHARACTERISTICS OF A SIX~COMPONENT ROCKET ENGINE TEST STAND

Aubrey W, Presson
U. S, Army Missile Command
Redstone Arsenal, Alabama

INTRODUCTION., LANCE Developmental testing within the TS&RE Laboratory
has been accomplished on test stands designed to measure the six components
of thrust reaction. The basic problem inherent in such stands is that of
restraining the engine with a measurement system that permits the engine
8ix degrees o: freedom, without the introduction of unknown effects upon
the engine. This, »f course, is further compounded by the requirement to
supply propellants thru a high pressure plumbing system that shunts the
measurement system. It is obvious that a thorough stand calibration
program must be implemented to resolve this problem,

" . The facility requirements stated for the present phase of -LANCE are
presented in Table I, Paralleling these are our estimates of our then ’
existing capability. These estimates were derived from extensive calibra-
tion tests performed on the original test stand. Only a. casual observance
is required to realize that this represents a ‘significant stap £prwnrd. A
less casual but limited pteliminary error analysis indicated more clearly
the difficulties involved and concluded that a portion of the requircneht '
was clearly beyond the state-of-the art. Briefly this is 1nd1ca:ed. vhen
load cell accuracy requitencﬂtl are derived from consideration of;thc
angularity and position requirements. Considering only the load ¢ell
capacities, dictated by the thrust magnitude and the practical geometry of
the stand, the position requirement means a vertical load cell resolution
of 0.05% F.S5. and the angularity requirement a side load cell resolution
of 0.3% P.5. The thrust and side force requirements are much less severe -

- approximately by a factor of 3 tinel. _ )

This dilemma was resolved by a joint decision to proceed 6n a bast
efforts basis. It is this effort that I will summarize this aftarnoon.

1I. PRINCIPAL DESIGN FEATURES. The prasent Thrust Msasurement
System, (Figure 1) like its predecessor system, contains seven load cells.
This is the TP series stand with component convention illustrated. The
four vertical cells are parallel and symmetrically placed about the vertical
centerline or Z axis. These cells react thrust as well as the moments about
the two horizontal axis designated MX and MY. Side forces designated X and
Y are reacted by the horizontal cells plnced on or parallel to these axes. .
The pair of cells paralleling the Y axis also reacts the roll moment (MZ), *
Each load cell is assembled with flexures to permit maximum compliance
with all modes of loading except those acting directly along the cell axis.
Thus, the magnitudes of force interaction inherent in the system are
minimized.
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Figure 2 illustrates additional features. These views are of
the present system. Features to be noted are:

1. The unsupported long elbow sections of pipe in the propellant
line approaches to .the engine.

2. Arringenent of the three lines approachihg the engine v
symmetrically about the vertical ccnterline in an attempt
to balance the restraints.

3. Di-}lacengnt of the plumbing from the centerline to permit
application of single point calibration loads.

4. 'Inclusion »f rupture disc housings (appeafing as boxes
between the lines and engine) that permit the pretest
installati{c. of these discs without disturbing the pro-
pellan: line connections to the measurement system.

Load cell placement and alignment of the system and especially the
alignment of the calibration input devices are of critical concern. Optical
tooling was used to control these factors to precisions of better than
.005 inches in position and .05 mil radians in orientation.

The basic calibration scheme developed for the original stand was
first eémployed In the calibration of this stand. The premise of this
calibration attempt was that there are many sources of interaction which
combine to produce the net effect on the system, These 4ncltde sach of"
the components of force input, the static pressurization of the propellant
lines, the dynamics of flow through these lines and the effects of tempera-
ture over the conditionad range of ~40 to 160°F. Thus, each source was
tested and its effects observed. It was further presumed that these
independently derived effects could be summed to express the net effeact.
This approach is illustrated in the sglide by the nultiple calibration
devices.

I1l. REVISED CALIBRATION METHOD. Time will not peru'c a detailing
of the extensive calibration program by which it was determined that this
latter premise was invalid, Perhaps it is sufficient to say that this
led to a phase that is often referred to as an agonizing reappraisal, If
the basic premise that there were no synergistic characteristics vas in- .
valid, how then could the stand be calibrated. Alternate scheuss vere
considered but the one adopted involved the use of an existing program
from the Computation Center files. This program - a so called Nonsimple
Stepwise Multiple Linear Regression Analysis shortened herein to MLR
Analysis was used to fit the data to empirical axpressions of the input
components in terms of the outputs. These expressions need be limited
only by the capacity of the program which permits up to 59 independent
terms. The scheme was attempted on data then available to us and a very
close fit was obtained. This data did not cover the full ranges of
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intereat. howevar, K an a racallbration plan was formulated and loadin

~&eal ToTRuaat W alaaang

hardware was designed to permit the auquisition of data sufficient for

this purpose. The plan was first implemented in January 1969 for ambient
temperature condition and analysis of results were completed in March

1969. Due to a stand renovation, a repeat of ambient condition cali-
brations have been made as well as a calibration at each of the temperature
«©xtremes. Analysis is in progress on this data. The scheme developed for
the January 1969 effort was used thru out and is the primary subject to

be presented to this panel. ;

The loading scheme for this series of tests involved a series of
input vectors whose locations, attitudes and magnitudes were closely
controlled and/or measured. The input assembly, (Figure 3) starting at
the "hard" point, involved a bi~dicectional translation device with
planned displacements indexed by a gseries of dowel pin holes, This
device was centered on the vertical centerline through the use of
optical tooling. Upon this device was mounted a hydraulic jack which

. was linked to the input load cell through a universal flexure. A rod

extended from the load cell to another flexure near the engine mounting
fixture and another smaller bi~directional translation device connected
this flexure to the mounting fixture. It, too, was indexed for the
planned displacements. During loading operations, initial displacements
wer¢ set with these translation. devices to effect either vector displace-
ment, vector angularity, or a combination of both. Then, to assure that
any change in these initial conditions was known, displacement gages were
used to monitor any lateral displacements above the upper flexure or below
the lower flexure, . The loads were then cycled under control of a servo
loop to create the load sequence depicted in Figure 4. To combine the
static pressure effects each of the four cycles were run at differerit
line pressure conditions as noted. Four cycles of 'this type constituted
a test run. The recalibration plan involved 30 runs.

Digital data acquisition and processing techniques were employed
throughout the calibration procese evcept for the displacement gages
used to monitor the input rod attitude. The analog data obtained from
these were manually reduced and entered into the digital analyses. Many
of the features contained within the computer programs are illustrated
in Figure 5. Automatic normalizing of all output data at the zero input
point eliminates the negative thrust portions of our load cycles. Redundant
data sections are also eliminated by an edit routine. ' The low range bridge
of the input cell defines the smustain level sections indicated while the high
range bridge defines the original boost level segments indicated by solid black
lines. A range limiting feature that was subsequently added redefines the
boost level to conform to the designated upper range segments.,

i

For each of these segments, the 200 sample/sec acquisition rate was
reduced by editing and averaging to approximately 1 sample/sec for boost
data and 10 8/s for sustain data. Couputation of input and output
components were then made at these data rates and taped for input into
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the MLR Analysis. Inputs were based on initial and monitored change
of rod attitudes while outputs were functions of the stand geometry
and the load cell results. Tabulations and CRT type plots were pre-
pared to aid in analysis.

The’ MLR Analysis determined the empirical equation coefficients
for each component in turn. Data from 25 of the 30. calibration runs
was considered collectively. The determined codfficients were then
programmed to provide predictions of the input components which were
then compared to the known inputsfand a residual error computed. When
applied to runs 26 thru 30, a validity check was made of the total
process. VWhen applied to all 30 runs in turn a standard error is
‘obtained for each run. It is the combination of these errors that
determined our estimate of measursment system capability.

Several forms of the MLR Analysis were performed as indicated in
Table II. To understand this table, you must realize that these are
the stand output parameters that .are considered as independent vari-

_ables in each of six equations involving the known input values or '

dependent variables. The equation form, as noted, is Input Component =
) A T with A the unknown coefficients and T the terms selected from

the chatt. The analysis is performed on each of these equations in

turn to determine a best fit set of unknown coefficienta, one for each
of the independent térms. Having determined these values by calibration,
it is assumed that the equation Holds for unknown input conditions and
thus these conditions can be predicted from any .set. of output values
contained within the calibration ranges. THe original premise was that’

- irrelevant terms would be effectively eliminated by the analysis and a

59 term form -was chosen The highest order terms used vere setond degree
terms and their crose products. This proVided a very good fit for the

25 runs used in the analysis but prediction for" 'runs 26 thru 30 were

very poor, It was reasoned that this was due to the inclusion of too
many irrelevant terms and the equations were reduced to 8 16 term foru.
(Diagonal shading®) All cross products are eliminated. This produced'
significantly improved prediction results even though the standard

errors from the MLR Analysis were .increased. ‘This form was adopted

‘for the sustaln range of data., An addendum note should be made at

this point., In setting the program controls, no test was made on the
exclusion of -terms. Present analysis includea this feature but its
effectiveness is not yet known.

The ngxt significant step was taken when it was observed that even
though the standard error for an over=all fit was acceptable, the fit
at the upper limit of the range was at times unacceptable. This led to

‘a revised analysis based on data contained within the interval of 25 to

40K, The 16 term form was selected for this analysis. The residual
error plots seemed to suggest a correlation with the ratios of Z input
with each of the components. Thus, two forms containing 23 terms in the
equations were attempted next. These forms include the 16 terms

246

2

<

J S

v P

]
!
i
4




and those shown in dots in Table II. Alternates shown involve the
sroducts or ratios with "Z'". Results were only g'ightly imprecved in
Lctws i ihe auunuie wicois obtalned, however thr rosiduzl prrer

plots pninted-up a preterence for either of these over the 16 term

fornm toxr most of the six components. This will be demonstrated in

tutute figures., Attempting further improvement, two additional forms
witn 33 terzs wote used. The first attempt ulded tie terms identified
with horizontal shading. The second was broken into two sub-analyses -
the 16 term form plus an analysis of the residual errors in terms of

the balance of 17 terms. Significantly improved standard errors were
obtained with the first of these but again the results of both produced
poor predictions for the confirmation runs. A comparative charting of
rhe flve forms ns tney apn:’ to rua. 26 tarcugh 30 are stown in Table I1I.
The besr equation results sre in shaded areas for each component. The 16
term £9-1 for T*and MX: the 33 term for MZ and the U iwrm ratios tor the
valance. Tre grapus Loy Ran 27 which are typical ot the runs examined
wily L1 8trats (nrt-e: the reasoning for car preferences. Ines. dre
cagivual arror s 2 irput nlots from the 16 term analysis with dat.
points plotted; A computes deterumlned best fit is line plotted thru
these noints and appears as a broken.line., Similarly determined bLe:t

£4 plots for cich of the 23 term forms have bteen manually transferred

to thase plots for comparison.. Comparison should be made between the
line plots. The ideal result would appear as a zero error through out
tte range, Figure 6 1s the X component plot. "The 23 term results are
obvicusly hest with maximum error for the mean data fit of approximately
3 pounds, Figure 7 is the Y plot with' a/ maximum errvor of 8 pounds. The

7.plots (Figure B) show-a slight preference for the 23 term ratio form.

ALl data is under 50 poundd of error in ;the presence of inputs runging.
to 40K of thrusr, 708 lbs. of side forcp and 2000 fr-lbs of moments. The
MX plots (Figure 9) show a mean error of less than 30 £t~1bs. The MY
plots (Figure. 10) show error ranging to 100 ft=1bs for this run but this
is,snmewhat l'arger than the normal MY error. The MZ plots (Figurs 11)
show little.preference between these three forms but the standard error
18 legs than'4 ft-1bs for ell formag‘\ i .

The foregoing description suggests a much more direct path than that
of our actual experience. From an experiment standpoint there were

“3averal steas that could have been explored in greater depth but werve

ignated since this was.primarily an attempt to define 'the specific
capabllities of the stand as they related to the LANCE facility re-
quirements. A final summary of the attafinment of this goal is presented
In a comparison of the facility requirements with the demonatrated
capability (Table IV). Based on these results and our continued :
survelllance of the stand through verification testing, we are con~
fident that our data quality must be rated equal to or superior to that
obtainable at any facility of this type.

A concise summary of the major points of the calibration problem, the
implemented solution and the clinical questions to be asked of this panel
is now in order.

/
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THE PROBLEM. Since it is desired to resolve s force vector in
six degrees of freedom it is necessary to eveluate the intaraction
siiceis ol Lhe eisciromechanical measuressnt system in six degrees ot
freedom. For tnis purpose an experiment ie required that will adequately
messure these affects throughout the range of intetest sand determine the
precision characteristics of the total measurement process.

THE LMPLEMENTED SOLUTION. W
A. An experiment of 30 input vectors involving differing combinations
of the six components of force input and static pressurisation

levels with ranging of each para-ctor to near maximum c:poctod
value.

B. An evaluation of (the six empirical “best £1t" cransfer equations
relating tie obsqrvod input and output data. The tarms of tha
equations ware arbitrarily selected and a goeffients derivation
made by a multiple linear rsgression analysis.

C. A derivation of ptecision limits based on the combination of
the ovarall experiment data fit precision with standard devia-
tion values for the laboratory standard snd for the transfer to
the field standard. This comibnation 1is by thes square root of
the sum of variances method. '

' THE CLINICAL QUESTIONS.
1, 1Is method valid?

.o
R

2, If so, are the :hir:y tlltl oxccltivc or 1ncdaqu¢tc?

3, Are more practical l.:hodo known? ' i
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TABLE I. REQUIREMENT VERSUS CAPAGILITY ESTIMATE
- AT START OF XRL PROGRAM ,

! Capability
. Requirement Estimate
Pé&rameter k) (3 rigma- (95% confidence )
Side forceg (1b) * SQ £ 108
Sustain phase thrust (ib) £ 180 £ 100
‘Boost phase thrust (lb) £ 200 + 250
Boost phase vector location (in.) . £0,03 20,125
Boost phase vector angularity (mrad) +0, 372 £2,6
A
| \; | ! \
i , g .
|
AN
| .
' \
I . ' v
-
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FABLE iv. REQUIREMENT VERSUS DEMONSTRATED CAPABILITY

AT END OF CALIBRATION ANALYFI3

Phasc Parameter Requirement | Capability

Paost Side force (lb) £350 + 15
\ertical 1nree (thrusas (b =200 - 110
Voctor location (in o - 0,03 . 6,00
. etor angularity ~mrad) £ 0,372 - 1.2

sustairn, l Side force (Ib) +30 =20
Vertical force (lh) = 160 102
Vector location (in. ) -~ 0,18
Vector angularity (mrad) -~ 4

-
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TETER LABIRATORY STUDY OF A METUON 7R MUAUURLING
AMMON1UM PERCELORATE PARTICLE SIZE

Bernard J. Allaey
Army Propulsion Laboratory and Center
Research and Engineering Directorate
U. S. Army Missile Command
Redstone Arsenal, Alabama 35809

ABSTRACT

Aa interlaborawcr, study of a method ior measuring the particle
size distribucien of finely ground ammonium perchlorate was conducted
by the Analytical Chemistry Working Group of the Interagency Chemical
Rocket Propulsion Group (ICRPG). The primary objective of the study
was to determine the suitability of the method for use as a standard
specification procedure by evaluating its precision. Single analyses
of two different ammonium perchlorate samples, having weight median

diameters in the range of 20-30u were made by each of nine laboratories,

using the same liquid sedimentation technique and equipment. The
random error within laboratories and the systematic error among
laboratories were resolved, and confidence intervals were placed on
the determination of %pecific surface areas and weight mean diameters,
The random error estimate was acceptably small; however, the system-
atic error estimate was so large that the method is not recommended
for use as a standard specification procedure.

INTRODUC

Ammonium perchlorate (AP) is widely uged as an oxidizer in com-
posite and composite-modified double-base propellants, The particle
size distribution of the AP has a pronounced effect on the propellant
processing characteristics and ballistic properties, and therefore
must be precisely measured and controlled, The recent use of finely
ground AP in high burning rate propellants places greater demands on
the precision of particle size analysis,

This article has been reproduced photographically from the author's
manuscript.
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~reval analy.is methods were evaluated and compared during a

AN S choor o b the A Peapulsion Laberatorr and Center.}
Coe? 0t 0t e kanel g a liquid sedimentatien analysis using
an apn .ratine rand csorured by che Mine Safety fppliances (M-8=A)

Corpany, " gawe precise results and was recommended for the genmeral
analv~ts of finc AP." The method was nsed with success by a number
of lahoratories rhroughout the propulsion industry,

The interlaboratory study (Round Robin) described here was
subseauently conducted by the Analvtical Chemistry Working Group of
the Interagency Chemfcal Roucket Propulsion Group (ICRPG), with nine
laboratories participating. Tne ohjectives wers: (1) to determine
the suitability of tte M-S-A method for use as a standard specifica-
t:on precedere based wn o wscimarior of its precision; (2) to deter~
r.ite .o effermivenss of ¢ simple experimertal design: and (3) to
cvalueze and 2ompare o e perrormances of the participatirg laboratories.,

EXPERIMENTAL

Each of the nine laboratories was sent three samples of nominal
20-30u AP mixed with an inert polymer, one selected at random from
each of three different batches, One of the samples was provided
ainply for practice prior to initiation of the Round Robin., The
othur rwo, desipgnated materials A and B, were to be analyzed in
accordance with tne detailed Round Robin procedure. The instruccions
spucified that the analysis be conducted by a skilled operator, and
that the A and B samples be analyzed on different days.

Briefly, the particle analysis procedurel was ag follows,
A 15-rg sample of the material was dispersed with a surfactant and
suspended in & feeding liquid composed of 60% chlorobenzene and
407, benzene by volume, The particle suspension was placed on top
of chlorobenzene in a special centrifuge tube. The larger particles
were allowed to fall under the influence of gravity, and the smaller
particles were centalfuged, All of the particles were collected in
+ uniform bore capillary at che bottom of the centrifuge tube, The
diameter schedule used in the Round Robin and a typical analysis are
shown in Table 1. '

The sediment heigpit at caech particle diameter of the schedule
wag geasure! as a function ot settling times precalculated from
Stotes law.” The percentage by weight (volume) of particles greater
than each successive diameter was calculated by dividing the corre-
sponding sediment height by the total height at the end of the
analysis, It will be noted from the table that the percentages are
not independent, .
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Table 1

Tvpical Amponium Perclilorate Parcicle %ize Analysis
with the Mine Safetv Appliances (M-$5~A) Analvzer

Diameter i mentatioRnate Sedi"‘;'i‘:tm“ S:‘:i’;‘:t" Weight % >
(¥) Mode (rpm) (min, sec) (Relative) Diameter
200 Gravity 0, 4.1 0 0
149 0, 7.5 0.5 1.45
105 0, 15.0 1.0 2,90
74 N, 30.2 2.2 6.28%
52 1, 1 5.5 15,94
37 2, 1 10,8 31.30
25 v 4, 25 16.5 47.83
18 Centrgfuge 300 0, 27 21.0 60.87
9 600 0, 58 26,2 75.94
5 1200 0, 52.5 29.5 85.51
3 1800 1, 19 31.5 91,30
2 ‘ 2, 2 32.5 94,20
1.2 5, 16 33.5 97.10
0.6 3600 6, 2 34,2 99,13
0.4 v 9, 55 34.5 100

RESULTS AND DISCUSSION

The particle size distribution data are given in Tables II and I11J.

"'The data for laboratories 3 and 8 were omitted from the calculations

of averages and the entimatgs of variances (S*) and standard deviacions
(5) because of the outliers  in Table 111 and the abnormal shapes of
their particle size distribution curves.

The average particle size distribution data are plotted on log-
probability scale in Fig. 1. The shapes of the curves are typical of
those obtained for finely ground unimodal ammonium perchlorate. 'The
difference between the particle size distributions of the AP in the
two materials was purposely made small so that the random arrors for
their respective analyses could be assumed to be equal.
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MATERIAL-A —\

DIAME TER (p)
o

I ) U U S N S ) — 1

o Q8 2 o] 30 70 0 98
WEIGHT PERCENT GREATER THAN DIAMETER

Flg. 1. Asmonium Perchlorate Particle Size
Distribution Curves

0f the latrze number of single-valuad variables that can be

calculated from the particle size distribution data, the two chosen

for this program were specific suxface area (Sy) and weight mean
diameter (d,). The specific surface area correlates well with

propellant burning rates’ and is very sensitive to variations in the
diameters of small particles; the weight mean diameter is very sensi-
tive to variations in the diamaters of largs particles, Tha Sy and

d, values, assuming spherical particles, were calculated from the
data in Tables II and II1 by the following formuilas:

L]

&

n
(m°/g) = 3.077
So 1§1 i

n
inl
where W, {8 the weight fraction of particles in the lth size

interval, and d; {s an average diameter of the {™" interval.
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The Gy and Oy values werve initially cxamined using grophical
procedures developed oy Youden.®*® A two-material XY plot for Sy 13
shovm in Fig. 2. Horlizontal and vertical lines were drawn through the
medians of the puints, and a 45° line was drawn through their inter-
section, The perpendicular distances between the points and the
45° line are a measure of the random error within laboratories, and
the spread of points along the 45° line is a measure of the systematic

error among lshoratories.

070
[
069 -
N \"i53" |
o
~ 040} ;
< 6
- A
<
g—' 03X+ Toa
< 8e
=
020+ Se
010 - ’ ;.
o ] | i 1 ]
0 010 020 030 040 0850 060
MATERIAL -B (m2/q)

Fig, 2. Two~Material Plot of Ammonium Perchlorate

Specific Surface Areas e

The arrangement of points shows that the laboratories tended to get
either high or low results on both materials. Moreover, the systematic
error is appreciably larger than the random error. Most of the labora-
tories have a small random error, indicating that they did careful work,
The differences between the two materials for laboratories 3 amd 5 were
found to be statistically significant at the 95% confidence level when
compared with the average difference for all laboratories.
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Figure 3 is the two-material XY plot for d,;,. The laboracory 8
vaiue differ: pmarkedly from the others, particularly for the analysis
of miterial b, and wag not contidered vhen drawing the horizontal and
vertical lines, The random error for d, appears to be greater than
that for 5. 1t should be recognized, however, that the dy, values
are larger and that 4y and Sy were calculated from the same
particle size distribution data, The 'systematic error among labora-

tories is not noticeably larger than the random error within
laboratories,

457
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MATERIAL -A ()

20k Ge 'ﬁ

: 1
lo 1 | ] L 1 | 1 1 |

20 25 3 35 40 45 50 55 €0 65 10 75
MATERIAL -B ()

Fig. 3. Two-Material Plot of Asmmonium Perchlorate
Weight Mean Diameters

The extremely high dy value for laboratory 8 clearly indicates
some deviation from the recommended procedure, and this laboratory
was omitted from some of the statistical analyses described later,
Laboratory 3 was also omitted from some of these analyses because of
its low dy value and the outliers and abnormally shaped curves
mentioned earlier.
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An analysis of var:lances’7 is given in Table 1IV. The resulcs, as
expected, agroe with the qualitative incterpreracions of the data ir.
Figs, 2 and 3. The variance of S, averages among laboratories is
statistically significant when compared with the estimated random error
variance (Sﬁ); whereas that for d, 1is not statistically significant.
The laboratories x materials mean square (MS)pM 18 considered to be
the best estimate of the true random error variarnce.

Table 1V

Analysis of Variance (Laboratories 3 and 8 Omitted)

Specific Surface Weight Mean

2

Source Area (m"/g) Diameter (u) .

EMS
of Variation ss MS
Among - a 2 2
Laboratories (L) 6 806.13 134.36" 168.60° 28,10 Of + Opy + 207,
Between s a a = 2 a
Materials (M) 1 272.27 272.27° 338.20 338,200 4 + 70M + 9
Laboratories x . : : s 2
Materials (LM) 6 46,74 7.79 45,59 7.60 O+ 9, .
Total 13 1125.14 552.39
DF - degrees of freedom MS -~ mean square
S8 ~ sum of squares EMS - expected mean square

2 2 2
Sp = Set+ Spy = (MS)y

2
s _ (M8) - SR
SL 2

Sg - Si + Sﬁ/n

aStltistically significant at the 95% or higher confidence level.




. The estimate of the systematic error variance among laboratories
(S]) is alsg ar important component of the estimate of the ovgrall
variance (S3) of the method, The formulas for calculating S; and
S4 are given in the table. The expected mesan squares (EMS) are for
a random model, wvhich was assumed in this case.

Estimated random and systematic error variances are given in
Table § for various combinations of the §, and d, data. The
and Sy values for specific surface area determinations are not
significantly affectud by omitting laboratoriss 3 and 8, but they are
significantly rgduced in the case of weight mean diameter determinations,
The value of Sp .for the determination of specific surface area is
significantly reduced when laboratories 3 and 5 are omitted, as could
have been expected .tom Fig, 2. However, a comparison with the 0.00137
value independently >b’ained by replicate determinations within labora-
tory 1 (the originat.ng laboratory) indicates that the value of
0.000048 is not a good estimate of the true random error variance,

Table V

Estimated Random and Systematic Error Variances

3 a
S SL
Specific Surface Area (a®/g)
All Laboratories 0.001171 0.006192
Omit Laboratories 3 and 8 0.000779> 0.006328"
Omit Laboratories 3 and § 0.000048  e=
Within Laboratory 1* 0.001374 --

Weight Mean Dismster (u)

All Laboratories 48.78 62.9%
Omit Laboratories 3 and 8 7.60b 10.25b
Within Laboratory 1% 1.73 .-
4F = 5.

bvalues used for calculating confidence intervals.
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. The 4 for ths soplicats delteiminailon ui weigiii mean diamecer
/within laboratory 1 is significantly smaller at the 957 confidence
- level than Si for the Round Robin data with laboratories 3 and § -
omitted.

P P

The precision of the method is defined by the confidence limits
X = I.;‘), vhere X is an analysis result and L‘x is one=half the
lengch of the confidence interval, in this case at the 95% level,
These one~half valuas are given in Table V1. They were caleulated
from the formulas in the table and the estimated S§ and S; variance
components noted in Table V. The degrees of freedom associated with
8q were estimated by Satterthwaites approximation/

lele VI O
- ' Practsion of M-8-A Analysis Method
i : (I.y, at the 95% confidence level)
t Number Specific Surface Area (-'/g) ﬁeight: Mean Diameter (u)
1 of .
. Analyses Within a a Labontor* Within a a Laboratons
! 4 © (n) Laboratory at Randow Laboratory at Random
1 0.0683 0.201 6,75 £ 9.5%
|
i 3 0.039% 0.194 3.8 8,08
»
i 4 0.0341 0.193 .37 7.88
by
P al..* = tgSg/J/ 0, vhere tg is Student's ¢t (f=6)
j with f degrees of freedom.
by, = ¢t¢8 (£ =» 6.69 for specific surface area,
% £ °d

£f= 9,02 for weight mean diameter).

The estimated precision of analyzing AP samples within a single
laboratory (random error) is given by the confidence intervals in the
second and fourth columns of Table VI. These intervals apply for the
analysis of AP samples having particle size distributions within the
o range shown in Fig. 1. Note that tha pracision improves with an
! increase in the nusber of replicate analyses.
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The estimated precision of analyses, considering the random plus
the systematic error, by any laboratory selected at random is given by
the confidence intervals in the third and fifth columms. Assuming the
participating laboratories are representative of the entire population
of laboratories, these precision estimates determine the suitability
of the method for use as a standard specification procedure, The
error is larger than for analyses within a single laborgtory because
of the contribution of the systematic error variance (S;). Noxr is the .
precision improved much in this case by replicate analyses, becguse
the replicates (n) reduce only the smaller { - component of S4.

Perhaps in actual practice a higher degree of confidence than 95%
would be desired., For higher degrees of confidence the value of t¢
would be larger, and the confidence intervals would increase accord-
ingly. The accuracy (bias) of the method could not be estimated in
this Round Robin, bec-us2 a standard AP sample of accurately known
particle size is not available,

100
80
60
40

20

DIAMETER (u) -
o

HE T N D B N S | S U W W S RS IO WO N T
00! 02 2 10 30 %0 ™ 90 08 998
WEIGHT PERCENT GREATER THAN DIAMETER

Fig. 4. 95% Confidence Intervals on the Percentage
Points of the Particle Size Anaslysis of Ammonium
Perchlorate in Material A by Laboratory 1
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< tvals Cain also be placed it the pevientage poinis
i a ;erticle size dictribution curve, This s {lluctrated in Fig, 4
tor the 2analysis of a single sample of material A by latcratory 1,
“he coriidence {ntervals were calculated using *h= variance escimates
in Table 1I. Such a precision cstimate i{s of vaiue for determining
wnether the variations in particle size distr.bution ure due to the
analysis procedure or the grinding process,

g o e
AL

CONCLUSIONS AND RECOMMENDATIONS

The precision of analyses within a single lsbora:tcryv (s cenisidered
adeaquate, and the fict that a number of labnratories are successfully
1sing thée nrocedure supports this conclusion  However, the merhoq {as
not recommended as a standard specification procedurs toL the pavt cole
size analysis of aom aal 20-30u ammornium perchlorate, hecausa ot i
large systema=i: :rror among laboratories in the determinatrion of
specific surface area, The great difference between these two errovs
could be due to some deficiency in the analytical procedure that permits
laboratories to introduce their own variations. One likely area of
inconsistency 'is in the dispersion of the AP parcicles, but therev are
,no known alternative techniques that would not also affect the accuracy
of analyses, .

The simple esperimental design, without replication, encouraged
laboratories to participate, thus enabling a more reliable estimate
of systematic error among laboratories, Past experience has shown that
this systematic error is almost always significantly greater than the
random error within laboratories,

The comments and suggestions of the clinical gession panelists are
particularly solicited with respect to the following elements of the
Round Robin statistical analysis:

(1) Estimation of the degrees of freedom associated with
Sd. ﬂnd SL .

(2) Determination of confidence intervals or regions for
particle size distribution curves,

(3) Criteria for the rejection of extreme laboratories and data,

(4) Experimental design for Round Robins and possible alternatives,
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NEW ANALYSES AND METHODS LEADING TO IMPROVED TARGET
ACQUISITION REQUIREMENTS INVOLVING SYSTEMS, GEODETIC
AND RE-ENTRY ERRORS, AND INCREASED WEAPONS EFFECTIVENESS
FOR CONVENTIONAL WEAPONS*

Hans Baussus-von Luetzow
U. S. Army Engineer Topographic Laboratories
Fort Belvoir, Virginia

SUMMARY, After a cursory critique of currently used methodology
for the study-{ target-accuracy requirements for artillery weapons,
this research note is concerned with the development of analytical
methods and two different though interrelatable and essentially ad-
ditive optimization concepts. If implemented within the context of
TACFIRE, these methods are conservatively estimated to provide on the
average a 30% greater weapons effectiveness. Although the intra and
extra weapons systems employment parameters are interdependent, variable,
and changing, an integrated operational optimization is achieved. The
methods outlined are also useful in weapons R&D and related systems
analyses. Furthermore, the rather cogent requirement and related
recommendations or conclusions arrived at may be of considerable
significance for certain R&D and combat development activities.

FOREWORD. It was originally contemplated to finalize this study
in 1967. The author who was also investigating more powerful methods :
in connection with burst and target height variabilities and the use of
conventional cratering and nuclear weapons became, however, increaslingly
convinced that rudimentary or short-cut methods had to be considered un-
satisfactory. A more rigorous and mature approach required time and
concentration in view of the slow progress made in the past and also
because of a satellite systems study performed during 1967. As to the
word "improved" in the title, this should rather be interpreted as "less
restrictive," Implementation of the methods and concepts developed would
undoubtedly lead to a slgnificant increase of Army weapons effectlvencss,
In addition, the new methods are expected to have some ramifications per-
taining to a variety of R&D and combat development activities. The
technical respongibility for this study is exclusively the author's who
appreciates USAETL's continued interest in this kind of effort.

*This article appeared as Research Note No. 35, U. §. Army Engineer
Topographic Laboratories, Fort Belvoir, Virginia.

The remainder of this article has been reproduced photographically
from the author's manuscript.
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NEW ANALYSES AND METHODS LEADING TO
IMPROVED TARGET ACQUISITION REQUIREMENTS
INVOLVING SYSTEMS, GEODETIC AND RE-ENTRY

ERRORS, AND INCREASED WEAPONS EFFECTIVENESS
FOR CONVENTIONAL WEAPONS

1. Introduction.

1.1 The essential ideas underlying this report were developed in August 1966
after an evaluation of the followmg material: “Target Acquisition Aceuracy Require-
ments, 1965-1975 (U)" (1), “A Model for Determining Target Location Accuracy
Requirements™ (2); “Trip chort to CDC Artillery Agency™ (3): and “A Technical
Analysis to Support Map Accuracy Requirements™ (4).

1.2 According to Ref. (3). additional contractual work, to start in July 1967 and
expected to last one year, was considered necessary by USACDC in order to improve
the methodology report (1). 1t led to the report **A Study of Target Location Accur-
acy Requirements for Artillery Weapons — Army 1975 (U)" (5), This study, conduet-
ed at the Combined Arms Rescarch Office, Fort Leavenworth, Kansas, and coordinated
with the USAGEC Artillery Agency, Fort Sill, Oklahoma, applied the methodology of
Ref. (1) to all artdlery weapons of the 1966-1975 time frame.

1.3 The methodology in both Ref. (1) and Ref. (2)'is essentially restricted to the
2-dimensional problem of fragmentation projectiles with impact fuzes and thus less ap.
plicable with respect to height bursts, It consists of computinga measure of effective.
ness f (see Ref. (1), B:1, eq. (2)) and a fractional coverage C (CLin Ref. (2)) 8o that the
fraction of cusualties ¥ = £+ C. Although it has not been spelled out explicitly, f is the
probability of hitting the target which is computed by dividing the common area be-
tween target and effects pattern, a, by the target area A, The determination of f in-
volves the use of a quantity Aj, called the lethal area. A, and C are caleulated under
the assumption of a uniform target distribution. As to multiple volleys, the assumption
is made that the pereentage reduction g in F will be dircetly proportional to the respec.
tive g in Fy, (nvolleys). Through the use of this methodology, Spears strives to arrive
at the conclusion that “Changes in single-volley coverage of a target by a weapons ef-
fects puttern (a quantity relatively casy to determine) can be used as a basis for deter-
mining eritical reductions in effectiveness of multi-volley fire (a quantity difficult to
determine aceurately).” Through the introduction of -£—Z Ay as a measure of the

Apl

1. Numbers in parentheses appearing in the text refer to “LITERATURE CITED,”
p. 13, while numbers in parentheses on the right margin refer to equations,
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average fraction of the Tireepower which hits the target. i.ce.. the total casualty potential
reduced by the factor “common area between target and effects pattern divided by the

ciiveis paiter arca”™ and use of e Poisson disitibuion wiith - LE AL Ny i e
Ap i

exponential. Spears arrives at a oew non-factorized. or mised. ¥, "l'hin derivation is,
howeser. not permissible and conflicts accordingly with the former result F = - €A
best. it is an approximation within an approximate frameworh. Referenee (1) states
that the assumption of proportionality. between cazuallies and fractional coverage is
the weakest link in the methodology employed in Ref. (1) and (2) and criticizes various
other assumptions made,  Under the eriterion that the target acquisition does not de-
grade the accuracy of the weapons systems itself by more than 17 and under the as-
sumplion that the map accuracy or eeror is the principal contributor to the weapon site
surves error and the target location error, it is concluded in Ref. (4) that present map
aveuracies can be relased or that the Class A National Map Standards have about twice
the required precision. This resull has been obtained by simple caleulations based on
the assumption that the total sarianee is the sum of the individual variances including
the geodetic one (target location error). This assumption is wrong and is one of the
Dasic weahnesses of all analyses so far, apart from a rather primitive methodology.

L4 In siew of the shorteomings enumerated in pacageaph 1.2 and in order to
provide a sound busis Tor decision making, this report was undertaken. Objectives of
the reporl are us follows:

L4 A rigorous mathematical-statistical analysis involving a direct, physi-
cal upproach 1o the problem. 1o particular, this analy sis*shall be independent of as-
sumplions regarding target distributions and simplifications involving. ¢.g.. proportion-
ality. between cosuallies and fractional coverage, and casualty potential,

142 Inclusion of multiple shots and multiple volleys without loss of rigor
or generalits

L4 Optimization for multiple volleys as u new and most significant dis-
COVETY,

L4t Consideration of inhomogenvous target distributions and its change
after the first solley, '

1.4.5  Incorporation of meteorological-error variances,
146 Ulilization of non-vircular distribution parameters,

AT Application of non-isotrapic fragmentation patterns,
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148 A total ssstems optimization or marginal utility analysis involving
the whole rapge and employ ment spectrum of a weapons systems, e g grand optimum,

1.5 A contemplated Part 11 of this study will include a suppl«-mt'ntal analysis for
height bursts (time and ambient fuzes) including vertical target location errors. 2 parts
11 and IV will deal with cratering conventional weapons and nuclear weapons respee-
tively, and a partially different methodology will be required in these arcas.

1.6 The optimal aiming pattern analysis together with the optimal overall
weapons-systems emplos ment concept developed in this report allow —on the average -
a considerable relaxation pertaining to stringent target-acquisition requirements in gen-
eral and map-accuracy requirements in particular. They tend to shorten the firing en-
gagement time and are also advantageous in case of ammunition shortage. An excep-
tion would be hardened-point targets.  According to the experience gained (as men-
tioned in footnote 4). target-location errors can be very large, and identification and
location problems will probably exist for longer distances if direct distance and azi-
muth measurements are performed. though to a lesser extent. Meteorological errors
are also not supposed to become negligible under many combat conditions. In view of
the above, numerically fixed and extreme accuracy requirements synonymous with
sophisticaied and very expensive equipment which very often does not live up to ex-
peetations under realixtic conditions are unnecessary. The R&D process in the arcas of
more accurate mapping and target location being essentially independent of that per-
taining to new weapons systems should be pursued at a normal technological pace and
should not overemphasize accuracy but rather concentrate on versatility, reliability,
and survivability. This is ul~u consistent with a recent directive of the Army Chief of
Staff.

As exhibited by this study. the intra and extra weapons systems employment
parameters are interdependent, variable, and changing but nevertheless allow a continu-
ous integrated operational optimization, In so far, the study is also of significance for
the Geographie Intelligence and Topographic Supporl Systems Study (GIANT), the de-
velopment of the Position and Azimuth Determining Svstem (PADS), and the develop-
ment of the Long Range Position Determining System (LRPDS). Finally, the methods
outlined can serve as a research and weapons-systems analy sis tool for both the Conbat
Developments Command and the Materiel Command.

2. In this regard, it may be worthwhile to mention that, according to Ref, (3). O, 5,
Spears. Seientific Advisor to CDC. Artillery Ageney. has stated the following: 11~
ix not that we don’t consider the vertical component important, we simply realize
that it is a difficult problem to solve. Onee we get a complete hundle on the hori-
zontal accuracies, we will he able to start tackling that problem maore intelligently
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2. Individual Hit Probabilities. The fragment-damage pattern of a particular
artillery shell is not isotropic as can be inferred from Fig. 1. 1t depends also on range,
height of burst, and Mpact angie, Tabuiations contain, in general, isoiropic daia in-
cluding distance from burst, total numbers of effective fragments, and average number
of effective fragments per arca unit.

An example from Ref. (6) is given below: 3

Fragment Damage of Shell, HE, 155-mm. M107:
Initial Fragment Velocity 3,500 {/s
Source: Army TM 9-1907, Table XXXV

Dist Total Average Number For the Lightest
from Number of of Effective Effective Fragment
Burst Effective Fragments Weight Vel
in Feet Fragments Per Sq Fi oz s
r N B m N
20 . 1880 374 0108 2340
30 . 1740 A54 0148 2000
40 1640 0816 0195 1740
60 - 1450 0321 : 0310 1380
80 _ 1300 0162 0440 1160
100 1220 00971 N 0562 1030
150 1040 , 00368 0832 845
200 940 - 00187 109 738
300 , 770 \ 00068 166 598
400 640 00032 235 503
700 420 00007 S5 340

From individual, i.e., unaveraged, fragment patterns, it is possible to determine
through the use of sampling techniques individual hit probabilities, Thus, py (F. p. ¢)
would be the average probability that a person or item with cross section F which is
located at a distance p and azimuth ¢ trom the burst suffers exactly one hit. In this
respect, the, azimuth is to be counted counterclockwise from the line of fire, By
Py (F. p. 9) = pj + P2 +.... we designate the probability of at least one hit. With refer-
ence to human beings, it would be possible to drop the letter . For identification
purposes, we denote a semi-fixed pattern of human beings by superscripts and have

3. An excellent introduction into Kinds and characteristions of explosives (munitions)
is given in Ref, (7).
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thus for example, p I (p.8) - py(pyg-954)- 1Uis to be heptin mind that these prob-

ien refer Lo constant range height of buest, and impact angle.

3. Distributions and Distribution Parameters. Weapon distribution parameters
for a specific range are the line of fire and lateral standard deviations S and Sp. As al-
ready mentioned, height uncertainties are considered negligible in this investigation
(Part 1). In addition, we have target-location errors dependigig, e.g.. on map aceuracy.
target identification, and location,* and meteorological errors, ”I( corresponding dis-
tributions may for simplicity bé deseribed by the two parameters 0 and ay;. Since we
restrict ourselves to normal distributions, we may establish the relation

var Py + var ryg = var @p + var Ry = zl o;‘ = 02 1)

It is important to reme mber that 62 and 62, need not be considered constant for a cer-
tain range. Hence, o? may allow a few classes of variability depending on cireumstances,

4. Formulation of Multiple Volley Optimization Problem for Stationary Per- /
sonnel Distribution. In Fig. 2, the general target coordinate system for aiming purpuws

is denoted bv X ¥ At the origin, the combined target location distribution S
| -1 jii;zi -
f(g, mdEdn=—1s ¢ 2 02 (Ed7 (2)

2n0°
has a maximum. The aiming point for the first volley is represented by 09, with co-
ordinates ay, by: and the respective gun-aiming points separated by the distanee ¢ are

4. The accuracy of a class A map of 1/30.000 scale within a single sheet can be ex.
pressed approximately by a standard deviation of 25m. Though this is not a neg-
ligible parameter and aceurgeies deercase with reference to lower quality maps,
additional crrors enter in case of target identification (which includes determing.
tion of a reference point for the whole target configuration) and target location
on the map. The latter type of error can be very sizable. and standard deviations
of the order 500m have been found according to Ref, (8). (9). and (10). For sim-
plicity. we lump map, target identification and target location varianees together
into var r-p. Smaller op’s are, of course. to be expeeted in case of a direct link in-
cluding distance and azimuth measucements between observer and s suitable tar.
get reference point. Ditectional oop's might abso be generated by moving targets
and target configurations,

785




T T Y emTe———" e e mmRRREE T TR TR VR RPN, TR T e T RATR A e R E e T T A IRTTRAL T S P aCbiers -
A - . b

‘uEAs ajrulpIoos 1adie) erauad ayy -7 Sy

_ - ‘D v "XeH = \M\P&u— uas
wa3ysds a3vuipigod Burary utew
! ) 4
I o o]
._.c £,

Iqle sajeugpioos yiim
3utod Buiuyie

286

Ex \1— D
4& ,
jqetien yiis 1 ©
wais s LJeuiprood Iaduspazaa 1afiey — * 'y ]
& v

4 3113 Jo auyl

L . s . PR - - e b e e e e e — e — — L




Gy, Go, Gy, G4. The burst point for which a total impact probability is to be comput-
ed and which lics in a finite area element (for numerical purposes) is B. Only one indi-
vidual target, Ty, is indicated within the target area with boundary T'. The distance
from B to T is p and the azimuth is ¢ commensurable with the denotations of para. 2.

For the first volley, we have four burst distributions designated by

Ay n|+§ . b]+§~ 1 §p.Sg)dxdy. Ag(xuy 1) —3— ljl+‘é'- :8,.8g). ete. (3)

For sufficiently small arca elements AxAy. we arrive then in integral form at an inter-

mediate average probability of hitting T at least once,

+”4

+o00
4 -
Pii - H'{-’w p) (p9) dxdy = ”ZI: M Py BB Epmy) dxdy 6

and, since Og obeys a distribution law, at

+o0 +oo 4 :

n=f[[f A‘l:xv PL(x. . £.7, £y mp) (£ 7) dxdyddn . (5)

‘For k volleys and p individual targets, we obtain the total expected casualty result

+00 400

r=k u=N v=4 , ) ]
n k =2 z L 2kv(qufﬂrqbr)Pl(xny;51;73eusﬂ“)f(£«ﬁ)dxd,\'d£‘lﬁ (6)
2 e v=I

-0n -00

‘The optimization conditions can be formulated as
=0 )

For a circular and homogeneous (uniform) target distribution conditions (7) reduce to
fewer cquations, i.c., the respective aiming pattern, consisting of a set of k origins 09
would be invariant under a rotation about 0.

After the first volley which has in many cases a surprise effect, a degradation with
respeet to Pp can be expected which can be expressed as a transition from ground to air
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burst™ and by an empirical reduction factor R <1.00. Taking this into consideration,
a more general result corresponding 1o eq. (6) reads as

KON LT v
n”:.: :"()l__“l JJ J ZA\ prx.y: En: ¢ (I)” “))f(En)d\d)dEdn

r=h ul?):: v=d _
=2 u(y v=] u u

In eq. (8), the first term refers to the first volley. The second term containing the
reduction factor R reflects a changed hit probability function and includes the factor

T(2).

A particular 7 (2), say # 4(2) *¢ quires the computation of the individual P" from eq.
(5). Itis then

- 3
1r3(2)-l —xl"' | 9)

where & denotes the (average) probability that an individual, hit at least once, remains
at the initial position. The index (2) in ¥ (2 indicates the transition from the initial
target configuration to a second, more prut (ll\l‘ one.

It should be mentioned that, in connection with an evaluation of eq. (8), an aver-

age n, 5 for typical target distributions under consideration of protective obstacles can

be detetmined. 1t is also possible to classify targets by size and concentration indices
(¢f. para. 7). Furthermore, it is possible to split Py up into probabilities for exactly 1
hit, 2 hits, ete,

”

5 Probability Distributions. The probability distribution associated with n k
nd
of eq. (8) can casily (though approximately) be found by setting p = " where N

]

5. According to Ref. (6). p. 181, ground bursts generally are more effective against
material and personnel in case of no shiclding by revetments, but personnel in fox-
holes or trenches should be attacked by air-burst fire.
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. is the total oimbeer of individual targets. Aecording 1o Rendall (1), we hase then the

moments about the mean .\ﬁ

’
RN q-1-p
By NPl - )
Hy = 3NT PRGN -0 ’

from which a Pearson Ty pe 1 eurve can be caleulated which is exaluable in terms of the
incomplete B-funetion. Alernatisels . the hinomial distribution and associated tables
might he used:

6. Symmetric Aiming Patterns. s un illustration. some symmetric aiming pal-
terns applicable for cireubar and completely homogencous conditions are shown in Fig.
3. Faprivalent solutions would resull through an arbitraes rotation.

¢
. m— [P —— ‘G
o (0] (o] [o)
k 1 k 2 k 3

k=4 k=5

Fig. 3. Symmetric aiming patterns,

7. Computation and Utilization Considerations. A particular kind of quasi-
vircular lur;.vl could profitably though not exelusively be characterized by r (range to
origin () 8 (target size. 3 indices), D (quadrant dvnml\'. 3 indices), o (Lombmed tar-
get location error, 3 or 4 indices), k (number of vollevs). From these data, k azimuth
and angulur height corrections for the optimal aiming points would be immediately
wailable. OF course, the optimization computations should be conducted by a large-
wale digital computer. ien. not in the field, The corrections © functions of variable
input duta would be available as stored digital information v« meorporated in TAC.
FIRE procedures. Probability statements depending on k could be added. Too many
indices are to be avoided. Ax to D, there are 3+ variations (with three clements of the
fourth class and repetitions). Some of lhm' variations can be omitted because of prae-
tical rewsons. Nine quadeants leading to 39 complexions would be prohibitive. From a
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seientific stanipoint, i o appears that an effective employment of a single artillery
weapons system (battery) represents a rather formidable problem.

8.  Views on Optimal Weapons Systems Employment.

8.1 With reference to optimization considerations, we assume the exisience of
the following scheme:

rl b U k) e hin Ui kin) )

l‘.2 h2l U2l (kzl) ............... h2n U M (kzn)

‘ [ (10)
™ bt Umi L RN hmn Umn Kmn) Iv

In this discrete scheme, valid for a particular weapons system (e.g., artillery battery),
the symbols r, h, U, and k denote range, relative frequency of employment, mean
weapons effect for a particular type of target, and number of ‘volleys respectively.
Strictly speaking, there has to be a greater number of discrete schemes with associated
scheme frequencies in order to account for variations in target size and target location.

This involves an additional frequency matrix with elements j, . The total mean weap-

ons systems effeet can then be formulated as

U= C‘Eﬁ ha.p sz jﬂ.b l:a.ﬁ;u.h (ka.ﬁ:a.h) (n

-~ [a) ~
We shall distinguish between U and U with U considered optimized by the
analysis outlined in pura. 4. In other words, U does notimply the utilization of opti-
mul aiming patterns. '

If we apply the rather usual eriterion of 30% damage or casualties with a 90%
dssurAnCe, we arrive at .

Caoriroors - K= B B kagiady (12)
and
Csorrrones + b= Zg B haigiah | (13)
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with U= f: and R <NK.

A reasonable measure for the effectiveness ncerease expressed i pereent is evidenty

n=100 Ll;\L (14)

8.2 A different approach would consist of stipulating a constraint, xay

&8 ab X aBiab <A (15)

and to compute the k(2w in such a way that

2 = Max. (16)
For the purpose of comparison, we may assume

R =R (17)
The optimization expressed by eq. (13) and (16) implies a forterior

U > (18)

and a relatively greater cxpunsmn of volleys with respect to closer range turgets and
those involving smaller o's. On the other hand, for some lurgvtn with less favorable
characteristics, the 30%/90% criterion mnght not be fulfilled.® What can be said with
certainty is that the utilization of optimal aiming patierns makes the ground optimiza-
tion described in para. 8.2 quite atteactive. 1t is conservatively estimated that uptmml
aiming-pattern utilization mvorpurnlvd in TACFIRE would result Ina 15% increase in
systems® effectivencss.  The systems' overall optimization would yield an additional
15% increase and thus lead to a combined improvement of 30%,

In

6. This is, however, not a serious limitation since it can be partially or completely
overcome by a greater A in eq. (15). This would particulurly apply to defensive
positions with a large ammunition supply.
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An Air Defense Comparative Model
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ABSTRACT

_ This paper proposes @ new and unique approach for conducting comparative experiments

or evoluations between existing or proposed air defense weapon systems, It is based upon
the game theory "minimax" philosophy and provides several distinct advantages over the
use of computer simulation methods, Submodels for objectively determining the optimal
deployment of the defense and the ‘optimal attack routes to be used by the attacking air=

croft uul-a discussed.

INTRODUCTION

Development and deployment of air defense systems having a large degree of
effectiveness against high altitude aircraft, has resulted in increased interest In the opera-
tion of tactical aircraft ot low altitudes {11, As a result many weapons systems onalysts
have become deeply involved in analytical and experimental studies evaluating the effec-
tiveness of existing or proposed defense systems for defeating the low altitude threat,
Historically, war games ﬁcve been extensively used to "model” military situations for

This article has been reproduced photographically from the authors' manuscript.
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“such experimental and cvaluative purposes. The different types or classes of war games

that have been used are: (1) field exercises, (2) board gomes, ond (3) computer simula-
tions.

When consiflering air fc; ground conflict situations, experimentation using the
computer simulation technique has proven to be the most feasible and efficient. Conse-
quently, computer simulation models have evolved from very simple and basic models into
those which are now very large, complex and time consuming. This increase in size and
complexity has arisen due to the desire to approach, as near as practically possible, an
exact mode! of the real life situation. Unfortunately, as realism has increased, so too
has the computer time required to run the experirﬁenrs.

This paper proposes a new approach for conducting comparative experiments or
evaluations Befv,y!een existing or proposed air def.ense weapon s.ystems. It is based upon
the game theory "minimax".philosophy and provides several distinct advantages over existing

computer simulation models, These include:
‘ ' 3

1. Less éompurcfion time required,

2, Fewly:‘r necessary assumptions and simplifications, hence greater
reali;m.

3. Additional useful information is gencrated such as optimal defense
sysf.em deployment, oérimal attack routes, etc.

4, Real world scenarios, (actual situations) may be used.

5. 'Only one computer run per defense system is required,
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MODEL PHILOSOPHY

The scenario used for the Air Detense Comparative Modei shouid be u reut wurid
sitvation i.e. a specific piece of terrain which is to be defended. The concept of the
low altitude attack is to utilize the masking effects of the terrain (hills, valleys, etc.)
and of the earth's curvature, to pre;ent the defense from being able to detect and engage
the attackers until the targets are reached (1], Hence, any exeerimenml evaluation
of the defense system must take this into accouns.

The defensive problera in our scenario can be stated as follows:

1. Given a specific sector of terrain {with hills, valleys, etc,) which
is to be defended by n ‘or less defensive unis. ;
2. Given the charucteristics of the defense system (i.e. range, maximum
and minimum elevation angles, azimuth scan angle, etc.),

3. Given the feasible locations and pointing angles for the placement

R R e ] e e

of defensive units, (i.e. cannot be located in middle of lakes,

bottom of ravines, etc.).
4. Find those n locations and pointing angles which (a) minimize

the range from any attacker to a systems radar and (b) maximizes

the visibility of the combined radar systems. This must tcke into
‘account the masking effects of terrain features and earth's curva~

ture,

Likewise, we can state the problem faced by the offense or attackers in our

scencrio, This can be done as follows:
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1. Given a set of targets to be destroyed which are contained

‘.ecr.—ﬂ.i.—: which Is defonded by 2 52t
of ground based air defense missile systems which are opfimally
deployed.

2. Given that the attacker or penetrator has complete knowledge
from intelligence o;;erations of these allocations and of the

defensive capabilities. ' ey

3. Determine the best location to enter the defended sector, and i

then the least risk route to follow in order to reach a designated

e aA o e o . ki it ot VT S

target. The least risk route is thot which minimizes the visibility

time und moximizes the syrvival probability.

In the proposed éir De-Fen;.Ve Comparative Mod.el, these problems are solved ob-
jectively and oprimclt)f'by sub-quéls. The objective, optimal solurion to'both problems,
isa un:ique feature of r'he proposed model. The ract..ics are not determined by educated
guess as in other war game 'models.. 1t should be poinfed. l‘OUf however, that the two sub- R
mo;!els (optimal allocation of defense units and c.;pfimal attack route analyzer) co.n be

used to set the scenario and tactics for other computer simulation models. It is a firm

i
i
i

conviction of the authors, that where tactics are determined by educated guess, the
experimenter may inadvertently penalize a system by his choices, Allocétirag or placing
the defensive units by the use of the optimal allocation model on the other hand, ollows
each differeni system to capitalize on its strengths and fn.inimize its weaknesses,

The concept of the proposed comparative model can now bestated, The philos-

ophy follow 24 is:
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1. Determine the optima! defense system deployment for each system
to be considered, based upon its own characteristics and the
terrain features of the sector to be defended.

2, Determine the optimal attack routes agoins.? each defense system
which minimizes the risk to the attacking aireraft,

3. Determine the risk incurred by the attacker for each defense system
to be compared.

4. The defense system that maximizes the enemy's risk is the preferred

v
system,

Moxﬁnfzaﬂon of risk to the enemy has been chosen as the measure of effective-
ness for a ;ery straightforward reason, The ;‘aurpose of the air defense system is to
. protect fielld army-v_aIOe units such as supply depots, vehicle concentrations, orfille}y
pc;sitiéns, troop concentrat fons, etc. The purpose of any offensive weapons system is
to destroy a given set of targets (value‘ units) with the least possible cost. It is a generally
accepted fact that a defensive system cannot prevent a determined o\nd powerful offense - _ 1
from destroying a given numter of these targets if the offense i; willing to pu); the price,
The defense objective then is to try to exf[.éct a high cost from the offense. In gaming
theory terms then, the goal of the defens'e. is to maximize the offensive cost vhile min-
imizing the defensive cost. Both offensive and defensive costs are direct functions of
the risk incurred by the offcnse in carrying out its attack,

The proposed Air Defense Comparative Model is a Game Theoretic Model utilizing

the maxi-min principle of optimality, (2] Stated simply the defense chooses that strategy
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which maximizes minimum risk while the offense chooses that strategy which minimizes
maximum risk. The value of the game is then calculated for each defensive system to
be compared ond the one which extracts the highest risk to the attackers, is the pre-
ferrable system.

An overall schematic of the medel is shown in Figure 1. Due to space limitations,
it will not be possible to give detuiled descriptions of the sub-r_quels in this paper. How-
ever Jetailed descriptions of the compbnenf sub-models, including computer programs, >
may be found in references 3, 9, 10, and 11, Short descriptions of the sub-models are

given in the following sections,

MAVD MODEL

Basic to the proposed Air Defense Comparative Model is the vistbility subroutine
called MAVD (Minimum Altitude Visibility Diagram). MAVD is a new concept and sub-
routine for calculating the visibility of fargets to the defensive 'sysferﬁ sensor units 3],

The input to the MAVD Model is an array of digitized topographic data which -

. is stored on magnetic tope. The Arrny Map Service has expended o considerable emount

of time ond effort in the digitization, and storing on magnetic tape, of fopograph-ic data,

An mxn gr‘fd of horizonte! (m = 1,2,...,i) and vertical (n =1,2,...,]) lines ;s overlaid
over the topographical map of the piece of terrain of interest. The spacing or grid interval
between the lines is equal. The standerd army battle map is a transverse Mercator projection
of the Gauss-Kruger type -4, The primary coordinate system for the map is o square grid
system called the Universal Transverse Mercator grid [5]. Points of interest can be located

on the map by thein UTHA giid 2oordinates, The UTM grid will appear on any map as o
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square grid system where the numerical values of the coordinates of a point are positive,
ond increase as one moves the point east and north, For good terrain detinition, it has
been found thal the grid spacing should not exceed about 1,500 feet or 300 meters. The
local altitudes above sea level for the grid points thus defined are read off the topo-
grophical map and entered along with their grid point designation (i, j) as inputs.

! MAVD (Minimum Altitude Visibility Diagram) is a geographic representation of

the minimum local altitude afnwhich a target may fly above the local terrain and still be )
visible to the given air defense sensor. Thus a MAVD value of 150 feet at point 5, 45
(the i,j orid representation of a specific point on the terrain) means that any aircraft
ot 150 feet olrituae or above is visible to the sensor, or conversely any aircraft below
lSO_feet altitude is not visible (aither maske& by terrain irregulorities or the curvature
of the eaith) to the sensor.

The MAVD routine is used to compute all the MAVD values for every designated
point (i.e,, a point defined by the Intersection of two grid iines) on a grid for all given

sefsor locations. Figure 2 represents an example of a MAVD display, The top figure

() 1s fhe'orfg.inal terrain map ond the bottom Figure (2b) is the MAVD display where

each MAVD velue is given for the corresponding point on the original terrain map. In

three dimell-\slci,n_s a surfoce.fhrcugh all the MAVD values could be represented and ony
oircraf} on or gbove this surface is vlsiblg to the given sensor(s). ﬂ

The‘ values on the MAVD represent, as mentioned, the minimum altitude values
at which a penetrator is visible to a sensor at any given grid point (intersection point
represented by the intersection of an "i" and "}" line). The effect of the curvature of

-the earth's surface ond all terrain irregularities are considered in the computation of these
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valves. The calculation procedure is straightforward  and uses basic plane and analytical

iibnr rmmenm fne b'w:c evhrantina (wr:l'hln in Fﬁﬂrﬂﬂ
O PYOGUaT TOT SIS SLRTULIINT RemRa Sn T

DEFENSE ALLOCATION MODEL

The second sub-routine utilized is the Allocation program which provides a system-
atic, objective method for computing the optimal deployment of any air defense system.
Allocation is defined, with respect to this paper, as the assignment (or placement) of air
defense system sensors at specific points on the given plece of terrain. The optimal allo-
cation is that deployment which moximizes the attacker’s risk, It may be also thought of
as that deplo*menf which minimizes the probability that an attacking alrcraft or missile
penetrates the defensive system undetected.

A survey of the literature uncovered an olmoit negligible amount of effort towards
" devising any systematic, objective, assignment of sensor units to.terrain. The ﬁujorily
p_f models surveyed assigned sensor locatlons at random or at best, use an educafed guess
_based on an "analysis" of the terrain involved, This analysis consists of little more than
looking ot the terrain map and ottempting to visualize the effect of placing a sensar at
a certain point, Such methods of choosing sensor locations are far from optimum. It
is highly subjective and consequently it is doubtful that any two people would choose
the same locations,

The mathematical formulation of optimal deployment pr?blems falls into a sub-.

class of non-linear, zero-one programming problems, Although this has been previously
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recognized, [6] it has not been possible to apply the existing methods of zero-one pro-
gramming to any practical size problem due, to the severe limitations of these mathematical
methods, A new procedure called Complementary Programming, was therefore developed -
as a part of this research [7]and is applicable to very large problem types. For example,
it was used to compute the optimal deployment of radars within the continental United

~ States, The results were then compared with those previously proposed by Smallwood [8]
vtilizing @ much more involved and time consuming procedure, The Complementary Pro-
gramming method achlevad an improved deployment over Smallwood's "optimal method."

Tests conducted during the evaluation of an early version of the Allocction Pro-

gram showed that optimal deployment was sensitive to both range and visibility. The tests
showed that, for a large terroin area, the primary factor in deployment was range, and
visibility was only secondary. This observation Ieci us to divide fho original allocation
program into two separate programs. We have designated the first program as the Coarse
Allocation Progrom und.the second as the Fine Allocation Program. The main concem of
the Coarse Allocation Program Is the minimization of range distance while the pt.:rpcse of
the Fine Allocation Program is the. maximization of radar systemlvlslbilny. The two programs
are then used séquentit?lly (see Figure 3). A good analogy to thig methed is the process used
in turning to a station on the radio.. One First turns the selector to the vicinity of the station
In one ropld motion, When the station vicinity on the dial is reached, you then fine tune
the selector until the station is optimally received. The Coarse Allocation Program achieves
an Initial, coarse deployment based primarily on ronge considerations. This coarse deploy-
ment is then used in conjunction with the Fine Allocation Program to achieve a ne§v final

deployment based primarily on visibility considerations, The sequential operation of the two
' »
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programs thus provides a final deployment that has both minimized the range from any attacker
to a systems radar and maximized the combined radar system visibility.

It now becomes necessary to define a measure of the "goodness" of the coverage
or visibility of the sensor for the poi.nfs within its defined sector. Visibility was previously
defined as a measure of the ability of a sensor or sensors to detect a target (or targets)

’ within the air space over a given terrain area. This measure can be represented by o
range of numerical values from zero to one and will be colled the Visibility Valve, A
value of zero will be defined as there being no visibility over a given grid point for a
specified altitude range. For example, if a grid point is not within the sector or range

" of a certaln sensor, a zero is given to the Visibility Valuo.for that sensor for the grid
point. Another example of zero Visibﬂlty.Volue would be if the MAVIS value for a grid
point (for a given sensor) was 10,000 feet ;:nd the probability o_-f an attack at that altitude
or cbove was zero. We then would assign a zero to the Visibility Valve. A valué of
one would require thot, for the grid point, there exists visibility for all possible altitudes
of attack, .b

The method used to convert MAVD values to visibility values'is simple. First
a limit is s.et on the altitude values of Interest. Since the emphasis for this paper Is on
low altitude attacks and since an attack at high altitudes Is visible to almost ony sensor
allocation, it is unnecessary to consfder ony altitudes above u.lspecifled ALT MAX,

ALT MAX willibe assigned a value for which there is (o) essentially zero probability
of attack df.altirudes Z ALTMAX or (b) considering terrain altitudes and irregularities,

there is an almost certain probability of detection of any targets above ALT MAX,

The Visibility Value would then be calculated as: . -
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ALT MAX - MAVD

Visibility Value = ALT AN

where if the MAVD exceeds ALT MAX we assign a Visibility Value ofh zero i.e., we do
not allow negative Visibility Values. Thus the Visibility Value is proportional to the per
cent of air space that the sensor can see between the point on the suiface of the local
terrain and ALT MAX,

The Visibility Values as computed are then written on the computer drum in the

order shown below:

Point
. "' -ow". .900 .905 1.000 .500 1esn e ._000:
1'2 u‘w b .Ow .a'o 0150 1400 LN ] 0200
"3 .cm .800 -000 0300 0200 seep e .800
50,5 | .00 | .900 | .000 400 | 750 | ...l 1,000 .

Thus each column represents the Visibility Values for a possible sensor location
for oll points on the grid. OQur objective is then.to comblne a specified number of the

above possible sensors 1o that the resulting "sum” of their coverage Is maximum,

As perviously mentioned a new heuristic programming method called Complementary




Programm'ing was derived for accomplishing this. The method is based upon the basic
principle of the union of sets from set theory, where each of the columns in the above
table of Visibility Values is considered an ordered set. The development, justification
ond complete computer programs for accomplishment can be found in references 9 and
10. The present computer program will hcndl'e a sifuufionr with 199x 199 grid size over
the terrain, 38,401 possible candidate radar locations and/or 463,212 possible candidate

location = pointing angle combinations (if radar has less than 360° azmith capability).

ATTACK ROUTE MODEL

Having determined the optimal deployment of the defense, the next step is to turn
our ottention to thﬁ’ offense. As stated earlier, the problem of the offense may be stated
os, "given an uirspL:ce over a specific plece of terrain that Is defended by a ground based

air defense system,

find the least risk route that may be taken over this terrain to reach

anassigned fargef.i:! Based on the mini-max principle, it is assumed that the air defense
system Is opﬂmally“'deployed over the terraln and that the offense has complete knowledge
of both the defense “%ysrem deployment and copabilities, The least risk route solution would
then speclfy at which polnt(s) to enlter the defended alr space, the path to follow through
the air space to the v!arget, and the probebility of survival, Such a computer mode! has
been developed 117 and will now be briafly described,

A survey of the literature showed that very little hold been accomplished in the
area of the systematic, objective determination of optimal attack routes. Furthermore,

of the few methods proposed, none was capable of handling anything except very small

problems. It wou therefore, decided to provida a relatively new approach rather than
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try to build onto or refine an older approach. The optimal atiack route problem was
formulated in terms of o clissical network problem. This was a natural approach in view
of the grid overlay used for the terrain description in the MAVD and Defense Allocation
models, With regards to the network description, we can state our problem as: “Determine
the least risk route through the network, where we may enter the network at any outer
node (Intersection of grid lines) and travel on any branch (grid line between nodes) in
either o forward or lateral direction.

The risk in traveling from one node to another in the network is then expressed

as follows:

R=f(V, Ra, t)
where:
R=  Risk o
V=  Visibility factor (I.e, is the target visjible or not)
R = Range from target to defense system

b= The time in which the target is visihle to the defense system,

Consequently, a least risk path would in general minimize the time the target
is visible, minimize the number of times the target 1's visible, and maximize the range
to the defense system (for the times in which the f";rglet is visible), Under this description,
each node of the netw.or'k may be assigned o value of risk, The "cost" of going from
one node to the other is then the diFfer.ence in risk from one node to the next, or the
probability of survival from one node to the ngxf.

Under the network formulation, several methods for solving the classical "shortest

revte through o network" are available, The most efficient methods are lineor pragromming
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and dynamic programming. While either of these methods can solve a small problem, it
was found necessary to utilize dynamic programming for the larger real world problem
becaus; of computer storage requirements, For example, the solution of a problem by
linear programming (Hungarian algorithm) would require storage of at least N2 points
(where N is the number of grid points). The storage requirements of dynamic programming
are more on the'iorder of 4N . Since deferminaﬁoﬁ of a flight path is @ multi-stage de-
cision process, dynamic programming was particularly well suited to the problem,

The method of dynamic programming isl discussed in detail in the literature
(12] and thus will be touched on only briefly. Generally speaking, dynamic progrom=
ming is a method of solving multi-stage decision decision problem;. Unlike linear
programhing, there is no standard mcrhemq’i ical Forrhulorion,of the problem, It is @
general approach and the particular equaf"ions used must be developed to fit each separate

As stated, we use the same grid overlay as used in the MAVD and Allocation
Models, But under our dynamic programming formulati.on we let each row (i.e. nodes
! '.w"h i constant) refaresl'ent_o decision stage (seg Figure 4), Each stage in turn, has
o number of states associated with it. In our case,. the states of each stage are s.imply
the nodes of each row. In gen;ral,, the states are simp>ly the various possible positions
in which }he aircroft might be at any stage of the"problem. In a multi=stage problem
with discrete stages, (as in this problem) decisions are to be made at the beginning of
the stages. The policy decision to be made at each stage is the destination for the next
stage i.e, wHich' state in the next sfége. It is dép:endenf upon the situation at the time
of decision ,I vpon the decision itseif ond t’Jpon the stage of the system. Each decision

' i
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affects not only the next stage but all subsequent stages. The solution of the problem is
a sequence of decisions that yieids the ieast risk roure. This is esseniiuiiy Beiimun’s
principle of optimality, "An optimal policy has the property that whatever the initial
state and initial decisions are, the remaining decisions must constitute an optimal policy
with regard to the state resulting from the first decision."

The particular version of dynamic programming used in this problem computes’
the flight path in a "backward" manner, That is, one first starts at the target and then
determines the optimal paths from each state in the previous srége to the target. Once
this is done, the optimal paths from each state in the M-2 stage to the M-1 stage is
computed .' At each stage only the values of opHmai paths need to be stored. This pro~
cedure is repearea until we are ot the initial stage (i.e.- row one), At this point all
of the optimal paths from any of the entry polints to the target are available,

As with fhe‘ allocation model discussed in the previous section o two phase sequence
is used, The first phase or. calculation of rHe course attack route Is primarily predicated
on m!nfmlzing visibility (or risk) /gnd the seéond phd;se or calculation of the fine course
rovte Is primarily to minimize e}{posure time . The solution procedure requires dato
in the form of two matrices, These matrices are (a) visibility matrix and (b) missile flight
time matrix, . L -

The visibility matrix p_‘rovides the probability of detection for each node of the
terrain sector, The alrcraft a!fifud_e, h, and the MAVD values for each node are compared,
If the MAVD value is greater than h, the aircraft is invisible and the risk is zero, It
should be noted that the MAVD valu-e to be compared with the ,oirc!rcfr altitude Is always

the riinimum value of all the radar sites within range of the node, If the M.AVD value
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it less than h, then the visibility value for that node has some probability value asso-~
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Range from the target, reflective surface of the target, transmitter power, size of the
ontenna, etc, are all variables which rﬁay affect the visibility of a target to a radar.
A review of the variables affecting visibility indicates that the effect of each is c!ependent
’Go a large degree, upon the range of the aircraft from the radar. For this reeson, the

range of the target from the radar having the best MAVD value was selected as the best

single variable to measure visibility, The relationship of range to probability of detection

_,_,c"dln be expressed graphically and is obtainad from an analysis of the perfoimance speci-

fications of the missile system under consideration, The range value is thus converted
to a visibility probability value based on each missile systems specifications. The risk
is set equal to the probability value for the specified range. The detailed development

of the model with the procedure coded in FORTRAN V language is given in reference 11,
f

SUMMARY

——

This poper has proposed a new ond uniqué approach for conduct ing compgrative
experiments or evaluations between air defense weapon systems., The sub-medels which
were briefly discussed were déveloped as meuis of improving existing digital, computer
stimulotion experiments, | It is believed, howe'ver, that these submodels and developed
methodolc jies can be utilized as the basis for a .complerely independent, "unified air
defense system comparison model." Such o model could be used for realistically analyzing
ond evaluating air defense systems in what wa believe would be a far more economical

ond accurate manner than is presently availabla from simulation models.
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PROBABILISTIC MANPOWER PLANNING FOR THE
RESEARCH AND DEVELOPMENT ORGANIZATION

Larry H. Johnson !
Redstone Arsenal, Alabawa

i

S

T RIDUCTL ui

Tils paper proposes a statistical approach to one of the >robleis
confronting all Army research, develooment and tccting orgonizations,

That is, nanpo.Jer planning.

L)

Though the -roblu:: addressed i.ivolves nanpoiser, 1o should . noitcd
what vhe uatheiatical oo niques are a>licanle to all types of mVentory

by redefining the paramaters .uwolvnd. .

The question for long-range planning is not :hat should be done
tonorrow, but ratiher uhat can be done today to cope best .iith the -
, uncertain tomorrow. Management must understand the alternatives available
| to them, the risk associated with each, and chinose rationally amons the
alternatives rather than plunge into uncertainty only on the basis of
- in'buiti.an or previous experiencc. : .

|

|

!

!\ DAFIHILIN OF PROBLJ.

i If a given organization has a large nmbcr of orozrans plamcd for -

‘ tha mtu:re, it is usually :'easonable to assume tiat vhe manpo rer z roquirement
18 somevhat normally d.lstnbutcd. Horever, most i &' D organizations do

: not have a large mmber of outstanding srograms and, therefore, the gain

'e or loss of a single program can have gross affccts on the required,

' manpo:rers This problem req.uires tnat the “exact" probablility distribution

be knom and aolutiona for thia sroblen are not avaa.la.b’ic in the
literaturd,

The current need for management planning techniques wita rela.ively
feuw outstanding prograns noiivated the study deseribed herein, _

e —r—— s —— .

ASSUIPTIVS
This study nakes four basic assumptionss

1s First it is assumcd that the orpanization i1l not be requircd
to perforn overy program f{or which current planning exlsts and that a
subjective probability can be associated ‘rith the gain or loss of caci

programe.

This article has been reproduced photographically from the author's
manuscript. ‘
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At this »oint the sroblen solution ceems quite simple; novever,
trexse e used espeetad valucs, tue "risk associnted ClUh tie

snization). Jde rmst tierefore deveiop a model which utiiizes wic !
ciac . ctatistical discribution. Fov L.s gituation an cmwicration ’
Jrcs2cs has been developed and is illusirated in Figure 5. Jvery possiule
woridoad is identified and the probability of occw—renre for each

is cvaluated. Consgidering that the go-ahead date for ihe nroccrans

ray not be %fixcd" but rather can be exaressed as a probabilictic
function, we expand the enumeration procedure as illustrated in Mimurc €
ulere the additional uncertainty is accounted for by t,, t,, etc.

ekt i e

' A technique has thus been dcveloped for cnunerating itns total array
of possible iorkloads for an organization and the prooability assceiated

1 w#ith each. This econcept can readily be adapted to fit any particular

¢ vroblen that one may have.

s i a

L DU COST MST.I0D

Given the total array of possible manjoJer requirements develuned.
above, the corporation is now faced with the problem of determining the
nest economical mothod of performing any giveh workload. That is, if
nangzement were to assume that they knew spacifically which onc of the
worlkloads will oceur, hoir can they most econom!cally perform the taslk
realizing that if the workioad exceeds capacity, they may choose toi

1, hire additional employees

2. work on an overtime basis or

3. subcontract a portion of tnc trori.
if capacity exceeds the workload, management may.choose to:

1. continue on an over-staffed basis or

2. lay-off some employces

Yanagoment mist recognize that with each alternative, tie total
cosv for conducting tie worklozd will wvary. Tor examplo, nor employscs
st be trained, overtime costs pramium wvage, employee efficiency
cecreases with overitime and subconiract personnel may not be as
affuciive as regular employcos.

Total capacity for the organization Quring any period is
; therefore miven by:
! Z‘= ;\,x“t-f R‘,_X,‘,-O-A‘X“;-r{'L:Islt*f?‘l{“t
«here: i

i a.. is the efficiency factor for each type of mansower \ovcriiie,
Lo subcontract, etc.) j

T T -
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<2 15 wie elfcclive capaciyy of manpouer available duri.:g peried ..
A6 1o e musaoor of caxericnecd employees available during seciod e
.~ i3 the mumber of neour employces available dukting period t.

X4y i3 the number of overtime units wiich can be imorked b
exnericnced employces during poriod t.

X 5,2 is une number ol ovortinme units which new employces can work
during period t.

X;, z i3 the number of subcontract persannel available during period te

-0ts that X5 ¢ ,which is the number of full time employccs to be
terinated during period 4+, is not included in the equatione Unit
cosis for each type of manpower must also be available.

The problem is one of determining the optimum manpoirer schedule
Lor a glven uvorkload which permits the organization to operate for the
duration of the planning period with minimm labor costse

Requirements and data inputs for the rhnimization problem are ideal
for solution b;- the Simplex Linear Prograrming Technique where the
cmsirainis, due to management policies, labor agreements, etc., limit
the range of valucs for X; . The Simplex not only provides a manpower
plan for each workload but also the total cost for each plan.

Note that in same cases the Simplex may indicate to hire employees
one month and terminate them the next, This is not fault with
tae mathematics but rather fault with management policies. The lMinimm

Cost Tecunique is therefore a good indicator for restraining management
labor policies.

LRIT L 2ISK JSTHOD

In the previous discussion it may be noted that the probability
associated with each workload was ignored. How then can the element of
risk be considered in the management plan?

Given the probabilistic manpoirer requirements, managenont needs
a declsion-maicing policy which allows them to plan for a theorciical
woriload and adjust wivh minisan consequence to the aciual woricload
wien 1t occurs, The ldnimum Risk Method will provide such a plan.
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I

Ceasidering all of the »Hussible uoriiloads, -ac novlon of it io
iniroduced chere risiz for a given coridload 1s defined o5 Lac cool 8
~liag a transition, in laner inloesvals, Jeom Some planncd nooooor
lovel to the aporopriate linimum Cosv Pian. In short, rick ic lie
cosv of adjusting to the wori:load that actually occurs. nee tae
workload becomes lmotm, an adjustment or {ransitiocn is made and the

a propriate liinimum Cost schcdulc is folloired.

The problem nov is to identifys a manpoirer planning level faden
minimizes total risl: for the aumeratsd ranme of workloads,

Lecving Ci reoresent the minimum cost for the lc"b"h sorkload and
¢ represent +ffe cost of adjuasting fron tie planned level o the
ajoropriate dinimm Cost Plan and ccnplet:mg the job, then the risk

i, is civen by- o
& 3k=c - Gy

The expected risk (Ry) for each of the k workloads is given by

= R o= (Plc)(clz - ck)
whiere Pk is the probability of occurrence determined by cnumeration,
Tae total risk R{*) for any manpower plan is therefore given by
R()=ER = X P(°k~°g)
Qur problem is nov to id.ant:.ﬁr a manaower plan hich rinimize
R(*)s A dynamic prograrming tochnique for minirizing R(e) has wot

been developed; however, e can itcrate a solution as illusirated
ir the following problem. - )

Itamnle Problem

Suppose the scheduling period is L months and the initial number of
c_"aer:.anced employees 15 60, The organization has 0 outstanding project
ith estimated capture probabilities of 0.6 and 0.3 respectively and it
mll not be lmowm until 1 January if the projects will ve funded. Tac
t pe A nanpoiar requircnients for cach project are presented in Table 1.

,roacc ved manpoier requironent without consideration of the iwo neow
con:rac is glso shoim,
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'

i Soaoower Reguirements ' Peobability | January | February | Macch Ansd

" Workioad without new

contvacts . i 1.0 50 70 99 6o

3
Contract I 0.6 10 10 20 30
] : ’ ;
, Contrac I 0.3 30 20 20 10 ;
_ | :
Jal o compeny »oliclos and labor agrucmenis, cons Leoints Liiou Suca
1 valew

0% =
Xy,¢ = 100

-
-

Lol wocs and 20ficiancy fachtors for the various types of nanpoior o
—rasuneed 4n Table 2. It is alco assured that new amployees can be
weained critiada one tino period.




lable 2, Unit Costs and tifficiency Data for lidnirmm Risk rroblem

Unit Costs ($) Identification Efficiency Factors
Ci= 100 Experienced employees A= Lwy
C,= 130 New employees | A; = 0.50
Cy= 60 Mandatory terminations
C,= 150 Experienced employee overtime A=0.70
Cs= 150 New employee overtime A; = 0.35
Cg= 170 Subcontracts A, = 0.80

The oroblen is to dutermine theoretical values for 19 73 ©Coay
which minimize the total risk for this )lanning cituation.’ ’

teferring to the camplcic enumeration technique, there arc four .
posgible workloads with probabilitics of occurrence as calculaicd and
shom in Table 3« Tho [dnirmm Cost (lan ¢ each or tho four possible

Curopidlantn, Coverabacd b tho vl Cuehndque, 1o prosenticd in fable U,

sty

Since the srimary interest for planning is full time employeus, and
the Minimm Cost plans of Tablc 4 indicate that sortions of tac workload
should be subcontracicd, tho .orkload and iiinimum Cost arrays are nodificd
to raflect only the in~housc ciforts. Tho in-hougse offorts are determined
by subtracting the subcontiracts from Tables 3 and L, and results of this
operation arc presented in Tavles 5 and G,

Table 3. Emmerated .jorkload Requiroments for lilnimm Risk Problem

Possible Probability Manpower Requirements
workloads | of Occurrence | January | February | March | April
w,= MYMP | plop; = 0.28 50 70 90 60
W,= M;M; | p,p;= 0.42 60 80 110 90
Wy= MM, | by pp= 0.12 80 90 110 70
W,= MM, | pypy=0.18 90 100 130 100
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labl. . Ceimmr o 3mt ool . Jlone Jor Ldndiomuy aisi srobler

ot Nt W tet e S e SRR

] 1 N
E s iy r j
4 Cost it ; | Total
for Provability | daanary | February Maren April  |Cost (8) i
: ; : FEE
} ' i -
g COW | 0. 2n {.\,.;- GO0 X260 X 4% 80 IXM = 60 | 31,725 : l
; 1 | ixg.,_,-.. 20 } X, =125 X3,4 = 20 :
{ : ; : T : *
w2 X eo 3‘\"‘ =70 )X, =90 |X,,=90] 39,157
t jx:‘.l =10 iXy.- 20 I X =05.71
] z [ o 20 |
' : l . :
j W % 0. 12 XLy - i lx LS N =0 (X E T 42, 344
; | Nei= 20 IXL s X 5T Xp w20 ;
z i X125 X T X 20 ;
d ‘ ' ! T :
? W, | 6.1s NG 60 {x,,z =80 | Xy,= 100 {X;,= 100] 51,982 ]
' Ny =20 X, =20 | Xy5= 20 i
E iK-_'l= ’ 71|X6'2"12.0 X, 1= 20
.‘\" ;= 20
L E | !
Pable 5. In-lcusc .orizload e wdre.cnts for cdnimun sl eroblen !
Possible 3 .
In-1louse Prabability i
[ Workloads of Oecurrence January February March | April ’;
[ W) 0.28 50 70 80 60 ~
.’ i
W, 0.42 60 80 : 94 90 ‘l
}
Wi 0. 12 70 85 94 70
| W, 0. 15 [ 74 90 114 100 .

o et _cpn ek P et =
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Tahla 6. Minimun Cost Plans for In-House sorkloads

.y be n

Minimum Total
Cost P Cost
for ability | January February| March April ($)
Wy 0.28 |X,,=60 | X;,=60[X;3= 80 |X,,= 60]29,600
5 x2'z. 20 X3"= 20 LI
W, 0.42 X, =60 | X;,=170[¥;3= 90 |X.,= 90|3s,757
. Xp,1= 10 | X;,2= 20{X,y=:5.71
W, 0.12 |X;,;=60 | X,;,=80|X;3= 90 |Xx,,= 70]35,757
Xz.,= 20 . Xz'2= 10 x‘.3~ 5.7 X3" = 20
W, 0.18 |x,,=60 | X,,=80|X,3=100 [X,,=100{43,057
< {Xy,1= 20 | X,,=20]|X,,= 20
. X,1%5.T1
: The next procedure is to iterate costs and risks fo all feasible
values of X,, and X;,, so that the minimm R(°) can be i -tified. It

in Table 6 that X,, is 60 for all four wor¥ - 's; therefore,
there is only ane feasible solution for X,, . . However, "4 Varies from
0 to 20, The problem then is to determine a value (X7, wmich minimizes
R(*) keeping in mind that the objective is to adjust %5 v _ Mintmm Cost
plan in the most expedient and econamic manner consistent with the

manpower constraints,

The results of the iteration »Hrocess for each of ,the four possible
workloads is presented in Tables 7 through .10 here xz 1 was varied from 0
to 20 in increments of 5 units. Increments of five unlts each vere
arbitrarily selected for simplification of calculations in this
illustrative problem. iiote the heav:  “ine in cach of the tables. This
line indicates when the level of full time employment reaches the Hinimm
Cost plan for that particular workioad. Total cost for each of the trial
solutions is also presented in Tables 7 through 10.

Summary of the expected risk R} calculations with the cost data
from Tables 7 through 10 is presented in Table 11, The term B{) may
then be calculated by the equation R(¢)= F R! for each of the XJ,
sclutions. The R(‘) data are tabulated in Table 12 where it is shwon
that R(*) is minimmm when x‘,, is 10 units,
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Table 9. Emmerat~d Risk Flan if O
Dericd canuary Feutuasy March Aprii Cost
w, . 70 85 04 70 C;
Solution(X] X1 ($)
SJ.I 60 0 XM= 64Q x;,g = G0 X]'s = 80 XM 70 38.455
X(,1514.3 1X5,,= 20 X ,3=20 }X;,,=10
x,"z =21.4
S;'z 60 ° X1'1= 60 x2,|= 690 X,’3= 85 XM =70 37. 685
x2'1= 5 X2.2 =20 X"_-,"—‘. 12.9 X3" = 15
X4’,=10.7 X4'2=14.3
83,3 60 10 X,,1= 60 X1'2 =170 Xm = 90 XM =170 36, 917
’ x2'1= 10 xZ,z = 20 X‘,3= 5.7 x;":’ 20
X1= 7.1 [Xy = 7.1
S0 |60]15 [X,,;=60 {X,,=75 IX;3=90 |X,,=70 | 36,335
x2-1= 15 x2.2= 15 x‘.a-—' 5.7 Xa’.= 20
X4,1= 3.6 x‘,z= 3.6
| 535 | 60) 20 §X,,=060 | X,,=80 [X,5=90 |X,,=70 | 35,757
[ X2,1= 20 | Xp0=10 X,3=0.7|X,,=20

-;:_4_7”__—,,,,
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Table 1u., onunerated s flan i® Contracks I and IT

are ceeived

Period January ] February Mareh April Cost
VL 74 00 11 100 Ci
solutioniX'), ,IX3 ($)
S, 60 0 | X;,=60 IX;,=6G60 |[X,;= 80 | X,= 100/ 48,280
X4.‘ = 20 X-_,': = 20 .\:2'3 = 20
X4‘2=23 6 X"3= 30
xs..’ = 8.6
S5 60| 5 | X;,=060 iXy,=65 iXy3= 85 | X,;,= 100 46,580
X2'l= 5 X3.3= 20 Xz':!: 15
X, 1=16.4| X, ,=21.4 X, ;= 30
X53= 1.4
Sg3 60 10 | X;;=060 [X;,=70 |[X,3= 90 § X, =100/ 45,6345
’ x2g1= 10 }‘2.2= 20 x203= 10
)A,‘,l=12 9 X4"2=14 3 X4‘3=27.1
S‘ .4. 60 15 X 1= 60 X 1,27 75 X 3= 95 x,,‘ = 100 | 44,200
. XZ‘l‘—" 15 xZ.a:' 20 X2.3= )
X, 19,3 1 X4,0= 7.1 IX(,3=28.6
8.5 60| 20 | X;;=60 |X;,=80 |[X3=100 |X;,=100]43,057
X3,,= 20 [X43= 20
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Table 11. Riclk Swmary for oiamdle froblem

Solution P K “ " "
31.4 0.28 31, 000 29,600 1500 420
S5 0.28 31,600 29,600 2000 360
Sy,1 0.42 36,980 35.757 1223 514
S3.9 0. 42 36,360 | 33,757 603 253
Sy 1 0. 42 35,757 | 35,757 0 0
S1.4 0.42 | 36,255 | 35,757 498 209
Sy.8 0. 42 36,735 | 35,757 998 419
53,1 0. 12 38,455 35,757 2698 324
53,2 0.12 37,685 35,757 1928 231
S3.3 0.12 | 36,917 | 35,757 | 1160 | 139
S3.4 0.12 | 36,33 | 35,757 578 69
S35 0. 12 35,757 | 35,757 0 0
5,1 0. 18 48,280 43, 057 5223 940
5.2 0.18 46,380 | 43,057 | 3523 634
Se's 0.18 45,345 | 43,057 | 2288 412
Suq 0,18 | 44,200 | 43,087 | 1143 | 206
Se's 0.18 | 43,057 | 43,057 0 0

Table 12, Risk inalysis for Example Problem

{ X1 | X34 s IR, R(+)
60 0 | 8y1% 84% 854+ 84 0+ 514+ 324+ 940 | 1778
60 5 | Sya* S;ot Syt Sip | 140+ 253+ 231+ 634 | 1258
60 10 | S;3+ S5+ Sy3+ S5 | 280+ 0+ 139+ 412
60 15 | Sy % Spq* Sy * Siq | 42u+ 209+ 69+ 208 904
80 20 | B4+ Spg+ Syg+ S5 | 560+ 419+ 0+ 0 179

o e e

s SR
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anat does this solution mean? The ldnirmm Risk plan for this
illustrative problen is to retain the 60 exserienced enployess who
will be available for January and, in addition, hire 10 ncwr orplojces
before January so that their services will be available during the
first month., If workload .J, occurs, tie corporate plan will be as
shown in Table 13, If :orkloads .J,, .fy, or ./y occur, the corporatc

plan will be as showm in Tables 1L through 16 rosjectivelye

Table 13. Mnimm Risk Flan .Jithout Now Comiracts

X1 X3,1 January February March April
60 10 | X,,260 | X;,=70 | X;5=80 Xy, = 60
X2"= 10 xZ‘z = 10 x(-..a = 12,5 x;" =20

Table 14, Minimm Risk Plan if Contract I is Recoived

X:y | Xa,1 | January February March April "
60 | 10 | X;,=60 | X;,=70 [X;;=090 Xy, = 90

X212 10 | X;,=20 | X3 8.7 !

X3 = 20 1

Teble 15, Minimm Risk Plan if Contract II is Receiwved

X1 X2.1 January February March April
60 10 | X;;=60 | X,,=70 [X;3=90 | X;,=70
XZ.1= 10 X2 e 20 X4'3= 2.7 Xa"ﬁ 20 al
' \
\
Xei= 71| Xep= 7.1 | Xy= 20
{
I‘i
XG'I'—‘ 12.5 XG‘2= 6.25 . ‘;
]
1
334 i
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I and TI are wcedived

Table 16, ldinirmm Risl: ~lan if Coniracis
Xi1 | X3 { January February March April
60 | 10 | X,=60 | X,2=70 | X13=90 | Xy.= 100
Xp1= 10 | X,2=20 | Xpq4=10
Ke1= 12.8 | K o= 14.3 | X.5=27.1
Xe.1= 20 | Kgo=12.5 | Xoq=20

The organization is hereby oresented 'rith a strategy for Hlamming
the future manpower reauircicents in “he face of wicertaint . A
mathematical sizmlation has buen developed irhich can assist managoment
in wnderstanding the problern and the eflcets of various nlaus available

to thems It is felt that this a,roacn can be coputerized and srovide

menagement rithh a rapid assessnent of tae cituation ot an- given time.
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ANALYSIS OF FACTORIAL EXPERIMENTS IN NON-CONNECTED BLOCK DESIGNS*

B, M. Ku kjian and R. C., Woodall
Harr Diamond Laboratories
Washington, D. C.

1. Introduction

The object of the analvsis 15 to estimate Lhe «flect of v treatments on the
response of a device in tre rresence cf b extranecus side erfects (biocks), whose
effects are removed {rom the treatmant effects, The treatments may te simple
treatments involvin~ cnl. crie factor, or they ray te treatront—cuntlnaticns
involving several factors applied similtarecusly tc the device, 1In the latter
case, the effect of each Jacter and tie efTects of interastlon tepueenfactors are
also estimated, The resulss presented here require no restricticnsz on the
experimental design. 7Tzt is, the desisn may te urkalanced, treatments may be
missing, there may be an unequal nurker of observailcens per cell, ete.

2. Model
The model 1s the fixed effects model:

Yigr vt byt by ey

where u - overall eccnstant (1)
ti- 1th treatment effect, 1 =1, ..., Vv
by~ 3™ block effect, J = 1, ..., b
Yygk" k™! cbservation of treatment 1 in block J
k=1, ..., "lj

2
ci.jk- experimental error in yi,jk assumed to be N(0,0°)

3. Incldence Matrix

The design of the experiment is characterized by the incldence matrix, N,
which is a vxb matrix whose elements ny j are one if treatment 1 is applied in
block J; and are zerc ctherwise. For example, if v= 3 andb = 3, the
incidence matrix might be:

Treat~ Blocks

ments 1 2 3
l 1 1 0 t is applied in blocks 1 and 2
2 0 1 1 tz is applied in blocks 2 and 3
3 1 0 1 t3 is appiled in blocks 1 ard 3

Iat liJ be the number of observations on treatment 1 in block j. 'Then
L= ((tg))) = (ngy 44 )

wfhis 1s a condensed version of a paper which is to appear in a national journal.
This article has been reproduced photographically from the author's manuscript.
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4, Definition of Connected Desioms and Sets of Connected Blocks

A conmnected design 1s one in which all the blocks are connected by a chaln of
treatments. In the exarplg n> 1, blocks 1 and 2 are commected by treatment 1
and blocks 2 and 3 are comected by treatment 2 - hence all blocks are connected
and the design 1s sald to be a comnected design. The number of sets of connected
blocks is one, and the set consists of (bl, b2, b3}.

In the example below, blocis 1 and 2 are connected by treatment 1, but there
i1s no treatment which cornects either block 1 or block 2 to block 3 - hence the
design 1s sald to be non~comnected. There are two sets of connected blocks
{bl, b2} and’ (b3}.

val319
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5. Review of Solution for Cornected Designs with No Missing Treatments

coor
‘O
HOO

Te least-squares solution obtained by minimizing

SR AT
= n -y =-t, - =
1h gh1 by M YR TH T RT R

with respect to u, t and bd’ and eliminating v and bJ, gives the reduced normal
equations: C €= Q. where '

'ﬁ'- (t.l, t2, o ), the vector of treatment effects
CmR-LKTL : (2)
Q= T-LKB :

and: R is a diagonal matrix with dlagonal elements equal to the number_ of

‘ b
observations on t,, i.e. T, = Z "13, 1wl, iy v

All ry > 0 in the no missing treatments case

K 1s & diagonal matrix with diagenal slanents equal to the nurber of
observations in block J, i.e. kj a ¥ by 20, =1, wasd

i=]1

L 1s the matrix: L = (("iJ 1J))
- ('I‘ s '12, ieey T ) 1s a vector of treatment totals, 1i.e.

nef P,

inJk‘ i = 1. [N N T ] V

J=1 kel
= (B,, B ) 4ses BD) 48 a vector of block totals, i.,e.
1* =2 L
¥ 4 J 1 b
B, = ne, ¥y » =1, vy
J qmp g W UK

338




Y e e 1

e e A —

The solution t= C+ Q, where C+ is the generalized inverse of C, gives the
minhrmm—mrﬂ;n(tn: unbiased estimates of the t,, 1 =1, ..., Vv, subject to the

constraint § t, = 0. The rank of the matrix C glves the nurber of linearly
i=1

independent treatment effects which can be estimated, hence the deprees of

freedom assoclated with treatments. Thus for the connected design, no missing

treatments case, we have the following:

Treatment effects t=ctq
Variance-covariance matrix v(§) = ¢t o?
Sums of squares due to treatments SS(t) =8’ ' q=%'¢ %
Degrees of freedam def. (t) =Rankk C=v =1
Iet: w be the total number of observations in the experiment,

Y, the vector of obsef'vations. ((“1.jyijk))w x 1

L .
v b1
G= Y Ny 1Yy 4ps the grand total of the ctservations.
1 Jmmy WU
Then the analysis of variance table 1s glven by:
Source of Variation Sums of Squares Degrees of Freedon
Treatments - t'q Rank C » v - 1
(adjusted for blocks) _
Blooks (unadjusted) Bk B - | bl (3
Error t/'y -2 q-8'x*BE weRmkC-b
Total vy - 22 Wl

For the factorial case, the notation developed by Kurkjlan and Zelen in
"A Caleculus for Factorial Arrangements", Annals of Math Stat, Vol. 33, No. 2,
June 1962, will be used. Two operators, ®, symoolic direct product (SDP), and X,
direct product (DP) are needed.

The SDP is used to order the combinations of' levels of the various factors,
1lluatrated by the following example: Assume three factors in the experiments,
two at two levels and one at three levgls. Let 6; r (1, 2,...,m) bea
vector designating the levels of the s* factor, “which has m levdls, Then:
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111
112
113
121 .
122
123
211

et i a3 B

oy

1

810820631{

1
2

M

2

212,
1]@ 2 .

213
221

T PRPFCTC AN SRR I SUZ Sy

222
{ 223 |

The firal vector gives a rarticular order of the combinations of the levels of
the three factors, and is cobtaired by settine the first two factors at level 1
and runndne throuwsh all levels of the third factor; setting the second factor
at level 2, runing thircush all levels of the third factor again; and finally 1
setting the firet factor at its second level and repeating the seguence on the ]‘
secorndt and third factors again. Tre procedure can easily be generalized to k
any number of factors at various levels. :

P P

The DP 1s the matrix multiplication defined as follows:

-

anB 3125 alnB
8B 8B ... 8B
Am x nxspxq " v
L%\1a 8B %mBJ m x nq

That is, each element of A is multiplied times the entire matrix B, by ordinary
multiplication of a scalar times a matrix.

Now let Ajy Ay, woey A

at Mys Moy ey m, levels, respectively.

The number of treatments (or treatment-corbinations) resulting from applying all
the factors simultaneously at all combinations of their levels 1s v =L m.

Let (1

be n factors in the experiment

. T ORI AN S S-L ORI

4 1) be the :lt"h treatment~cambination where factor Al is
l’ 2’ e ’ n

at level 11 s facter A2 is at level 12, etc., and order the treatments by the SDP
of the levels of the factors.

For example, if n = 2, m = 2, m, = 3, then:
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< For the previous example, we get the relationships:

M11] o7 e ,
- | T Aa
| [1‘ » 13- t, ! t l
61082 =i\1‘1| ® 2’ = l21 H “hus t = tj = ] le
2] L3; ’ 4!l Coy
! ‘
J 22 ts i 1192'
|

Thus treatment 1 1s the corbination with both factors at level 1, treatrent 2 is
the combinaticn with the Iirst factor at level 1 ard the second facto" at level 2,
ete.

let ag (i ) be the main effect of faztor A at the i level,

’
ars‘is, r) be the second-order interacticr effect tetween factors Ar

and As at levels ir and 13, respectively,

th

&5 .. n (11, 155 «ee ,'in) be the n“’ -crder interacticn effect between

the n factors at levels i 1y ey i,s respectively.

Then the ith treatment expressed 1n terms of the main and interaction effects of
the factors 1s:

b7 Yy, 1y, ey 1)
by | '
a (1) +
R T T L Y TIPS SRRPNE I ()
lgs<r<n

,

\ L

£y =ty = a,(1) + a, (1) + a12(11)
o=ty ™ 81(1) + 32(2) + a12(12)

L] 4 . (5)

t

tg = oy ™ 2)(2) + ay(3) + 2),(23)
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L=t a, represent a general interaction term vector of effects where

X = (xl, X5 PN xn) such that
X, = 1 il factor Ai is present in the interaction temm and ' o '
X o= 0 1f not. |

n
™
to be in the order defined by the SDP of the lrelvels of the factors involved, and

the order of the*Thteraction is given by p =} Xy .
. : i=]

X
The number of elements in the vector is 1 » again the elements are assumed

The rumber of interaction terms for an n-factor experiment is - » Which

1s the number of combinations cf zerces and ones in the vector X, excluding all .

zZeroes. R

Continuing with the example, there are F-1= 3 interaction terms as follows:

X = (10) denctes the main effect (first order) term for Al and

2, (2)]

= =

TR Lal(a)

d

X = (01) denctes the main effect term for A2 and

:a.z(l)~ ' | i
B = 2 =852 |

X = (11) denotes the second-order interantion term A1A2 and-

= %o "
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Adding the constraints that the sum of the effects in an interaction term
over all levels of any cne factor is zero, i.e.

mi ag{1.) =0 $=1, ... 4 n , (6)

is-l

mi‘ m? (i 1)=0 r=1, ..., n

e ar's(ir', 1g) = 1=1 %rs'Tpr B9 T s=1, ,..,nF 7”5
ete.,

the relationships in (#) can be solved uniquely for the interaction effects in
tems of the treatment elfects, glving:

21 A ' . '
ax-;vxt where (7

Xy Xy X,
Mx = Ml xM, " x ... Mn (Using DP multiplication)

 x :
1 = =
and M," = M, = mI, - J,,1if x, =1

1

-11m (1, 1, vvep 1) ,1f %, =0

lxmi

where I, is the 1dentity matrix of order my, and

J, 1= a matrix of all ones of orderm,.

Thus for the example, the constraints are: !

2 2, 2 : 2
)= f ay(1) = Ja,(11) = Ja,(12) = Ja;,(13)
1] i=1 1=] i=1 , i=] '

) 121a12(m - 12131"‘(21) -

And the interaction effects expressed in terms of the treatment effects are
given by: . .
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4, (1)] 1 1 1-1-1-1] .
x-(10):3x=:11(2)=[_1 1111 °
a,(1) 2 -1 -1 2-1-1
x=(01):3x=§22(2)- -1 2 -1-1 2-1] t
L&2(3Z -l -1 2-1-1 2
Fa]_,_(nfl (2 -1 -1-2 1 1]
512(12)| -1 2 -1 1-21
x-(u):éxsau(n)‘%-l a1 21 1-2f t
ﬁlz(zlzi -2 1 1 2-1-1
512(22, 1 2 1-1 2-1
Lalszl (1 1= 24

Having the Interaction effects expressed in terms of the treatment effects,

then the following equations hold for the cornected block, no missing treatments
case: : '

e It d ot

vﬂ.(ax)-s.gmxc+r«£=a2 Ix |

(‘ov(ﬁ.x'i_‘ axJ> = i; Mx1 c"Mx’ ’1#4 o | | (8)
. /3t

Sums of Squares due tc?ahx,- Ss(ax)'ax Zxax

' SS(ax) / 02 is chi-square distrlbutedk with
n X
1 d of freedom.
£y = Rank ( Jy) = [, (m, ~1) " egrees
If the design is comected, and orthogonal (1.e. covcaxi, & )=o0
J
forall 1,3, 1 #))

then: oy

!
]~ ss(ay) =% Q= sS(treatments).
1=1 1

If the design 1s not orthogonal, the Ss(ax) are not additive, but each Ss(ax)/a2
is statistically indeperdent of the error temm, so that F-tests are valid.
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'Ihe analysis of variance table 1s glven by:

.Source of Variation Sums of Squares Degrees of Freedam
" ss(ay ) Rark
X aj(l le
X2 (AdJusted SS(ay ) Rank ng
for Blocks)
: : . : ©)
] SS(ey py) Rank szn-l
/ K_l 2/
Blocks (Uradjusted) B B - G“w b-1
? Ny !/ 1
Error YY-t'qg-B"y!ts w-RamkC-b
/ 2
Total Y Y -G yu w-1

Froam 2 computational siewpoint, the calculaticns Involved in (8) can be
greatly reducéd by eliminating the elements of each &, which are Iinearly
dependent because of the constraints in (6). ' The totdl number of elements in

all the ay vectors -is 1§1 (mi 4+ 1) = 1, while only (v-l) are linearly independent

in the connected design case, If all elements involving any factor at its
highest level (each of which can aliays be expressed in terms of other elements
in that term using the relationships in (6)) are eliminated, there will result
(v-1) independent elements.

Then let Ex be a vector containing the linearly independent elements of S,X
(selected as shove) and let-ﬁx be the corresponding rows of MX Then the
equations correspording to those in (8) became:

TR sl R
ver (&) -:’-’; W ¢t =2 T,
oo By B2 e 00 B s a0
SS (&) = 5S(a,) = Ex, T;l 8,

- - X
Ty = fy = Rank zx-iﬁl (my -~ D™
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The dimensions of the var and cov matrices are reduced from 121 mi xi to

n : _
1n1(mi-1)x1, and the matrix EX is non-singular, so SS can be computed using
the regular inverse.

The analysis of variance table (9) remains the same, since the sums of
squares and degrees of freedom are equal.

6. Non-connected Desims and ''issing Treatment Solutions

If the design 1s not connected, then additional constraints are needed to
find a unlque solution to the reduced normal equations C T = Q.

Let zZy be the number of sets of comnected blocks ard let S1 be the 1th get,

i=1,2, ...y 2y Let z, be the number of missing treatments (i.e. the number
of ri = 0). Then there must be 2y + Z, constraints to find a unique solution to

the reduced normal equaticns.

If the constraints are taken to be:

Zt:---o J=12, ...z, ad
g ! 1
" 0 for each 1 such that r, = 0,

8
t

‘that 1s, 1f the sum of the treatments associated with each set of comnected
blocks 1s zerp, and each treatment that is mssing 1is assumed to be zero, then
the solution t = ¢ Q with C and Q as previously defined, satisfies the
constraints. The analysis of variance table (3) remains the same except that
the degrees of freedom for treatments, Rank C = v - Z) = 2o T -

Now, in the factorial case, the problem is to find the relationships
resulting fran the additional constraints on the t,'s, select a set of
(v = 2, -2,) Independent a.'s, and compute the corfesponding sums of squares
and de&reeg of freedom for“the analysis of variance table.

To determine the relationships on the a's in addition to those in (6) let

k %,

%, "

- | . LET

&xzn-l vl x 1 Etzn-IJ

b -4
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That is, a 3 consists of all the elements in the 5,, vectors, as defined in (10)
and M consists of the corres sponding rews of each | ‘X Then the system of equations
to calculate the (v-1) 2 elements is:

a=imt-1actq ' | (11)

<lr—'
<|v--

Linear relationships among the rows of W C+, and hence amorg the elements of

3, can be determined by numerical techniques. If the rows of M C' are arranzed
80 that rows correspondl:~ to 2lements of rain effzcts are first, then those of
second-order Interaction terms, then third-order, ete. and a pivetal-method 1s
used 1n which rows are intcrchan~ad only when nec<ssarv tC romove a zerc 2lement
from the dia~onal, elaments of terms of lcwest orier rosslble can be selocted for
the independent elements, and the rerainder expressed in terms of those elements.

The linear relationshipc so detennined can e used to caté}:orize terms
involving the dependent elements as being allased with independent terms for which
the coefflcients are non-zero, or uwestimable if all coefficients are zero.

Having so determined a set of linearly independent elements, reduce & by
eliminating the dependent elements, retting

x

X%
-_l:l -l.-:+
a v McQ

_a;k

L i
where M contains the rows of M corresponding to the elements in 7a, and where the
xi, 1=1, ..., k, represent those interaction terms for which at least'one element

is among the final set of independent elements. Some terms m not appear at all
(1f all elements associated with that term have been eliminated), while others may

n X
have degrees of freedom less than 4Ty (m, 1) 1 (if only part of the elements have
been eliminated). Then the following relationships hold;
Y 1l =a_ 1w+
ﬁxl-;Mt-;MCQ 1=1, ..., k
~ 2 = =/ 2 =
Var(d, ) = 2 Ct =o® )
axi 2 "%, X,

1
Cov@, & )= o2 c+ K 14y (12)
b 2% o % _
sS(ag) = & Ix'i'l 3
fy = Rank Y"i
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If the design 1s orthogonal, then | SS(ay ) =t Q= SS(treatments).
4~ 4

- -

The analysis of variance table 1s given by:

Source of Variation Sums of Squares Degrees of Freedom
SS(ay ) Rank §
% 2, Xxl
(adjusted SS(a, ) Rank 7
X2 for blocks) aX? X2
: : : (12)
X, ss(a, ) Rank )
axk X
Blocks (unadjusted) B - ¢¥w b=l
Error vy -t9-8 x5 w-Rak C = b
Total vy - ¢ wel

348




i
i

DESIGN OF FIELD TEST PROGRAMS AND STATISTICAL TECHNIQUES
FOR ANALYSIS OF THE PERFORMANCE OF NAVIGATIUN AND PUSITIONING S5TSTENS™

Emil H. .lehe
University of Michigan

and
Ralph A. King

University of Wisconsin

GLOSSARY AND DEFINITIONS

o St e e e -

1. Analysis of Variance ~ A statistical technique based on a linear
model and the application of least squares for subdivision of the total
variability in a sample into components specified by the model.

2. ACE(S) = Along course error of the system position.

3. on - Slope of the orthogonal regression line describing the system's

path based upon external position data.

4, CRD - Completely ruandomized design, the simplest type of experimental
design or pattern of experimentation. The treatment combinations are
randomly assigned to the entire set of experimental units.

5. CCE(S) - Cross-course error of the system position. ‘
6. CCE(SP) = Cross=course error based upen the system's estimate of its
own position.

7. CCE(E) - Cross-course error (external) = length of a perpendicular
from point (xE. YE) to the programmed path as determined by external
measurements.

8. Correlation - A measure of linear association between two random
variables: o = °xy/°x °y' i.e., a ratio of the covarfance to the product
of the standard deviations, Sample estimator, r = sxy/sx ay.

9. Chi Square Distribution - The probability distribution of the Bquare
of a standard normal variable. Let z, be N(0,l), then zi2 has Chi Square
distribution with one degree of freedom.

*This paper also was presented by the senior author at the "Technical
Symposium on Navigation and Positioning,' 23-25 September 1969,
USAECOM, Fort Monmouth, New Jersey.
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10, Ax = XS ~ X_ = deviation of the system's indicated position (X

E
coordinate from an external measure of system's location.

11. Ay = YS - YE = deviation of the system's indicated position (Y

coordinate) from an external measure of svstem's location.

12, d = radial error = [(Ax)2 + (Ay)2]1/2 = gtraight line distance from
system's indicated position to position determined by external measuring

equipment. Note that if Ax and Ay are normal random variables, then

dznz is distributed as Chi Square with two degrees of freedom.

13. Duplicate = A subsample of an experimental unit; one of two measures
of system performance for the same experimental unit.

l4. Degrees of freedom = Formally, a parameter of the Chi Square
probability distribution. In application, the number of independent
deviations available for estimating a variance or mean square.

15. Experiment = Study of s&stem performance over a set of experimental
units.

16. Experimental error = A mean square or quadratic measure of system
variability about 1its average performance measured over a set of homo-
geneous experimental units.

17. ﬁxperimental unit = A period or segment of system opération for
which an independent measure of system performance can be obtained.

18. F ratio = A ratio of two independent estimates of variance for which
under the ''null hypothesis” both numerator and denominator are distributed
as (Chi Square) (vl) with degrees of freedom, say f1 and fz. '

19, Interaction - A situation in which the observed results for the
simultaneous application of two or more factors cannot be explained by
addition of the direct effects of each factor separately estimated.

20. Local Control = (Blocking) a subdivision of the total set of available
experimental units into relatively homogeneous subsets. Each subset is
called a block. A complete block contains one experimental unit for each
treatment combination. Two or more such blocks then comprise a RCB.

21. Median = A value which divider a population or a sample into two equal
parts.

22. Orthogonal regression line - A least squares fitted line such that
the sum of squares of normal distances from points to the line is
minimized. '
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23, Position error (refer text)

24. Quartile - The quartiles are values that divide a population or a
sample into four equal parts. The second quartile is the median.

25, Radial error = d (see 12 above).
26. RCB - Randomized complete block design (see 20 above).

27. Response - A measure of system performance. May be univariate but
is often multivariace.

28, Replication - In a simple measurement situation a single independent
observation of system performance. Otherwise, one replicate comprises

" one observation of system performance for each treatment combination of

the entire set of treatment combinations being investigated.

29. Regrassion mean square - The ﬁean square of deviations of points from
a regression line (based upon division by the degrees of freedom).

30. Sample size - The number of observations on each treatment combination
or the number of complete replicatea. Note: this is not the total number
of experimental units.

31, Standard deviation - Square root of the variance; a measure of
variability about the average of observationa from a homogeneoua set of
exparimental units.

32. Structure of a Teat Program or Experiment -~ The overall arrangement of
a test .program which includes the treatment combinations to be investigated,
the enviromments and locations in which tha system 1s to be operated and

the experimental design imposed.

33, Treatments (and Treatment Combination) -~ If a system is to be tested
at altitudes, say Low and High, we ahy that altitude f{s a factor at. two
levels. We also refer to altitude as a treatment imposed on the system.
Suppose we also wish to test the system over land and over water, Then
water and low altitude and water and high altitude are two different
treatment combinations. Two factors each at two levels provide a total
of four treatment combinations. ;

f
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Field Test programs are fraught with many difficulties. Developmental
equipment just never Seems to perform as well as desired by its producers
or as hoped for by the Army. Characteristics of the field environment
may not have been adequately anticipated by the development engineers.
Often an extensive shakedown period 1s required before a system is really
ready to be entered into a field test program,

Even before the shakedown trials are started a complete TEST PLAN
must be developed for the field test program. The field test envisaged
may comprise several parts with each part designed to exercise the system
in a different way. When this is the case, a specific TEST PLAN should be
developed for each part. }

It has been our experience that field test programs are often \.
inadequate or incomplete in several respects. Therefore, we need to"’
consider the question, "What are the GENERAL FEATURES OF A TEST PROGRAM?"
These features are set out as a list of ten items (prepared by the senior
author at a time when he first came in contact with the study of naviga-

tion and positioning systems) [1j.

GENERAL FEATURES OF A TEST PROGRAM

1. Careful delineation of the problem and thorough undérstandins of the
system or systems to be examined.

2, Definition of the phenomena to be studied. (Including "What are the
requirements?")

3. Selection of the response (i.e., performance characteriatics) and
the technique of measurement for each response. Know the standards
that should be applied.

4, Determination of a suitable experimental unit.

5. Selection of treatments to be studied (L.e., equipment parameters
" to be varied.

6. Selection of environmental conéiciona or parameters to be varied.

7. Choice of a pattern of experimentation (suitable combinations of
experimental units, treatments and environment). Rasult is an
experimental plan or design that includes the randosization pro-
cedures, adequate local controls and sufficient replication.

8. Complete layout of the plan for analysis of the responses or
measurements to be obtained (before the data are taken).
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9. Interpretations to be made from aJl possible experimental results.

10. What is the next experiment that may be relevant after the currently
proposcd one is completed?

Let us consider these ten items in turn. Item 1, we leave to the
engineers although much questioning is often required to obtain a clear
statement of the problem. Item 2, we also regard largely as an engineering
area. Spelling out what is expected of the system in realistic and use-
ful terms is a major step. Later, the question is to be asked and answered,
"Does the system fulfill the requirements?" To a considerabple extent the
answer will depend on the data acquired and our analysis of these data.
Examples of requirements might be, "Take off from Dulles Iiternational
for Paris; make landfall in France with cross~course deviation less than
5 miles with respect to a designated point." Or, "Take off from Field A;
fly over point X, Y with an average radial error not to exceed 20 meters;
) . land at Field B. "

i Succeedins_items on the list lead us more into the statistical and
i o experimental design problems. Determination and definition of the relevant
, response (Item 3) for judging the performance of the system is basic to all
i ' that follows. Yet many "test programs" have been written without having
: the performance measures for the system quantified and the methods of

} measurement clearly stated.  Related to the performance measure is the

' seléction of the standard for assessment of that performance. With respect
to navigation and positioning systems we may ask,

(1) Do we need photo-theodolite data?, or

2

(2) 1s a radar network required?, or

: (3) Will the measurcments from a single radar such as the FPS-16
) ~ be sufficient?, or

(4) Can we rely on a higher resolution non-radar electronic
network?, or

(5) Will cruder methods, simple photographs or visual observation,
be sufficient?

Depending on the stated requirements, we may select one or more of
these alternatives.

E: After much though about item 4, we have reached the conclusion that
55 ~ for an electronic system mounted in a land vehicle, a ship or an A/C, the

‘entire mission on a given day must be regarded as the experimental unit.
In this mission we include -
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starting up the system
warm-up

citeck oui

calibrations

departure from base
calibrations enroute
traversing selected courses
return to base

checking calibrations
shutting down the system
complete return to ambient conditions.

This view of the experimental unit means that any repetition maneuvers
performed by the system within the same mission must be regarded as
duplicates and not as replicates. Of course, we are interested in the
variation among duplicates but major interest centers on the replicates,
that is, the repeated performance of the system over a set of experi-
mental units that we regard as similar or sufficiently homogeneous for
the problem under study. By definition, experimental error is the
failure of a system to produce identical responses over a set of in-
dependent trials (or experimental units). The key word here is
independent; we believe that repeated manduvers in any one mission are
likely to be highly correlated. Therefore, we insist that an independent
trial for an.electronic system include the complete sequence given above
from "starting up the¢ system” through "return to ambient conditions,"

A system may have several "modes" of operation, threshold settings
may be required and variation of dial settings may affect the performance

- of the system. All these equipment parameter variations we include under

the set of treatments that may be investigated (Item 5). Further, we
usually extend our concept of the treatments of interest to include the
variations external to the system which may or may not affect (hopefully
not) the performance of the system. Under Item 6, we include weather,
altitude, day or night operation, electromagnetic disturbances (natural
or man-made), terrain, direction gver a course, etc.

The result of considering Items 4, 5, and 6 leads us to selection of
a pattern or program for the system test. The structure of the test pro-

gram is determined by the factors (conditions and parameter settings) which

we wish to investigate. The simpler this structure can be made, the
easier it will be to:

(1) Cope with the inevitable modificatioas of the test program
that arise due to revision of test objectives, unexpected
equipment limitations, or failure to obtain adequate data
for some courses; and,

(2) Analyze the data.
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The sliwplesi foria of erpevimaial patiein 15 calied a Completlely
Randomized Design (CRD). This design is preferred when it is feasible.
A simple description is that we write down on slips of paper each com-
bination of conditions and parameter settings that is to be included
in the test program. Then we put the slips into a hat, mix thoroughly,
draw them oot one at a time and write out a complete list of the con-
secutive drawings. Suppose altitudes of one thousand and 12,000 feet
were included in the test program for an airborne system. If any part
of the consecutive sequence of drawings came out with altitudes (in
thousands of feet) 12, 1, 12, 1, 12 for the sequence of courses to be
flown the pilots would object, heace, we regard a CRD as not feasible
for such a situation. Therefore, split-plot structures or nested designs
must be worked out wheh some of the treatments cannot be submitted to
complete randomizations.

Performance of systems tends to vary with time, or for a development .
item prototype the performance is even likely to deteriorate with time. o
Such results are to be expected when the "bugs” are not all ironed out, ya
s ) and the test program covers a 3 to 6 month period. Because of this time //
Lo " variability in performance, it is highly desirable to introduce a "blocfj;&#

T .

i . with respect to time. Such blocking is a form of what is generally known

S in experimental design as "local cantrols” This local control permits

: * the removal of (or elimination) of time variation so that any two treat‘
ment combinations (choice of parameter settings) can be compared without

[ time bias. What this means in practice is that 1{f two particular combina-.
S tions are run in, say, the second week of the test program, and if one or
- 7 the other is scheduled again for the 7th and 13th weeks of the test program,
J -then 1if both are run in the 7th and 13th week, then the time differences
(1f any) among the 2nd, ¥th, and 13th weeks can be removed in moking the
b desired comparison. The balancing of the experimental program against

L time or some other possible source of undesirable variability is accomp~

; lished by setting up a Randomized Complete Block design. We regard the

; use of local control by blocking as a necessary requirement in the study
o of complex systems used for navigation and position determination. Here,
) : vwe have assumed one week as comprising a block.

, it is to be noted‘that each block as just described forms one complete
| replicate for a set of treatment combinations. ‘The time period included

in the block can be any reasonably short period of homogeneous test con-
ditions, say, one day, three days, or one week. Thus, the number of blocks
completed determines the total number of replicates for this set of treat-
ment combinations. The number of blocks completed then determines the
sample size so the natural question is, "How many blocks do we need?"

.3
£-d
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Two considerations enter into the determination of the desired sample
size. First is the requirement of obtaining a stable eastimate of the
experimental error. 1t is our experience that an estimate with 10 to 20
: degrecs of freedom may often be adequate for development test programs.

» Such an estimate can be obtained with as few as three blocks when eight
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or more treatment combinations are to be investigated in each block.
Larger blocks, however, may introduce other problems; e.g., lack of
homeogencity of ouporimentel unite, The sosond soneidaration e the
magnitude of real differences in system performance that may be
assocfated with environmental and/or parametric changes for the

system. Again from experience we have found that system developers

and system users have limited information on the magnitudes of these
differences. 1t can be shown from theory that for a specified prob-
ability a "large" sample is required to detect "small" differences,

but that a "modest' sample may detect easily "large" differences.

These vague words (large, small, modest) can be given numerical values
only when we are able to insert in the available formulae actual values 1/2
for (1) the standard deviation of our experiment the (experimental error)
previously described); and (2) the magnitude of the difference to be
detected.

The discussion of Ltem 7 of the "General Features' has been rather
lengthy, but we have tied together in this discussion the preceding
Items 4, 5, and 6 with Item 7. In this discussion we have covered some
aspects of the choice of experimental pattern and its aasociated randomiza-
tion, local control by blocking on time, and the choice of sample Jize. l

Item 8 follows quite éasily 1f we have done our homework well in
covering Items 3 through 7. Perhaps, we should note that it is easy
only in principle. We recall a paragraph from our abstract as follows:

: When these 'GENERAL FEATURES' have been closely adhered

to, then the work of summarization and analysis of data and the
final interpretation of results becomes much simpler. An. ex=-
perimental design for the field test program has associated with
it a mathematical model; the two together determine the analytical
procedures. One of the most useful and severe disciplines to
impose. on the military personnel and the development contractor
is to require that a set of tables be prepared before the field
test is started. This set of tables should include the detailed
format of the summary data on which the performance of the system
is to be judged. Further, the parties should agree that the
performance is to be judged on these criteria.

The last two Items, 9 and 10, are essentfally self-explanatory. It
is usually salutary to give them some consideration, however, before the
first experiment is begun. As the teat program proceeds, other considera-
" tione will appear or come to bear on the problem. Thoughts about 9 and 10
will then take new directions. Without the pre-first-experiment considera-
tions well though out and written dowm, the new directions may turn out to
be undesirable tangents. The "whole forest needs to be kept in view rather
than the intereasting trees that appear as we walk in the woods." A remark
‘on the use of the term experiment may be added here. Physical scientists
often think of an experiment as a sipgle trial under carefully specified
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conditions. From the analysis point of view, which must be taken bv
the statistician, an experiment comprises all replicates of a set of
treatment combinations among which comparisons are to be made. The
TEST PLAN (or test program) for a given system may consist of only
one, or two or more experiments.*

We now turn to the consideration of the second area of our paper
as indicated by our title. Analysis of the performance of a navigation
and positioning system must describe this performance quantitatively in
terms of precision and accuracy [5]. Various statistical techniques may
be required to describe this performance. In order to give concreteness
to this section of the paper we shall base our discussion upon the
analysis of the performance of an airborne navigation system in which
we were engaged several years ago [6].

The field tést program for this system included a requirement that
the system depart from a base, fly over a calibration check point, and
then proceed to maneuver the A/C over a series of six parallel flight
paths whose end points were defined by specified longitude and latitude

" coordinates (see 'Figure 1). In'Figute 1, we show two series of six

parallel lines, sets 1A and 1B. The set 1B was actudlly laid over the
same ground area as set lA. Each line of a set of six we refer to as a
LEG, so that the total flight course comprised six LEG's. Starting with
LEG 1 in series 1A as shown we refer to this pattern as a Zero Degree
flight forward over the course (AO,F). Beginning with LEG 6 and reversing
direction over each LEG is called (A0, R). Using series 1B in the direc-
tion shown starting with LEG 1 is designated as 90 degrees forward (B90,
F). 'Similarly, reversing course beginning with LEG 6 is designated as
(B90, R). Other designations are possible such as starting at other end
of LEG 1 in each series, which gives (A180, F) and (B270, F).

Wich this view of the flight area pattern we may approach the details
of describing the system performance. Assessment of the system perfor-
mance will be based largely on a position error; i.e., the difference
in location of the system as determined by an external measuring system
and the system's own indication of its location (at a given time). This
position error information is to be analyzed by averaging and/or decom~
position to provide descriptions of system performance. Among these
descriptions are:

(1) The difference between the average location of the system
over a number of repetitions under essentially similar
conditions for a programmed flight over a point or a course
and the desired point or course is a measure of system
accuracy [7]). This accuracy, however, may vary over the
flight area (1A & 1B) for a variety of reasons. Thus, it
may be useful to speak of the system's predictability or
reproducibility for a group of points or LEG's in the
assessment of accuracy,

*Appropriate references for this first section of the paper are [2], [3],
and [4].
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(2) For precision or repeatabilityv assessment we may descrihe
the performance along a specific LEG or segment of a course
which was programmed for the system, or

(3) We may describe the repeatabilify of the system in flying
over the same programmed course a number of times, each
time appearing on a different day.

Thus, it is seen from (2) and (3) that we can describe precision
over experimental units (replicates), which is of greatest interest, and
also in terms of within replicates over a segment of a LEG, a whole LEG
or the set of LEG's. Replications of any LEG or part of a LEG on the
same¢ day may be regarded as duplicates from the viewpoint of sampling
the system performance. We note that within a single programmed flight
on the same day all individual position determinations made by the
system must be regarded as inherently correlated to some greater or
lesser but unknown degree. This point of view 1s conceptually correct
in regarding the output of a single programmed flight as one "realiza-
tion" in the sense of the theory of stochastic processes. ' The degree .
of correlation, of course, depends on the time and/or distance separa- ’
tion between any two position determinations. The actual magnitude or
form and ghape of this correlation function may be quite relevant for
system design but need not be of major concern for evaluation of system
performance. The realization of its presence, however, requires the
definition of a single trial or experimental unit in the way already
described and then it guides our analysis.

The discussion thus far has been genéral in the evaluation of
system performance. It will be helpful to list some of the actual
variables measured in relation to the determination of position error.
These random variablies were:

(1) 4sx = xs - XE .

(2) 4y = Yo - Yo

(3) CCE(S) = Cross-course error for the system

(4) ACE(S) = Along course error for the system

(5) d = [(ax)? + (ap)?)/?

= Radial error for the system.
A rectangular grid system was laid out over the area indicated in Figure 1
with the point (0,0) arbitrarily selected. At time ty s (Ssi' YSi) was

the system's indicated position while (X i) was the actual position

Ei’ YE
of the system as determined by an external means. Thus, di was the radial

error at time ti' The time interval from l:1 to ti + 1 was five seconds.
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The assessment of rer~atability is most easily begun by examining
the performance within a single LEG. For each LEG a number of summary
statistics were computed for the variables just 1listed. These statistics
included:

(1) Average value for the variable.

(2) Mean square deviation of the individual values from the
average. Note that this quantity although calculated like
a sample variance does not have the usual Chi Square dis-
tribution with n - 1 degrees of freedom because of the
correlation of data points within a given LEG (as already
discussed).

(3) Minimum value. '

oA

(4) Maximum value.

(5) Median value.

N,

(6) First and third quartiles.

In this paper we can illustrate only a few anaiyses of these many

 statistics. A mere tabular summary, of course, gives some description

of repeatability. A further analysis considers the behavior of these
LEG statistics from LEG to LEG, from (programmed) flight to flight, at -
different altitudes, orientations (or direction of flight), and even
over different areas. The statistical technique used for this further
analysis is known as the analysis of variance. 'This, technique has been
well described by Kempthorne and Scheffe' in its application to the
analyeis of experimental data [8, 9]. Briefly, the technique may be
described ‘a¢ a procedure for evaluating the variation of averages and
the variation of individual observations. These evaluations, called
mean squares, miy be compared by forming Snedecor's F ratio in order

to make inferences about the magnitude of the variations of the averages.
Specific assumptions, of course, are made in the application of the
technique. Currently, most attention is given to these assumptions:
(1) the specified linear model adequately represents the experimental
structure; and, (2) independence, i.e., the data comprise a random
sample from the universa of interest. '

A simplified example will illustrate the application of the analysis
of variance to a possible set of data from the flight program described
above. Let us suppose a series of flights made over the area of Figure 1
with variations in altitude and heading. The series of flights is carried
Sut in a completely randomized design with the results obtained as in
Table 1. There are two replicates of each combination of conditions.

Note that only average results for each entire flight are presented.

The analysis of variance appears in Table 2.
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Flight Yo.

™~

Source of
Variation
Total
Average
Altitude
Heading

Alritude bv

Neading Tnteraction

Remainder

TABLE 1

TLLUATRATIVE DRAMTLY OF TOASTOLL RISUVLTS
FOR TIGHT TLICHTS FOR COMMINATIONS OF
T ALTITUDTS AND TWO VEADINCS

Heading

Altitude (hegrees)
5,00n n
7,000 90
17,001 | 0
7,000 N
15,099 90
7,000 a0
15,000 n
15,000 90

I'a Ly
Ananlvels of Varfance of Average Radial lrror
Negrees cf <um of
Freadon ) SAuares
3 L2R0N
!
1 30200
1 3200
1 ' 50
1 50
4 , nn

Average Radial
Frror (Meters)

]0

9

50

90

40

100

50

60
560

‘lean e
Sauare

- -

3200
30
30

75

The model upon which this analysis !s based 18 written as -

\ijk-U+Ai+P

+ (Av)11 +

Eijk
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where Y,, 18 an average radial error as shown in Table 1 and the
ik

terms on the right in order are - .

a general mean,

an altitude effect,

a heading effect,

an altitude-heading interaction, and

a random component associated with the ijk th experimental
unit (flight).

It is the variation among these eight averages given in Table 1
which is to be subdivided into parts associated with the sources of
variation present. We note that the altitude means are: 1/4 (80+90+
90+100) = 90 at 7,000', and 1/4 (50+40+50460) = 50 at 15,000'.
Similarly, the Heading means are: 67.5 at 0 degrees and 72.5 at 90
degrees.

Thus, the 2 x 2 table of means for average radial error is

Altitudes
Headings 7 15 Averageas
0 _ 8s ! 50 67.5 -
90 95 50 72.5
AQetages 90 50 70

Details of the calculations, the assumptions underlying the analysis and
interpretation of the results are given in most modern texts on statis-
tical theory or techniques [10, 11]. We cannot consider thase matters
further here., but we point out two aspects of this hypothetical example:
(1) The "Remainder" with 4 degrees of freedom is an appropriate estimate
of experimental error, so that (75)1/2 = 8,66, is a standard deviation
that estimates the repeatability of the System over repeated flights;
and, (2) that the Mean Square for Altitude, 3200, when compared with the
Remainder Mean Square provides a basis for assessing the effact of
Altitude. If Altitude variation did not affect the System, we would
expect these Mean Squares to be about equal. From Table 2 we would
conclude by looking at the interaction component (F ratio = 50/75¢1)
that the Altitude effect does not vary with Heading. Tho Heading effect
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appears negligible (F ratio = 50/75 1). Finally, we would conclude
that performance differs with altitude (F ratio = 3200/75 = 43)

(P < <0.01). From the averages, we see that the radial error is
much smaller at the higher altitude.

In reference to the description given above for the analysis
of variance as a technique for studying the variation of averages
in contrast to the variation of individual observations, there is
a point to be noted in relation to the hypothetical example just
given. In the example, the individual values analyzed are them-
selves averages. Thus, there is a further component of variation
associated with individual observations or points within LEGS,
that has been suppressed in the example. Generally, in analyzing
data for studying the system we followed this same procedure of
studying averages. Thus, a simple LEG average provided a single
datum and we analyzed the variation of these averages in relation
to other factors.

There are several reasons for following this procedure. First,
this approach, of course, has simplified some problems in analysis due
to unequal numbers of observations within LEGS. Second, even though
numbers of observations on a given LEG varied from as low as 80 to
around 200, there was no reason for giving more weight to one flight:
over a given LEG than another if a reasonable set of data were obtained -
to represent that flight over that LEG. Thus, using averages and giving

" each average equal weight seemed a proper procedure for assessing the . o

overall performance. Third, the use of averages, even though each’
average is computed from data with considerable correlation, will pro~

vide values of a random variable which more closely approach the assump- L

tions of the analysis of variance technique. In analyzing the repeat-
ability within LEGS as measured by the variances of designated random
variables (Mean Square Deviations from Average or from an Orthogonal .
Regression Line), these variances may also be considered as "averages."
Because of the greater apparent dispersion of these variances, it

" seemed desirable to analyze the natural logarithms of these quantities’

to obtain a transformed variable more suitable for the analysis of
variance technique. Fourth, and last, this approach in terms of further
analysis of original statistics (averages, variances, slopes of regression
lines and deviations from such lines) is in keeping with the spirit of
Professor John W. Tukey's suggestions [12].

The preceding example was made small in order to be easy to follow.
The conclusions stated relate only to the hypothetical data of Table 1
as if they were real data. We now present in Table 3 some real data for
six flights over the area represanted by Figure 1. These f£lights were
flown at three altitudes with zero degree heading (i.e., A0, F as noted
above). Table 3 gives averages of Ax, Ay and d = radial error for each
LEG of each flight. Hence, 36 averages are shown for each variable. The
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Table 3

Tabulation of Leg Means for Selacted Variables
fpom Six Flights Over the Flgnre 1 Area
(Units are Metars)

Flight = (Altitude/ Leg Numbeér
Number 1010) \ 2 3 4 5 ]
Variable: A‘-- ?s - ‘H I
5 7.5 143 12 ) 107 120 116 :
6 7.5 1n1 2 51 91 18 115
1 1 3 -103 -3 51 3! 86
7 1 as 79 74 1 124 119
: 3 13 121 81 - 107 88 125 116
- 4 15 91 29 59 18 97 140
' © Variakle: Av = ¥V =Y,
s 7.3 , w7 -135 =335 =N =144 +11
6 7.5 -7% -101 -233 -257 =80 +45
1 1 +3% -330 -7" -139 +18 +188
. 7 1" -2 130 -1 =371 -172 +3
: -3 15 ~1n9 -139 LA -124 -95 -3
| 4 15 -103 -273 =311 -391 -122 -3
v . 2 2,172
Variable: Radial Ervor « [(Ax)” + (tv)7)
s 7.5 319 187 349 m 719 159 267% |
6 .8 277 139 239 188 104 ., 162 216 . ;
1 11 , 278 178 176 149 168 ° 212 230
7 11 %1 259 386 42, 231 175 280 -
3 15 264 186 370 W4 08 138 252 :
4 15 260 293 157 412 01 106 287 |
) 2974k 240 30 131 204 170 | |
: 255k :

:,Tigﬁt Averages;
*hLag Averagos: '
#h*0varall Average.
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.Table 4
B
? Analvsis of Varfance of the Lep Averages
; for the Variable: Radial Frror
!
Source of Degrees of Sum of Mean
: Varation Freedom Squares Square
i . ’
{ Total ~ 1 2582140
- .
: Average 1 2146156
% .
b, b Altitudes ? h178 2380
- . Plights at Same Alt{tude _ » 10007 €174
! (Pooled Vartatton for Flights) (=) (22970 (6774)
: _ Legs Over All Flights 8 11E048 23194
i‘
| |
f,‘ Legs x Altutudes Tntaractions 10 4n3nn 4030
for Legs x Flights at Same Altftudes 1% 55847 3723
- :
' f (Grouped legs x Flights) (25) (16147) (3846)
{ 14 . :
! H !
B | i
)] f
I 1] '
3 ' i
| |
[
|
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analysis of variance for ome of the variables, radial error, is given
in Table 4. Therefore, Table 3 also shcws the marginal averages for
this variable, that is, over all LEG's ot iLhe 3ame flight, and over
all flights for the same LEG.

The wmodel for the analysis of Table 4 is writteu. as -~

Y = u+ A, + ¢, +1L +(AL)ik+6

13k 17 %97 M 14k

where Y 14k is average radial error as given in Table 3 and the terms
on the right are -

"a general mean,

an altitude effect. .

an error component for flights at same altitude,

a LEG effect,

an.ALTITUDE x LEG interaction, and *

a residual which measures failure to obtain same results for
" a LEG when a repeated flight is made at the same Altutude.

Hajor interest in Table 4 firsé ¢@htera on the Altitude .Comparison.
The mean square for Altitudes is 2189 while the mean square for repeated
flights made at the ea;# altitude ia 5364. The latter is our measure
of experimental error for Altitudgs, hence, the F ratio is 2389/63€4< 1,

We conclude that altitide varistion did not affect the performance of

the system cver the rahge of gltftudes gelected (our choice of altitudes

was limited by the petformance capabxlity of the A/C carrying the naviga-
tion system) ‘

Next, we examine the variat*on within flights or between LEGs. = The .
"LEGs over all flights'" mean square i3 23194, a large value relative to
all other mean squares in Table 4. Thus, we are inclined to conclude
that there are lavgé differences among the six LEGS of the programmed
flight pattern. The remaining two mean squares, LEGs x Altitudes = 4030
and LEGs x Flights at same Altitude = 3723, indicate the consistency of
these large LEG differences. Pooling of the last two sources of varia-
tion yields a mean square of 3846 with 25 degrees of freedom. An approxi-
mate F ratio for comparing LEGs could be formed by F = 23194/3846 * 6.

We regard this ratio as an approximate F in distribution because of the
correlation of LEGs within the same flight although this may be small
because of the apparently large LEG differences. Perhaps, a multivariate
test could be devised for comparing LEGs; we have not considered this
approach. In view of the consistency of these LEG differences over dif-
ferent days throughout the test program it seemed reasonable to ua to

ccnclude that natural electromagnetic field variations over the six LEGs
affected the system performance.

366

L mad AT,

e e e e i s At oy Pt e e

[ DU SUST TR P <. - RSN




T e T, e ey T

e s o

S .

Wo ahall nnt nndnnunr i rhia nanar tn aimmariza nnmr cancluasinne

about the repeatability or- precision of the system which produced the
data given in Table 3. It is our purpose here merely to present
statistical methods and techniques for securing such information about
any navigation system. It will be 'useful to give one more table, how-
ever, to show another aspect of the repeatability. In Table 5, we give
the mean square deviation of the radial errors from the average radial
error (given in Table 3) arranged by Flights and LEGs as in Table 3.
Ve shall not give the analysis of variance for the dara in Table 5 but
we note that natural logarithms of these mean square deviations were
taken before computing the analysis of variance. This log transforma-
tion is usually applied before analyzing variances of observatiomns.

Although we have given only a small sample of the large amount of
repeatability information obtained for the system we have been using
rfor our discussion, we turn now to the system accuracy. If the system
éihih%ts accurate performance we may say that it has predictability or

reproducibility. In addition to the variables listed above, which,
were used for examining the system repeatability, we also obtained the
cross course error-of the system location from the external measure-
ments, CCE(E), which was te distance of the point (xB, Y ) from the

" programmed path (lines shown in Figure 1). ' An average of these values

would show the bias or systematic error of the system in flying the
programmed course. If this bias were negligible over all flights we
would regard the system as accuriate or that its performance is
teproducible.

Furthar, from the (in, Y i) data we obtained a derived quantity,
the slope of the orthogonal regreaaion line, on' through the points-

traversed by the system. The slope of this line for each LEG of the
programmed path then could be compared with the actual slope, R, of

the programmed path in terms of the arbitrary X, Y coordinate system
imposed on the area of Figure 1. Departures of the observed slopes,
by from the desired slope, @, then give further information on the

system predictability.

Before presenting actual resulta ;é will be helpful to discuss
briefly the use of the orthogonal regression line. ‘From the above,
it is clear that both XE and YE are random variables. The usual

regression models consider xE to be aun independent variable observed

or measured with no error or negligible error. Natrella in "Experimental
Statistics" gives a good discussion of regression analysis for functional
and statistical relations [13]. It 1s clear that none of the standard
models apply to this navigation system analysis. After considerable
study, we concluded that fitting the orthogonal regression line would
best describe the system performance. Derivation of the normal equa-
tions for fitting this line was given by Coleman in 1932 [14]. To our
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TABLE 5
lean Square Devlations by LEGs fof Six Flights
Variable: Radial Irror
o 'LEG
Flight :
Nunber Altitude 1 . 2 3 4 5 6
5 7.5 73240 15630 12749 5215 12720 6883
A 7.5 41050 . 7854 26780 5716 - 7835 1017
1 11 2210 155100 16400 4622 3332 4394
T 1n 30600 . 27780 331510 6g9) 12897 - 4270
3 15, 36400 23099 26200 0261 " 5377 1227
4 .15 34179 28830 ¢ 2547 196 . 71804 8589 -
;
- \
)
l‘; .
! i
3 ]
r: ‘
|
.
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TAVLE 6 .

Tabulation of Altitude Averages and General
Average for Variables 'hich DNescrihe System Predictahflitv

(based on LLE AVIILNCES veighted equallv) .
- (units are meters) u
' Altitudes/(1001M) (feet)
i - General 7.5 1] 15
Variable Averape” AVFRANKS
. —_— . .
cer(r) -20,7 ©o=T.4 . =22.5 - 30,8
CeE(s®) r. 1n,n 7.0 2,2
alope, b,.,*** -1.30m -1.2092 -1.3010 ~1.7990
Reg. ‘ean ’ 0N 2600 %)
Square _ 5RNN 1350 7600 N0
' : % ) < 4’0,-
C T Yasad on average of 36 values: six flighte of six LECas. _ '?@
a3 . ’ ' A
: Bagsed on averaage of 12 valuyes; two (1fuhets nf nix LFGa, . *00
: (7
Rk Note:r w1, 7.
4 - - e
iy _ : ALy 7 )
o R ' rabulation of Flisht Averages for Variahles -
A | *hich Descrlhae fvater redictahil ity
i - (based on Lor Averages weighted aauall.)
Lo ' funies are maturs! ‘
E\ / . . . Atitudas ) .o ]
E l‘ . : t 7300 . My e o 15,nn0 Standard
Pk Fllghes 3 L # i ' ‘o 3 4 - Neviation#w
Variablas _
E 1 cer- (F) -13.9 =n,n -0, 33,7 =1, ~50.8 14,
N ‘
! cCr (SP) R L. P 4.1 7.0 A,0 T4 ~5,9 h, 0
i __ .
‘ ’ Slo-e, by, ~1.299n =1, =1,M75 -1,208% -1, N0 ~1.2980 1.00138
i Reg. M. Sq.  Junn An 11500 -y 5500 A0NA 1100
L . :
B
b
*
’ W
; E * tused on averap: over mlx Lens within cach fliwher.
b Ak ) ,
L - This ptan'‘crd Aeviation ir ferived from the flicht mean sauare in the
sy analysis of variance, L.e., “(F{dht Vean Fauare/n). The ddvisor six
! arises fron the averaping over six legs within 2ach 1light.
b 369
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Lnowladge  however the camnlins thaory for the clepe of this crihsgenal
regression line has never been presented (approximations could be ob-
tained, perhaps). In a replicated experiment, this lack of adequate
sampling theory does not create an impasse. Independent estimates ob~
tained from repeated flights will permit direct estimation of the

variability of the orthogonal regression slopes.

Along with computation of the orthogonal regression line we also
present the regression mean square for deviations from the regression
line. The magnitude of this mean square indicates the scatter of the
xE, YE points about the fitted line. The system whose data we have

been presenting also provided an estimate of its own position which we
designate as xs. Ys. From this data series we calculated a CCE(SP) =
Cross Course Error of the system's indicated position. Table 6 presents
average values of these four statistics for the six flights over the

area of Figure 1.

As avervages, these numbers in Table 6 speak for themselves, With
respect to cross course error, if the system actually was on the left
side of the programmed path, the deviation was designated as negative.
i ; Thus, we see that the system generally directed the flight slightly

to the left of the programmed path. On the other hand, the system's
3 indication of itas position on the average was an even smaller deviation
1 but to the right of the programmed path. For reference, the slope of
3 7 the parallel lines comprising the programmed path was -1.3032. Thus,
' the average slopes shown in Table 6 agree quite well with the desired
direction. _ \

Overall averages, however, do not tell the whole story. Hence,

we present average values for the six individual flights for these same

variables in Table 7. The right hand column in Table 7. shows the standard

1 ~ deviations of these averages as obtained from the analyses of variance

: for these four variables. Again, these data need little explanation.
We note that for Flight No. 4 the average of the systems' indicated
position also was to the left of the programmed path. Furthermore, the
largest CCE(E) was observed for this flight. We have discussed the

8 estimation of sampling error for the regression orthogonal slope. Here

- we see the application of this estimation even though we have no direct

sampling theory for on. The values shown for each flight are based on

average slopes for all six LEGs. The estimated pooled standard deviation
for these slopes is only 0.0038.

SUMMARY. In this paper we have considered the assessment of the
performance of navigation and positioning systems. Such assessment
comprises two parts: (1) the development of a comprehensive TEST PLAN;
and, (2) adequate statistical analyses of the data collected. We em-
phasize that no more information can be extracted from data than has
been built into the structure of a test program [15). This structure
1s created by the TEST PLAN.
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Our discussicn of the TEST PLAN haa heen developed from an Outline
of the "General Features of a Test Program." Among the ten items in-
cluded in this outline we have directed particular attention to the

following:

(1) Selection of the system response oOr performance measures.
(2) Definition of an experimental unit.
(3) Selection of the treatment combinations.

(4) Determination of the pattern of experimentation or choice
of experimental design.

(5) Blocking of the test program against time or other sources
of variation in the test program, and,

(6) The sample size or how many experimental units should be
completed.

For analysis of the test, data we have considered the assessment
of both precision and accuracy. There are many ways of presenting data
summaries to provide information on both of these characteristics of
system performance. We have i1lustrated the application of the analysis
of variance in different ways. Generally, we prefer this approach be~
cause of the ability to subdivide the total experimental variation into
sources associated with the structure of the TEST FLAN, In using some
results obtained from the flight test program for a navigation system
we have been able to give only a small sampie of the many analyses
performed for measuring both precision and accuracy. The latter we
note also has been referred to as: (1) predictability; and, (2)
reproducibility. For one measure of predictability, the slope or
direction of a flight path, we showed how to measure directly the
variability of the slope estimates. : .
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A UNIFIED PROCEDURE FOR SELECTING ALTERNATE EXPERIMENTAL DESIGNS
Edwin M. Bartee

Vanderbilt University
Nashville, Tennessee

Considerable knowledge has beun developed in the literaturo that providas
for the more effcctive design of experinents using, primarily, certain statisti-

" 0al techniques for analysis purposes. Such methods are concerned, for the most.

part, with analyzing the degrec of dopendence botween the variables. These
techniques have exerted a significant influonce upen the amount of precision
and acouracy that is realizod in many experimants.

Additional impact on the optimization of experiments is potentially possible
through the application of modelinz techniques in the synthesis of experimuente,
Bush techniques ars concernod with the design of th: gxperimaptal medel, proe
viding a basis for gystomatie optinization of the duoign oriteria.

Resdgn Criterja
~As in any engineoring design prodblem, tho ultimate character of tho final
design is diotated by ocortain design oriteris, Some typiscal oriteria for an ex-
perimental dosign are as follows:
1., The numbor of factors to b"o varied
2, Tho numbor of lovels to be measured for cach faotor
(a) Are levels qualitative or quantitativ.?
(b) Are nonlinecar effeots to be measured?
(6) Aro deviations to be measured from a nominal?
(d) Are all factors to be set at an equal runber of levels?
3. The number of measuremsnts of the response varliabla to be taken
(a) Are interactions to be measured?

(b) Are there any physical limitations on the number of measuremsnts
in the exporiment?

(c) What precision is required for measuring experimental arror?

This article has been reproduced photographically from the author's
nanuscript.

373




e T R GRS T T TR TR T e TR AT R T T I T T TEE T T g ey

The synthesis of an cxperimental model will be discussed in three steps:
i. Design of ihe girugiural swdel '
2. Design of the functionsl model
3. Design of the experimeptal model,

The first two oriteria are i.upc;runt in tho determination of the struotural
model. Oriteris 3 (a) and 3 (b) are important in the design of the funotiom:l:
model. Criterion 3 (c) is the major considerstion in the design of the experi-
mental model, The witimate expericental model is the objeotive of the design
process discussed in this paper. Alternate standard experimental designs are
conpared to the developed experimental model so that a design cholce can be made

that will optinise compliance vith dssign criteria,

~ Such an optimlzatgon effort differs with the éraditionl; type 19 statistical
design of axpar;men:u.l This trudiﬁional optimization process is prically con~
cerned with a trhdm—of: betwveen the cost of experimentation and the ltl:ilttcal
decision, Such optimithion would provide the deuigﬁ eriterion in 37(c); l.e.,
a determination of the %umber of measurements tequifed to provide a curtnip
precision in entimntinzéexperimcntll error so that certain risk and/or cost
requirements can be met.. Optimization of the experimental design in this paper
is concefnsd with the selection of the design that will best meet the deaign
eviteria establishéd for thurcxperimént. One of these design criteria usually

consists of the numbec of measurements to be made in order to optimize certain

statistical and cost requirements,
Ihe Structural Model - _
The structural model of an experiment is desoribed by
".-k1‘k2‘k3“'k-"°kp (1)

N, = musber of cells (defined below) in the experiment
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kK = pnumber of levels for a factor or independent variable
3= 12,3, ek '

n = thé mth factor or independent yarinble; 1, 2, seee P

p = the total number of factors in an exper:.ﬁent

The simplest form of an experiment is the case of one factor, for example

Xqo at ons lovel, so that

p = 1, k1=1

and thus, from Eq. (1), the structural model becomes
1 N = l:1 = 1

This model is called a goll, the basic structural unit of an experiment, The
next form of an experiment is the case of one factor at two ¢r more lovels, so
that | p = 1, . 31. - ‘2, 3¢ coey k1

and thus, the structural model becomes

N. m 2, 3 cies k10Qu3

| The next form or level of an experiment is illustrated by a case in

which theve are two factors at two or more levels, Thus

r " P = 2, 31 = 2, 3 --n_‘kp 32 = 2, % ctokz

e and the strustural model becomes h

N, = k °k cells

Consider another example., A three~factor experiment is described by
P = 3 k1'2v k2'3o k3'3

AT R LTI e

}. R .k1ok2-k3l2‘3.3.18°311’
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A special case of the structural model ocours when the experiment is
symmetrical, meaning that all factors have an oqua.l'number of levels, There-

. fore, when
k1:-kz-lk3-coo.k‘.oco-kp
Bq. (1) becomes
".uk‘l'kz...kl...kp-kp (2)

To illustrate, let us consider an ncpormeni vith two factors, each at
two levels, desaribed by
P = 2, ky =k, = k = 2
ﬂ‘\l’. . :“ " v
N, = W o= 22 . ¥ cells
for another sxample consider ; case of the q‘}mmotrioal model with thres factors, -

each at two levels, ‘ ' |
p = 3 | k=2

N, = Ny = _23 = 8 '
Thus, Bq. (2) determines the nuiber of cells for any symmetrical model with p
factors each, at an equal sumber of k levels.
The design oriteria that are desoribed by the a:truetun.:_l. nogdel are:;
1. The number of factors C ' '
2. The nunbolr of lovels per factor
These criteria are deternined by the obJoctivoj_ of the experiment, the
measurability of the faotors, the interest in ;xonnnear effects, oto, They
should not be dictated by any limitations upon the total nunber of messurements
that can be made of the response variable., Such limitations, or lack of them,

. 48 the econcern of the functional model.

' |
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The Functionzl Model

The functional model dctermir_ma how many cells in the structural mcdel will
contain a responﬁe measurement, Such functional models are either gomplote or
Ancomplete., A functional model is considercd to be caiplete when all cells
contain a response, A functional model is incomplete when the nunber of
TBSpoNses are syatanatienllyllhuted. 80 that the number ot:f"/resporises is less
than the number of cells., Each of theso basic types of fuhetional models will

now be discussed, :
The necessary and sufficient conditions for a complete functional model

are: 4 .
| I'Na'k‘lq“z""\n'"]‘p | S
vhere: _ | . I‘
N, = the mmber of cells in the experiment.

Hp = the number of responses !.q the oxpeﬂmerx"t.-

k = ‘the mumber/of facter levois X 2,

p = the total’ hpmber of fac'bo:i'_a ®
l n o= 1,23, .f‘/.. P. S

For the special case of synnetry ﬁmare
| | ; s _"'?/‘2 ke %
BRuation (3) oan ‘i;‘!o written as | _
. | Ny = By = &° ()
~ In both Eg. (3) and (), it can be observed that the number of célls in the
structural model (N.) and the number of responses in the fundtional model ()
,'o.ro equal, This .oquality is the basic charactoristic of a cauplete medel, In

" other words, for 'everi coll thers is a response, or
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For eximple, given the experiment with two factors, x1 and X, o Ono at two
levels and the other at three lsvels, ve have

P = 2 k1-2, k2-3

'l

N.-Nt-k‘°k2-2-3=6

A functional model is incomplote when

_ ‘“t < "a
-ob when the rumber of responses in the experinental model are determined, in
sene systematio unnor. to be less than the mmber of cells,

b e e -

Our concérn at :
this point 18 to consider the fundamental methods that are involved in designing
such an- i.noanploto nodel,

| Punctional medels can be made incarplete in thres fundanental viys, The 1
4 : )
© first of these is the restriction of responses exponentiallv, so that the

% - nunber of excluded responses are determined by restriction with the fagtors in
% ‘ the nodel,

1‘ho second method for dosuni.ng momploto nodels ir to restrict :
F _the responsey llm.lﬂ! so that the number of excluded responses in a model are

detemined by restriction with.a certain number of levels of a single factor {
in the model,

The third method consists of a 69mbmuon of the first two, in
. wvhich case th: restriction of responses is accomplished by both exponential
ard linear methods, Each of these methods will now be discussed,
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From Eq. (). the necessarvy and sufficient conditions for an incomplete
functional model whose responses are restricted with factors are

e M »
‘k1'kzon'k1-.¢kq -

Acwhere: q = "the number of factors restricting the number

| of résponses in the model, 1 =0, 1, 2, ,.. q
(Non-negative integers.)
o m o=, 2.0,p
When q is equﬁ. to éero. no restriction on respongses exists. Consider the
oase of » sﬁmctuml nodel ﬁth three factors, X0 Xy and X3 with '

N"- k1°k2‘k3 2 242 = 16

in vhich the number of responses is to be restricted by one factor, for example
X,. ‘Therefore, we have one restricting factor, making '

) g m Y
and, thus fron Eq. () \ - S it o
. Ntlk1'k&'k'=z°“°zudb"" ‘
kz &

giving four responses that.lre contained in the sixteen cells of the at;mcma.l
nodel, . “ _ ” '

Consider another case, Suppose that a structural model contained four
factors x,, X,, 5:3. X, with '

Ny = K *kpokyoky = bosobed = 30

‘Suppose that the number of responses in the functional model 4s to t'>e restricted

by the two factors, X, and %3. Thus, we have the ™ factors (1= 2, 3)
restriocting, so that
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= 16

ky oy tkyoky ko5 eded
% .

0' kz ¢ RB

giving that 16 responses will be contained in the 320 cells. _
For the synmetrical functional model, the exponential characteristic of

this restriction method becomes more apparent. From Eq. (5), when

ky = ky 8 k, = k o

and . ’ k‘=k2=k1='k

q '
then: | L T . T L (6)
: £ ke * ko ¢ ¢ e b s e s k
" 1 2 K q :
vhereo: " q <p and 18 a non-nagative integer.

' ‘nu q restriction becomes a negative exponent ot the mmber of equal
factor levels, An example is a ca e in vhich a symmetrical model contains
three factors, p = 3, each o,t{ two 10\.7919. kK = 2, The struotural model is

Ny = & = 2% =8 |
~ Suppose that the functional model is to be Memplete by restriottng tha number

of responses with ofie factor, so that, from Eq. (6)

q = 1 |
Ne e kP9 = 231wy |
giving the functiona) model containing a total of four responses in eight cells,

!

Consider another example, Suppose that for the structural mcdel
Ny = K = 3 = s
it 1 desirable to limit the number of responses in the funotional model to

"nine, The value for q to accomplish this is determined as follows:
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qQ = 2

~ The second method for restricting the responses in an incomplete functional

model linits the responses within the levels of a particular factor rather than
with q number of fastors. This is done by subtracting the total number of

B

“blank cells for a particular facter from the total number of cells in the
structural nodel. Thus, from Eq. (3), we have ,
"~ . [
' N nrkiokzoookn-.okp-!cnkm (7)
'whorq: ' 6. = the number of blank cells in each level of the

n,t’h facfor. (a non-negative integer)

k, = the number of levels of the n*> factor.

0 Yy

_The mft'h ‘factor can be any .#no of the p factors in the mo(dol. Fer example, .a

et T e e

| P 2 modgl can be. syatemiTi.ioany limited b;.r-arbitraruy determining the mumber

| ' _ of blank cells to exist in'each level of one of tho two factors, ¥y ard x,, This

is c. The nmumber of responses, Ny, is then caloulated from Eq. (7). Consider

- an Mplo in vhich the levels for the first factor are six, k1 = 6_. and the .
le\'rels for the second factor'are three, k, = 3. If we choose to rectrict the
first factor, x,, 8o that each factor level has one blank cell, then,

L ,k‘.{-'6, k, = 3, m =1, ¢ =1

The number of cells are

D e
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ﬂ’ = k‘-kzﬂ 63 = 18
and the number of responses are, from Eq. (7)

In the case of a symmetrical model, we determine the incamplete functional

nodel from Eq. (?7) to be
Ne = ky o ky oo kg ook = gl

and sincei’ ' 3 ki .= ky = k. = kp 7
| Ne = kP - ckP! (®)
vheres . ¢ = the number of blank cells in the level of any
] t‘c“ro h

Ba. (8) gives emphasis ‘to the linear feature of this method, In the case
of the nodol |
_ = P = 3 = 81
we could 1imit the number of responses by oreating bhnk cells 1n the factors,
For mnplo. with o = 1, we can calculate from Eq. (8) r
"t = kp *p-‘l . !/.
| | M I L B TR R TA
The model can be used in a different, and more useﬁli. vay from a design stand. E'.
point. As an example, what value of o 1s required to reduce ‘the model J
| N, = P e 55 o a2
't0 the functional model of
Ne = 625
T™his is determined from Eq. (8) thus:
Np = P - P! . 625

55 . o5t = 625
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c = 12 -62 = L
25

Therefore, the functional model can be restricted to 625 responses by providing

for four blank cells in each factor level.

In order to further increase the possible combinations of Nf values, the
third method utilizes both the q and ¢ criteria. This ocan be tecompluhed by
K. (6) and Eq. (B)tobecon! '

R, = o B 9)
io that the number of restricting factors, q, and the number of blank colls
_ per. factor ievel. S, canlbo‘uaed to detexmine a ’partiﬁﬂnr nunber of responses
for 2 given model, ‘rhe application of Eq. (9) will be illustrated by an
mplo. Suppose ‘that 1t is dumblo to restrioct the number of responses for

_tho model N |
= 'kp = 1}3 = 64
t.o eight responses. This can be done by using Eq. (9), and tollotd.ng a

: nyst.cuti.c procedure. nrst. adsume ¢ = 0, and q = 1
= kpq - kpq-1

-'03-1-‘-0316

which is grentorthan the desired numbor. Next, keep ¢ = 0 and assume q = 2
- 4% .0 = &

[
|

N
: o
wvhich is less than the desired mumber. Therefore, hold q=1, and assume o = 1|

f.uﬂ".u}“‘-'m-uan

vhich is more than desired, Next, hold q = 1 and set ¢ = 2
e = P o @@ a6 -8 -8

" which is the desired number of responses,
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Suppose that we wanted to determine how to design & Iunciionali model witih
nine responses for the model -
o=@ = ey .

vith k = 3, the desired mmber of responses is K2 = 9. It can be seen that such
& value for Nt is possible in two ways, PFirst, ".f = kz'tor the ckse when

Q= pe3 =6.3=3
¢ ® kil = 321 = 2
Therefors, in this problem
qQq = 3, c = 2
« kP g kPt
= B3 L (2) S

Ke

R » 27 -« 18 = 9
The same number of responses can be cbtained with a different combination: of
qand o, 1, = k% 44 possible with
Q ®» pe2 = 6.2 % &
e = 0 "
There?oro. the model becomes
B I R
A ocuplete tunettona;. mnodel 48 the same as & factorial experiment, with s
single response in each cell. An incomplete functional model is desirable when
there 4s no interest in interaction effects and the total number of'Wnu _
required 4s less than N'. An incomplete model 1s necessary vhen the total possible
m'nbor of measursments is less than N.. Hbre specifically, the design of the

Tunctionsl model 4s made to meet the following design oriterias
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vhere:

. values for N can be determined by certain combinations of values for n, q,

A% o wbho B nmwwnl ba am Vana
‘.l Thﬂ t\‘ltul ll\lﬁlbv‘ V‘ PVUU&U‘U BI%QC“‘DAI‘UIIUQ L1 4 0\‘““& WV Vi AYve

than N’.
2. ‘r;w total muuber of measurcments is limited to some number less than
N because of some physicil 1lindtation of the cxperimental situation

or equipment.
Ihe ;m_n.;mm loded

The final step in the aynthesis or an experiment is to deugn the experimen- |
tal model. The experimental model is describod by

B = nN, : o (10)

n = the nunber of replications of the cxperiment
Ny = the number of recponses in the Mctiom.l model

N = the total nunber of responses in the experinent
From Eq. (9) and Eq.(10) ve. got _
Now ol s n (P - o) )
which provides a general expression for a aymmetricol experimental medel, __
Ba. (10) thus defines the exporinental model as follows: g
: The“total number of esponses in an experimont is a i‘unotion
of the number of faotors (p). the number of factor levels (k), the
number of factor restrictions (q), the number of sell rest ons '
(c), and the number of npncationa (n).

Oiven the number of faotors and factor levels, the number of possible

and ¢, For example, if it is desirable to design an exporimental modol with
54 responses of the type
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N nlrp-‘*u"'ﬁ‘.
s = P

we can set q = 0, c = 1, and n = 1 and get

N = n(PI o o kPl
- 1 3'&-0 (1) 3‘0~-0-1

= 81 « 27 = S4

Table 1 provides a general tabulation of the experimental model in Bq. (11)

v
TABLE 1, Values of N for ALl Values of q, ¢, and n in a
. ' Symetrical Experimental Model
, - |
Q . .
k . k - l - . k - 2 k - 3 e 0 0 o
p 0 n/k ~ 2n/k Infk ... n
pal 0 w0 Tem o ¥ L me
p-2 0 nk 2k 3ok ... nk3|
p- 0 k? en®  amd L. e
. . ’ 4-\.,\ e . . .. .
. . ,} . . . ) ' J
R nkP~! 2Pt 3wt L, P
The number of responses, N, for a symmetrical oxperinontii nodel can be

determined if given the values forp, k, q, ¢, anrd n, As an
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aramnla af its nsa, sunnosa that we have a model with p = 5 factors and each
factor has k = 5 levels so that ‘
N, = 5° = 3,125

Assume that the experimental model is to contain forty-five responses. The
responses are first limited by

qQ = pe2 = 5;-2 s 3 factors
Also, the responses are further restricted by

c = kKel3 = 5.3 = Zblankceilsperfactor

Hhonqnp-za‘ndcik-3

. S ' N = 3nk
mﬂwﬁ.th-kﬂSi . _
N = 3n(5) = 1514 = 45

s ' ‘ l'n_ = 3 /
Sslection of Qotimad Altemate Designs’ |

The experimental model .providos . the’ apooiricationa necessary for the unn

experimental design to mest the established depign criteria, as to total Tazber o

.of ruponua. Sueh a selection is not coneﬁed with the probloms of balancing _
the rosponsu 1n 'aho cells or randomizing the arrangement of the responaos. These
are oonsidont:\ons made in certain standard designs \d.th uhich the aubdoot

design proooduro is not concerned.

t

The synthesis of any experiment can be described by its oxﬁerimenm i
nodel. For example, a gomplete factorial experiment is described by the rc}ndw-
ing necessary and sufficient conditions:

ﬁ. ‘. 2.' 3' seey k = 2. 3. u. [ XN X P 20 30 ul LA XD ] 4',°o o= o
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A spacifde casa af mich a factordal axparimant in |
n-"l. Lop o= 3, k = b4, q = 0, e = 0
and from Eg. (11)
B Y o e N PR Lo I

Exanples .of other models for certain traditional cxpor:lmints are listed as
follows: |

1. A one-way W experimont with five responses in sach of -

four columns of & single ractc\r 15 described by
n = 5, p =1, k =4  q = 0, c = 0
N o= on (PO . o kPt
= () (&%) = 2.

Such a modedl thus explains the one-way classification experiment as a
single factor cxperiment that is replicated,

2, Consider a pested exporimnt with t.h:‘eo factois: X0 with two 1ovoln.

"z o with four levela, and x3 with Awo" levolc. - Factor Xy .ta suel T

that only ha.lr of its levels are erosud with each ot the two low'ola
or LI Thus:

P= 3 k=2 k=l kw2

Fron 5q. (1) . \

N, = k,-lo:’:-k3 = 2xhbx2 = 16

'sch factor Xy restricts the number of responses in the experiment
qQ = 1, k= Ky . 2
and, tt‘xus. from Eq. (%) | ' |
N k1.‘-kg_- ko o 2. 4.2
Ky 2 -

£

with only one replicate
E = nN, = (1)(8) = 8

] 1
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A hierarchical layout becowes

. mtor X1 ) ;
1 - 2
Fastor X, “Factor X,
1 Z 7 N ES S L
I, X, X, X, . X X X, X,
tj2bet2 el 2] le2lelal a2l v ]2]] 2
x [ x |[xi{x | |~ | ® x | x| x
_ A matrix layout becomes 7
. _i; - .
i j; )
v/ | 'x.z . '\ ! " ' '\
f T T T TE T 31 %] g
x_3 . e x x.‘- o r. -
! 2 ) S I 4 p 4 X '\\ ‘

3. Consider a Latin Square oxporiment. The necessary and sut‘ricient
conditions tor tA:I.s nymmetricai raatriotod model are .

p = 3, \qnpoz.-.k'.p-rh o = 0
s The minimum case ocours when there are three factors, nch at two
lovol,g. with ' _
P = 3 k = 2, qQ = p«2 = {

and the number of cells and responses are

N

Ne = kP9 22wy
80 the experiment §onu1ns & total of four responses in eight cells,

’
f
\
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A hierarctical lavout becomes
, L |
1 | 2
1, X2
1 2 1 2
”x‘B f3 Ax? 1'3‘
a | b} a | b a b a b
X | | X | X X

A matrix layout becomes

5.

1
T 2
1 a | b
X H '
i AN

A Graeco-latin Square experiment is described by the tollowlng
necessary and surticient conditions

¢ = 0, k 2 3, p = b q = p=-2 = 2
For the case in which k = 3, the number of cells in the structural

model would be

N,o= P = 3 = o

ard the number of responses would be
[
N P 3&-2

s = = = 9

Only one replicate is taken. Thus,

B =naN, = (1)(9) = 9
An incomplete block experiment is represented by the incomplete
functional model whose necessary and sufficient conditions are
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where:

]
“
N
-
x
-
I
¥
=
[
W
»
-
=
"
-t

Thus:
N = k1 * k

where: m=1or2?
e, = the nunber of black cr'1s in the juth level.
One of the two factors is a block,
An example would be a model as follows:
k, (blocks) = 6 k, (treatments) = 3
ky 6
o = 1, 02-501-3(1)-2

Therefore:

N.-ki'kza 6 *3 = 18 cells
n = 1

N = Kk cky = ok, = 63 --‘2(3) = 12
80 the twelvs rasponses are to be balanced in the eighteen cells of
the incomplete block design.

A symmetrical incomplete block experiment is described by the necessary

and sufficient conditions from Eq. (B)

k 2 3, p = 2, ¢ = 1,2, vy, kali

vhere: Cne of the two factor: 3s a block.
A Youden Square experiment is described by the following necessary
and sufficient conditions from Eq. (9)
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No=on (kP L o Pth
kK 22 p=3 q-=1, c = 1,2, vy k =
n = !
A specific example is a case in which
p =3 k=254 q=1 ¢ =1, n =1
N,ﬂkpiuja 64 '
N o= kP . o kP!
e (- = NP = 2
8. A lattice square experinent is described as a type of incomplete
block (See 6 above) that is replicated. Thus
N = n(k‘ *ky - ezkz)
vhe'rez 2 £ n £ t+1; t 23
k; 2 nt (blocks)

k, = 2 (treatments)

c2-k1-1
Example:
t = 3, n = 4, k1-12. kz-9. cz-ﬂ

N, = 2.9 = 108

N = 4129 -« 11-9) = 3
Another example of a lattice square will demonstrate the relationship
between the structural, functional, and experimental model more olearly.
A 13 x 13 balanced lattice square will be used to illustrate., (t = 13, n =7,)
Structurally speaking, the experiment consists of two factors:
blocks at k, = 21 levels and treatments at k, = 16 levels., Thus

Ry = Kk, *k, = 21 * 16 = 3,549 cells
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9.

1= tnonmnlata and its characteristic feature 1s thit

——

- T T L e ]
The fwictional oods

N

only one traatment can occur in each replicate. Thus, the functional
model is restricted so that for each preatment all cells are empty except

one. Thus e, = 20, giving

“r = k1 'kz - 32‘(2830 5"‘9"20(169):169

The experiment is replicated 7 times,thus the experimental model

becones
N = nN, = 7 (169) = 1,183 responses

which is the total number of responses to bs balanced.
Following are a ruzber of miscelluneous incomplete block designs
with their corresponding structural, functional, and experimental

models;

BALANCED DESIGN FOR 9 TREATMENTS IN BLOCKS OF 3 UNITS
Block _Rep. 1 Rep. I Rep. IIL Rep. IV
(1) 123 (WL bz (i s9 (0 186
(2) & 5.6 (5) 258 (8) 2.2 6 (1) & 2.9
(3) 2.8 9 (6 169 (9 k83 (12 2323

P =2 k=9 k=12
!l.-k1'k2=9-12-108
01 = '11

n= 4

o= onky = 4(9) = 3%
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BALANCED Di:1. FOR 7 TRUATUELTS IN BLOCKS OF 3 UNITS

Block
(1) 1 2 & (3) 346 (5) 1.5 6 (7 132
&) 233 (%) i 5 7 (6) 2 6 2

P = 2, k = 7
2
Ny = kP = 7° = W
c = 4
Ne = B, - e = 9 o (7 = 21
n = 1

N = nNrs (1) 21 = 29

BALANCED DESIGN FOR 9 TREATMENTS IN & LATTICE SQUARES

Rep. I Rep, II Rep. III Rep. IV
Columns
Rows (1)(2)(3) (B)(5)(6) (2) (8) (9) (10)(11)(12)
(1) 1. 2.3 () L & 2 (7) L 6.8 (10) 1 _9_ .5
(2) & 5 6 (5) 2.5.8 (8) 2.2 & (1) 6_2 2
(3 2829 (6) 3.6 9 (9 5.2 3 (12) 8_4_3

P"D k1‘9l k2-120 k s 12

3
N' s k1 ¢ kz ¢ k3 n 91212 = 1,296
01 = 1“3
Nf = N’ - c1k1 = 1,206 - 143 (9) = 9
n = 4

N = n Nr =2 4(9) = 3%
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BALANCED DESIGN FOR 7 TREATMENTS IN AN INCQMPLLTE LATIN SQUARE

MaVeeoswn I'D A
WVAUNIICG \VAVVRNDY

(1) (2) (3) () (5) (6) (?)

Rows

(1) 1 2 3 4 5 6 7

(2) 2 3 4 5 6 ? 1

] (3) & 5 6 7 1 2 3 .

p = 3 k = 7
N’ = kp = 73 = 343
q = 1' e = 4 .
Np = 19 o o kPt o g3l e L g
n = 1§

N = nk, = 21
10. A gomposite design is used to estimate the regression coefficients for
& second degree ploynomial. These designs are traditionally sonytructed
by adding further treatwment combinations to those obtained from a 2P
factorial. Such designs are dosoribed here as replicated incomplete

- models with N, = 3P. Such an approach recognizes the nscessity for
throe factor levels to measure second degree effects. Thus
q = p-1, e = 2
Ny om PP () (PP w32 =
n = 2°P+2p+1 (contral design)
n = 2P+ 2p+p (noncentral design)
| N = nN, = 2P42p 41 (central)
, .= nN, = 2P +2p 4+ p (noncentral)
‘ Examples
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1. Desi~n Criteria. A flight vehicle trajectory i1s to be dosigned

so that a multistage rocket may place a payload into a circular orbit

bacunll e hane
LTVt Iy ve ]

about tha earth. An eynari-ont e to he dost
the first stage booster thrust program affects the amount of mass

which is injected into a eircular orbit with an altitaude of 100 miles.
The thrust program of the booster consists of programsed adjustments

in the angle of attack for a given time poriod. The length of the first
stage burn, t,, is determined by the propellant loading of the first
stage. The parameters that control the thrust progrem are (1) the
initia) rate of increase of the angle of attack, R, and (2) the length

of time this rate is flown, ti'

The factor, R, is to be sot at six different rates of increase
and t, is set at four time lovels. The flight is to be simulated on
a digital computer. Previous cxperience in similar studies indicates
that each run (response) roqui.ru about 3/4 of a minute of computer
time. The computer "turn around” tine is very slow. It is necessary
to obtain the maximum prlox;ity time required on the computer, which is
10 nindtes. Thorefore, a maxirum of 13 runs can be made. There is no
interest in Mtemoﬂon effects.

v Model Synthesis, The etructural molel, according to ihe above
design criteria, is determined to be
p = 2 factors, ky = 6 levels, k

2

.N’ = k1'k2 a 64 = 24 cells

The maximus number of responses requires an incomplete functional
nodel restricted by the ¢ criteria. Thus

= 4 levels

Setting N, = 13 (maximun) we calculate
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¢ = 6_"‘3-_11._. 1/6

which 18 not an integer. Using Nf = 12 we get
e = 2
Therefore, the rumber of blank cells per level of factor R 18 2,
providing a total of 11 degrees of freedom. With the two main effocts
requiring 5 and 3 degrees of freedom, respectively, the experimental
error is estimated with three degrees of freedom since the experiment
is not replicated., Thus
n = 1
N = nN = (1) (12) = 12
2. Design Criteria. Two different analogue-to-digital converters

are contained in test stations used in checking out a particular
instrument unit. An experiment is designed to determine the causes of
variation in the digital output of these converters. The response
variable is the difference between input voltage and output voltage.
The variables to be measured are (1) input voltage, (2) converter units,
and (3) adjustments. The input voltage is to be set at two levels,
~10 volts and +10 volts. The mumber of converters are limited to two.
The adjustnments consist of gain and balance settings as specified by
the manufacturer. Four different adjustments will be made. The
sdjustments are unique with each unit and, therefore, they cannot be
duplicated between the two converters, Thus, the first two adjustments
will be unique with the first unit and the second two adjustments will be
unique with the second unit. All possible interactions are to be
measured. The optimal degrees of freedom for the error estimate, con-
sidering cost of experimentation and desired decision confidence levels,
has been determined to be 16 4n a previous study.
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FYodel Synthnesis, The structural model is

Ns = k"kz'k3 = 224 = 16
The convorter factor restricts the adjustment factor thus providing
conditions for an incomplete functional model, restrictoed by the q

criteria. Thus

c = 0, q = 1 (converters, k, = 2)
k, * k, * k o n o
Nt= 1 kZ 3 =§'§ = 8
2

The optimal degrees of freedom for the error estimate, 16, is provided
by replicating the functional model. Thus
n =3 |
N = n!lt = 3(8) = 24
The degrees of frecdom are partitioned as follows:

Source of Variation Degrees of Froedon
Converters (C) 1
Adjustzents (A) 2
Voltage (V) K
cv 1
AV 2
Error 16

Total 23

A layout of the selected experiment,which is a nested factorial, is
shown in Table 2,
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Converters i
1 ? t
i
l Ad justzents Ad justments |
Voltage 1 2 ;i 3 b
X X ( X ¢
X x | ox x -
X X l X p ¢
_ +0 X X ' X X
§ X X . X x

Table 2. Layout of Analogue-to-Digital
Converter Experiment

i A e e

3. Design Criteria. An electronic mamuf* 1rer has desigred a
| component board using four capacitors to estab? .. a time base. He
wishes to test five different brands of the capai.tors in the
. component boards. Four capacitors are placed in parallel and then
connected through a resistor to an input plug where a fixed voltage
may be applied, The voltage across the capacitors is connected to an

LT P S

T

output Jack. The test is made by applying a fixed voltags to the plug
S at the input of the component board. The output jack is monitored with
| an oscilloscope to measure the time required for the cutput voliage to
rise to a specified amplitude.

The response variable (T) is the tims required for the output
“of the conponent board to rise to a specified amplitude upon application
of a fixed input voltage. The factors of interest are capacitor
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brands {C) and component boards (B). Since both factors are qualitative,
nonlinear effects are rot applicable, Also, past experience in tests of
this type.hns shown negliigible interaction betucen the capacitors
and coniponent boards. Since information 48 desired on the capacitors
only, the same resistor will be used for each test. A set of
terminals allows the resistor to be. plugged in or removod from the
componant board., Five different capacitor brands are, thereforo,
%o be tested in a circuit that is limited to four capac;torb. A
minimum of 10 degrees of freedom 1s required to make an error estimate.

Model Synihesis. Since five brands are being tested, it would
seem reasonable to test these brands in fiya different component.
boards, We, therefore, have a symmatricalfmodel. The structural
model is ' "
P = 2 k = 5§
. Ny = kP = 5% = 25

Since there are four capacitors in the circuit but t}ve differant
brands we will have one hisging value in each level of capacitdr
brand. Taus, the functional model is incomplete with '

q = 0, k = 5, ﬁ = 2; e = |
Ne = WP ackP! = 52 o ()51 2 20

The degrees of freedonm are

Source of Variation Degrecs of Freedom
Capacitors (C) 4
Boirds (B) ; L
Brror A2
Total 20

Only one replicate 1s required since the minimum of 10 degrees
of freedom is met. Tne experiwmontal model is
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n = {
N = nN, = (1) (20) = 20
A balanced layont of the exporiment is shown in Table 3, as

an incomplate block design.

Capacitor Brands l
Component .
Boards 1 2 3 L ;
B X X X ) S
o PoX X X X l
I1I X X X X |

Iv | X X
| v i X X X x !

TABLE 3. Incomplete Hlock Design for Capacitor Experiment

Sumnary ,
The modeling of experiments has been described as a three-phase process,
namely ‘ _ ‘ |
1. Designing the structural model
2, Designing the functional model
3. Designing the experimental model
The structural model determines the number of cells in the experiment as
& function of the number of factors ard the levels for each factor. For the
symmetrical case the structural model is -
N, = kP
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The functional model determines the number of responses to be taken in

the structural model. A complete syrmetrical functional model is expressed as

A functional model can be incomplete in three ways. First, if the responses

are restricted by q number of factors, the symmetrical functional model becomes

= xP=d

Secornd, if the responses are restrictsd by ¢ cells within a factor, the
symmetrical functional model becomes
= WP o p-1
Nf = K ¢k
Third, if the responses are restricted by both q and ¢ the symmetrical functional

model becormes
Ny = kP9 . o yxP-a-!

= PR D)
The final experimental model 4is defined as

N=an

for the symmetrical case, where n is the number of replications. All types
of matrix experiments can be described by such models, |
The unified procedure for selecting alternate experimental designs can be
summarized as
1. Determine experimental design c¢riterla
2, Synthesize the experimental model
3. Compare nodel to standard experimental designs and choose the

optimal design,
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A PROBLEM IN CONTINUOUS SAMPLING VERTFICATION
Mary E. Blome
U.S. Army Ammunition Procurement and Supply Agency

Joliet, Illinois

There are basically two types of sampling inspection procedures in use
today. Thege are lot-by-lot and continuous sampling procedures. In addition
te the two types of sampling inspection, thare are also two different methods
of inspection, namely, by attributes and by variables. Inspection by attributes
is on a go-no-gc basis. That is, & unit of product is inspected and determined
to be either satisfactory or unlqtinfactory with reapect to the characteristic
under consideration. Under inspection by variables, the actual value of the
measurement of a measursble characteristic is recorded. Several of these
measurements might then be used together to estimate some parameter upon which
a lot of product may be judged relative to its conformity to specification
requirements. Our discussion shall be limited to inspection by attributes.

Under inspection by attributes, the inspection can be performed on a lot=
by-lot basis or continuously., Let us first consider the lot-by-~lot case. The
units of prgduct are divided into 1dont£fiabll lots, and a lot is judged either
conforming or nonconforming on the basis of the number of defective unita
found in a sample from the lot. |

One of the most widely used Military Standards listing sampling plans
for this type of ingpsction is MIL-STD=105D, “Sampling Procedures and Tables
for Inspection by Attributes,” 29 April 1963. When using this Standard, a

sampling plan is determined by the following:

This article has been reproduced photographically from the suthor's manuscript.
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1. the size o the lct,

b. the specified acceptable quality level (AQL),

¢. the specified Inspection Level (when none is specified, Inspection
Level II is used), and

d. the type of plan specified or approved for use (single, double,
or multiple).

The eize of the lot may be stated in ﬁhe specifications, or it may be up to the
supplier, subject to approval by the consumer, to determine a suitable lot size.
The AQL is the maximum percent defective of product which can be considered
satisfactory for the prucess. For example, in this Standard possible AQL values
are .010%, 1.0% and 10Z. Once a plan has heen determined, the plan parameters
(sample sizes and acceptance and rejection numbers) can be found.

As an example of a lot-hy-lot plan, consider a single sampling plan where
the lot size is 1000, ﬁhe sanple size is 100, the acceptance number is 3 and
the rejection number is 4. Then, under this plan a random sample of 10Q units
would be selected from the lot. The number of defective units would be councted,
and if the number were 3 or less the lot could be submitted to the consum;r
for aéceptance. If, however, the number of defective units in this sample were
4 or more, then the lot could not be submitted to the consumer for acceptance,
and it must be rejected.

Let us now turn our attention to continuous sampling inspection. A
limited Standard which defines various types of these gampling plans is
MIL~STD=1235(0RD), "Single and Multilevel Continuous Sampling Procedures and

Tables for Inspection by Attributes," 17 July 1962. It is a limited Standard
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in that it is applicable only to the Army. This Standard is a composite
of Inspection and Quality Control Handbooks (Interim) H106, "™ulti-level
Continuous Sampling Procedures and Tables for Inspection by Attributes,"
31 October 1958 and H107, "Single-level Continuous Sampling Procedures and
Tables for Inspection by Attributes," 30 April 1959,

In order to uge these plans the following criteria must be met:

a. the units of product must be moving, which means that they must

pass by the inspection station by means of a conveyor belt or
some other conveyance, such as a tote box or skid,

b. the process must produce homogeneous material or be capable of
producing homogeneous material,

c. there must be relative ease of inspection, and

d. there must be ample physical facilities for rapid 100X inspection.

All continuous sampling plans are characterized by periods of screening
and sampling. The simplest CSP plan is designated CS5P-1 and was developed
by Dodge (See Annals of Mathematical Statietics, Sept., 1943). Under this plan,
1002 inspection (scresning) is parformed until 1 consecutive good units have
passed innpect#on. The prescribed valus "i" may be gome value befween 4 and

2000, depending upon the spacific plan being used. After i consecutive good

| units have passed inspection, sampling is begun at a certain prescribed
E frequency, f. The value of f may be some valus between 1/2 and 1/200, again

depending upon the specific plan being used. Since each unit of product should

have an equal chance of being selected, the interval between the sampled units




should vary somewhat. Sampling is continued until a defective unit is
found. When this occurs, screening (100% inspection) begins and continues
until 1 consecutive good units have passed inspection, at which time sampling
will again be introduced.

A sampling plan under MIL-STD-1235(0ORD) is also determined by the
faollowing factors:

a. the number of units in a production interval,

b. the specified A(l, and

¢. the specified Inspection Level (when none is specified, Inspection
Level 1I is used) and

d. the type of continuocus sampling plan specified or approved for use
(CSP-1 or one of the other types of plans provided in the Standard).

The production interval ia that period of time, usually a day or shift,
during which conditions of manufacture can reasonably be expected to remain
stable. Of the four continuous sampling procedures provided in MIL-STD-1235(0RD)
CSP=1 1is the simpleac.. It will be tﬁe‘only one considered here.

As an example of a CSP-1 plan, consider one in which iw20 and £=1/10.
Screening would be performed until 20 consecutive good units had palsedlinspection.
When this had been accomplished, sampling could begin at the rate 1 in 10. This
means that the sampling inspector would select 1 out of 10 units but would vary
the interval between these selected units to give each unit of product an
aqual chance of being included in the sample. Sampling would continue until
a defective unit is found. At that time screening would again be instituted,
and it would be necessary to screen 20 consecutive good units before sampling

could be resumed again.
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V:rification of the supplier's inspection records is advantageous to
the consumer because he would like to ascertain that the supplier is following
the inspection plan and classifying inspected units properly. That 1is,
inspected units which are defective should be classified defective and inspected

units which are non-defective should be classified non-defective. In order

'to achieve thisg aim, AMSMU~-P-715-503, "Army Ammunition Plant Quality Assurance

Procedures," Decembe-, 1966, describes the appropriate procedures to be used

by Army Ammunition Plants for verification purpogses. This document is designed
to be used in conjunction with either lot-by-lot or continuous sampling
inspection, and can therefore be used with MIL-S8TD-105D or MIL-STD-1235(ORD).
In the lot-by-lot case, it is a relatively easy matter to perform verification.
First, the supplier selects a random sample from the lot in question and counts
the number of defective units in this sample, He then compares the number of
defective units to the acceptance number for his specified sampling plan from
MIL-STD=-105D., 1If th? ;umber of defectives is equal to or less than the
acceptance number, the lot may be submitted to the consumer for acceptance.

The consum;r takes a sample from the lot, and counts the number of defective
units. The consumer is then ready to compare his results with those of the
contractor using Table X of'Quality qdntrol and Reliability Handbook (Interim)
H109, 'Statistical Procedures for Determining validity of Suppliers' Attributes
Inspection, " 6 May 1960. For purposes of this comparison, it is assumed that
the consumer has classified all of his sample units properly. The H~109
comparison is in effect a test of significance batween the number of defectives

found by the supplier and the number of defectives found by the consumer, given
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a certain value r, which is the ratio of the supplier's sample size to i
consumer's sample size. Rejection under this teast wlli cause the supplici's
data to be considered imvalid.

Verification of inspection results when the sampling inspection is done
by continuous sampling procedures 18 more complicated. Under the provisions
of MIL-STD-1235(0RD) and AMSMU-P~715-503, the supplier performs checking
ingpection at rate f during all periods of screening, in order to ascertair
that the screening cres is doing an efficient job., The units inspected during
this checking inspection plus the units inspected by the supplier's sampling
inspector form the supplier's sample for comparison purposes, where the period
under consideration is a ptod;ction interval.

Concurrently with the inspaction by the supplier described above, the
conaunerpil performing verification inspection at rate (1/r)f, wvhere r is the
ratio of comparison nunﬁlo sizes described previously and f is the prescribed
sampling frequency. The method of determining the particular value of r (1, 2,
3, 5 or 8) to be used is outlined in AMSMU-P-715-503 and is not important to
our discussion here, since we will only concern ourselves wiéh the case r=8,

The various typss of inspection described above are summarized in Table I.
Reviewing the Table, and from the preceding diucussion, it can be noted that
only one typs of inspection is performed by the consumer, namely, verification
inspection, and this is done at a definite sampling frequency which is
proportional to that used by the supplisr (in the case to be considered here,

the proportion is one-eighth). The units inspected in this manner constitute

the consumer's verification sample which is used for comparison purposes with
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5 tha aamnle whicn for convenience s.1!!

be¢ called the comparlson sample hereafter, is compcsed ot units which
miy have come from the screening or sampling phase with tne proportion of
units from any phase for a production interval dependent upon the amount of
time spent on this phase by the supplier. The consumer usually has no.knowl-
edge as to which units came from which phase since verification inspection
might be performed at a place far removed from the inspection conducted by
the supplier.

Let us consider how these inspections function. Since we arc considerina
on y continuous operations under CSP-l procedures, the units of product will &
be moving past the various inspection stations via conveyor belts, tote boxes
2 or some other conveyance. Let us first consiger the supplier's function. As
the operution begins, the product is inspected 100% to remove any defective units
and to see if 1 consecutive good units can be found. Concurrently with this
initial product inspection is checking inspection which ia performed at a rate

f (the specified sampling frequency) and is a means of checking the effectiveness

of the screening operation. The units sampled during this checking inspection will
; form part of the supplier's comparison sample. Once i consecutive good units
! have been found, sampling inspection of the product is initiated. This sampling
of the units of product is done in a random manner at some specified sampling
f?equency. f. The units sampled form the remainder of the supplier's comparison
i sample.
Let us now review the consumer's inspection function. As can be seen from
L Table I, there is only one type of inapection which the consumer performs,

namely, verification inspection. This inspection is done concurrently with
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tne supplier's inspection. The point at which the consumer conducts this
ingpection may be far removed from the site of cthe supplier's inspection vpera-
tions. Since the units of product are noé marked or designated as to which
units came from which phase, the consumer generally is ignorant of this
information. The consumer samples the unite in a random manner at a sampling
frequency which is proportional to the ssmpling frequency used by the
supplier. This value of the sampling frequency 1s [(1l/r)(f)], where 1/r
is the proportional factor (one-eighth for purposes of discussicn here) and f
is the prescribed sampling frequency. Becsguse the sampling is done in a
random manner without requiring a certain number or percentage of the in-
spected units .to be from any one phase, thera might be a considerable
difference in the proportion of units from one of the phases for the
congumer and supplier during the production intarval.

To use Table I of H-109 to compare dg( = d, 190 + dg ¢) with d¢
( = de,100 + dc,£/8), the probability of lccépcin; the hypothesis of
validity should remain the same allreflnctnd on the 0,C. curves (See Figure
I, extracted from H~109) for the test to be of the level a and probability
of acceptance over the ﬁatnnccor space as shown on the 0.C. curves. By
way of explanation the parameter under consideration is the ratio of fractions

defective, pc/pgs which can bs thought of as

Prob (defective inspected unit will) be classified defective by consumer)
Prob (defective inspected unit will be classified defective by supplier)

This, then, is our problem: To show that the probability of accepting
the hypothesis of validity over the parameter space is approximately the

same as that shown on the 0.C, curves.
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To simplify the remainder of the

definition, the notation below shall

Let

ng,100 =

fe,100 =

N, £/8 "

number
coming

number
coming

rumber
coming

number

coming

of units
from the

of units
from the

of units
from the

of units
from the

discussion and the problem

be used.

in supplier's comparison
screening phase,

in supplier's comparison
sampling phase,

in consumer's comparison
screening phase,

in consumer's comparison
sampling phase.

Let d, subscripted as above, refer to the number of defective

in the portion of units identified by the subscripts.

Let us now reflect on some aspects of the problen.

sample

sample

sample

sample

unitg found

Since there are two phases, namely, the screening phase and the sampling

phase, from which the verification sample as well as the supplier's comparison

sample can come, there is a possibility of considerable variation between

the two in the proportion of units from any one phase.

N

Ng, 100
ng 100 + 0g,f

different from

might be considerably

Be,100

B¢,100 * Pe,f/8

That is, for example,

an

Let us now consider only one value of the parameter space, p./p; = 1,

which is equivalent to saying that the supplier has perfect inspection
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efficiency. Then no defectives should be found in the samples froﬁ the
screening phase since these should have been removed during the screening
phase of product inspection. Hence, any defective whi<h would be found
in eifher of these samples would come from the sampling phase.

A% reflection will show, if the units comprising the samples were 3

' selected completely independently of order or position in the production

interval, we would have a situation equivalent to a lot-comparison situation,
and the 0.C. curves would be exactly as defined for H-109. Purther, if

the proportions described previously were axactly the same, that is, the

fraction of the supplier's comparison sample coming from the screening
phase were exactly the same as the fraction of the coisumer's phase, we

would have essentially a stratified sampling problem, and again the 0.C.

o e o o, e 1 i e e

curves would be exactly as defined in H-109. }
Since the prescribed method of sampling, however, is to take about ome i
3 out of every 1/f units, allowing the interval between inspected units to

vary somewhat, we have neither of the eituations described above. This

R P —

brings us to the reason why we are only considering the case r=8. It

is reasonable to assume that the greatest variation from the 0.C. curves of

H-109 is possible for the largest value of r. Therefore, if this variation

i is insignificant for r=8 it should be insignificant for the lower value
! of r. Let us now consider a specific example.
Since screening need only be done at the initiation of production, and

E thereafter only when a defect is found during a period of sampling inspection,

it is not necessary in our qrample to assume that screening is fnitiated at

WA UPINDE SO SRR SRR




'h stuit of the production interval, but for sake of discussion let us
assume that it dces. Suppose the supplier is sampling a- alfrequency af
+/10, and the consumer ig using a ratio of r=8. Tlevreicre, the consumer
would be sampling at a frequency of 1/80. FPirst, the supplier's screening
crew inspects all units of product until the appropriate number of consecutive
good units has been cleared. At the same time, the checking inspector

is seiecting one unit Jut of zen in a raﬁdom manner to see if the screening
crew is doing its job ;-0 crly. After the necessary namber of consecutive
pcod units has beenr cleared, sampling inspecthn is begun whereby one out
of ten units is selected for inspection. There is no checking inspection
during this phase.

During the entire production interval, the qﬁnsumer's verificption ingpector
selects one out of eilghty units iﬁl; random manner. At.;he completion of the
prcduction interval, the supplier's and consumg?'a comparison sample
inspection results can be compared. The supplier's sample consiuts of those
units inspected by the checking inspector during the screening phase plus
the units inspected by the supplier during the sampling phase. The
congumer's sample consists of all units ingpected by the verification
inspector, whether these units came from the screening or sampling phliase,

Let us assume that the production interval encompasses 80 units aﬁd 76
of these units were subjected to screening while the remaining 4 units were
part of the sampling phdse. Let us suppose the sampling frequencies are as

above, namely, f=1/10 for the supplier and £f=1/80 for the consumer,
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Reriection will show that there are many possible variations in the
values of Ng,100° ns,f’ nC,lOO' and nC,f/B' It is possible, for example,
that all of the units for the supplier's sample came from the screening
phase while the single unit composing the consumer's sample came from the
sampling phase. In this case, the proportion of units in the supplier's
sample from the screening p! e is 1.0 whereas the corresponding proportion
of units in the consumer's sample from the same phase is 0.

Since the probabili. y o. each possible variation is not known, since
strict ptobabilistic sampling is not performed, the effective 0.C. curve
cannot he determined simply.

Ideally then, a mathematical model describing the 0.C. curves would
be desirable.

In lieu of such a mathematié#l nmodel, we conducted a Monte Carlo simulation
of the process. Tvéﬂt§ different simulations of various CSP-1 and CSP-2
plans were considered., A few selected AQL's ranging from 0.01% to 4.0% were
used, with production integvnls ranging from 70 units to 1000 units. The
value of p was set equal to the AQL in each case on these first attempts.
Ten ptoduction!intervala wvere considered for each simulation. Finally, it
was assumed that the screening crew was 100% efficient, i.e., all defective
units were removed during the screening phase.

Random numbers were used to designate the defective units. Once this
had been determined, the inspection processes could be simulated. First,

the units from the initial screening phase were identified, and then random

nunbers were used to select the first unit to be sampled by the supplier.
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. for zcavenience on these first attempts, a systematic sample followed the

o —

production intervals. Upon the completion of the ten production intervals, the

r.ndom selectfon of the £irst unit. When all ten production intervals

nad been completed in this manner, the units inspected by the checking
inspector during the screening phase needed to be specified. Random

numbers were again employed to designate the initial units sampled during

these phases and systematic sampling ensued. When this had bsen completed,

tae proportion of units from the screening phase for each production

incerval and for the tex production intervals as a whole could be calculated.
‘iien, the conéumer's Inspection had to be simulated. Since the sampling

was done at a specified sampling frequency without regard as to which phase the
supplier was on, a random number was used to indicate the first unit of

the sauwple, and a systematic sampling followed for the duration of the ten

proportion of units from the screening phase for each production interval and
ror the ten production intervals as a whole could be tallied. Theses
proportions could then be compared to the correaponding one for the supplier.
Table 2 shows the results of one of these simulations. For this simulation,
the production size was 70; the AQL was 2.5%; the i value was 25; the
supplier's sampling frequency was 1/5, and the consumer's sampling frequency
was 1/40. There does not appear to be too much difference between the
proportions except for the seventh prodﬁction interval where the supplier's
proportion was .357, and the consuumer's proportion was Q.

In order to use the 0.C. curves from H-109, some calculations needed to

be performed. The fractions defective for the supplier and consumer as
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well as the expected number of defective units in the supplier's gample
needed to be specified. Since it was assumed that the screening crew

was }00% efficient, theoretically no defective unita should have

appeared in either the supplier's or the consumer's sample from the
screening phase. Therefore, the fraction defective for either the supplier

or congumer is the proportion of unita from the screening phase times

the appropriate AQL (since p was set equal to the AQL, as mentioned
previously). Then, the vatio of the consumer's fraction defective to
the supplier's fraction defective was calculated. Finally, the expected
number of defective units in the supplicr'a'sample was estimated by the
number of units in the production interval times the fraction defective
described above. The results of these computations for each of the

ten production intervals and for the ten production intervals as a whole
are summarized in Table 3. The last two columns are of more interest.

It will.be noted that most of the ratios are around 1.0 except for pro-

duction interval #7 where the ratio is 2.6040.

Note that all of the expected number of defective units in the supplier's
sample for our example are considerably less than the smallest value,
indexing the H-109 curves (see figure at end of paper), namely, 0.75.

Hence, the 0.C. curves for these figures would be above that for 0.75.

Algo, some of our ratios are less than 1.0 which is the smallest ratio
given on the chart. This means that the probability of acceptance for
these ratios would be even greater than 0.95 which is the corresponding

value when the ratio is 1.0,
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while we were unable to develop a suitable model to determine
whether the probability of acceptance over the long run would he of
any important difference from that yielded by the h-109 0.C, curve
fornula described by Ellner (see Technometrics, February 1963, pp. 23-46)
it seemed reasonable to assume that if the variation of individual
simulation results from the H-109 value were small, the probability of
acceptance under tie continuocus sampling verification method could be
adequately descrihe! vv the Ellner formula,

To simplify our work, we arbitrarily decided to concern ourselves
only with the frequency of simulation for which the probability of
acceptance was legs than ,90. ., This would allow us to get a quick picture
of the results without having to compute an 0.C. curve point for each
gimulation.

If we consider all of the production intervals, it can easily he
seen that tliey meet the cr}terién of having a probability of acceptahce
of greater than .90. Therefore, in this example, it seems reasonable
to assume that the 0,C. curve under the continuous samjling assumption
is probably close to the range of values (94%-96%) provided by the Ellner
formula.

Thus, it is possible to study this problem using simulation methods.
However. it obviously would bhe preferable to have a mathematical model.
Therefore, to reiterate the problem: a mathematical model describing

the operating characteristic of the procedure describgd is desired.
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TABLE 11

PROPORTION OF UNITS SUBJECTED TO 100% INSPECTION

419

Production Screening Phase
Interval Supplier Consumer
1 0.357 0.500
2 0.000 0.000
3 0.000 0.000
4 0.000 0.000
5 0.000 0.000
8 0.000 0.000
7 0.357 0.000
8 0.357 0.500
9 9.067 0.000
10 0.308 0.500
Cumulative 0.143 0.150




TABLE I1IL
Production Interval Peff, Peffg Pe ng P,

Py (expacted mmber of
defectives in supplier's
gample)

1 L0125 .0161 .7760 .2250
) ]
2 U250 .0250 1.0000 .3500
3 .0250 .0250 1.0000 .3500
4 .0250 .0250 1.0000 .3500
5 .0250 .0250 1.0000 .3500
6 .0250 .0250 1.0000 .3500
7 .0250 .0096 2,6040 .1340
8 0125 .0096 1.3020 .1340
9 .0250 .0230 1.0900 ' 3450 ‘
10 .0125 .0173 7225 .2250 ]
]
'
Cumulative .021 021 1.00 .294 i
i
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SAMPLE SIZE RATIO: r=8

g OPERATING CHARACTERISTIC CURVES
B OF TWO-SAMPLE TEST FOR HOMOGENEITY

l.OOj' - ' I - |

0.90 | ’ |
NS——— |,

\1\\\ ‘\\‘%\Q

0.70, - \\\ ~. L. '.____\wi.

| | \\\ R 1 —

0.60 N AN N

N \
0.50 ANEHIAN
\
N

" PROBABILITY OF ACCEPTANCE

N
0.40 : : l \\ AW
. N

, i
| 0.30 AN
E : 9.00
E’ 0.20
|
| |
! o.‘o ;
|
| .
| 0
N 1 2 3 4 5
RATIO'OF FRACTIONS DEFECTIVE, . I®;
i
NOTE:

421

B | |
e T
P T e ey ey . L,

Figures on curves ero ﬂn. expecied numbers of defectives [defacts) in the 'uppliu'o sample

WU L OV Paiivd OFYICE 1908 O~ S0100




L SIS - TR SR AV

TOWAPD A STOCHASTIC MODEL OF TERRAIN

R. H, Peterson, Methodology and Cost Effectiveness Office
Army Materiel Systems Analysis Agency
US Army Aberdeen Research and Development Center
Aberdeen’ Proving Ground, Maryland '

and

William Clare Taylor, Applied Mathematics Division
o ' Ballistic Research Laboratories
US Army Aberdeen Research and Development Center N
Aberdeen Proving Ground, Maryland

ABSTRACT

We p'resent‘ an account of an attempt to find useful random models of
terrain. Measurements have shown Ehat the distribution of slopes is what
has been called the bilateral exponential distribution, definitely not
normal. The problem is to find a convenient random function of gecgraphical
positions of two real variables which has this distribution for slopes and

" fits, in some approximations, the dependence of slopes in various directions

at neighboring points. A family of random functions, the probability
distributions’ in function space which are spherically symmetric in a
Hilbert norm suitable to the purposes of the study, was introduced with

an enormous latitude in the choice of parametric functionals. We felt
sure that random functions with the required properties must be included.
Sad to relate further mathematical developments which we deem intrinsically
interesting have shown it not-to be so. We know not how to proceed. Help!

This article has been reproduced photographically from the authors' manuscript.
Preceding page blank
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de have found it easier to separate our contributions to this
exposition although they are interdependent. Peterson has written the
first paragraphs and Taylor the later ones as is indicated in the text.

‘

" Tevrain, being the medium of ground combat, has been the subject
of many investigations by analysts in the field of weapon systems analysis.
Most of these studies have been focused on the particular role played by
terrain in the particular problem at hand. Others have been mors general
in nature with a goal of giving more insight into the qurntitative aspects
of describing terrain.

I would like "o indicate a sample of the t-pe of problems that
arise involving terrainr and its influence on the ou-come of combat that
have received attention. In order to lend some scu lance of order to
such a listing I have attempted:this simple two way slassification of tﬁele

_roles. (Figure 1) For lack of better terms I have Jabeled them scales

and mechanisms. For scales I have fallen back on ti.e vernacular of micro
and macro, micro generally referring to distances of up to a few meters and
~ macro from there on out to perhaps several kilometers.. Mechanisms I have
broken into a clear dichotomy of contact and non-contact. By contact i
mean that the terrain is actu&;ly supporting the objects whether they he
vehicles or other pieces of equipment being considered. By non-contact I

mean we are concerned with the existence of a line-uf-gight. I have listed -

those roles of terrain dhlch can be fairly well categorized but I will also
try to indicatn problem aress where there {s not a clear distinction or
there avc strong interacticns.

Under contact with the micro ntructurc of terrain I have 1istod
RIDE and posture. RIDE has come to be ulud as an indication of the
speed of a vehicle that is tolerable to both “he occuplnto and to the
vehicle itself due to roughness of terrain. It is concerned with dynamics
of the vehicle over the terrain,
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FIGURE 1

ROLES OF TERRAIN IN COMBAT
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Forture refers more to the static role of the vehicle and is
concernci with the capability of a weapon systam. As an axamnle {f
a tank is canted and the gun is elevated, this elevation will introduce
a horizontal component of error into the aim of the gun.

Under contact with the macro characteristics of terrain I
have listed simply routes. Factors other than slopes influence the
routes taken by a vehicle, of course.

Under non-contact in the micro regime I have indicated the
fragment shielding which has been quantified in terms of "cover functions".
The non-contact aspects of the macro relief are ¢closely tied up with the
ranges of engagemsnt. A defender may choose fields of fire to get his opponent
out into the open and yet there may be draws and gullies which can allow
the attacker to approach under cover.

As an example of the multiple interaction of all of these roles,
we might consider the case of a tank hastily taking up a firing position.
The tank is advancing along some preplanned axis -- his route has been
established. The enemy is encountered -- the approximate range of engagement

‘has been established. The tank may stop or head for a nearby rise in the

terrain to get into hull defilade -- VRIDE and shielding come into play.
How the tank is canted in position may influence his accuracy -- hence the
role of posture.

We see then that there are a ﬂubor of properties of terrain that
are of concern to the military OR analyst and, as I have mentioned at the
cutset, there are a number of ways that terrain has been catcgorizod.l
measured, stored in machine memories for retrieval, generated by Monte
Carlo means, etc. In order to stats the problem which we bring to this
clinical session I'd like to discuss two cbservations concerning the nature
of terrain which we feel have not been exploited to their fullest in dealing
with this problem ares. One conderns the results of a statistical study of
terrain slope. The other concerns the underlying geometry of the nature of
terrain.
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The statistical study to whick I refer was conducted to determine
the posture of tanks as measured by the pitch and cant of the trunnion after
taking up simulated firing positiens. A sampling of widely varying terrain
types was obtained in that the test was run at Fort knox, Fort Bragg, Fort
Hood, Camp Pickett and Camp Erwin. The pattern that emerged indicated that
the distributions of slopes in these firing positicns were not normal but
seemed to be much more like the bilateral exponential distribution.

(Figure 2) Moreover the mean absolute slope varied greatly from one test
site to another. In order to check out the possibility that this non-normal
characteristic of these distributions was due to the selection of the firing
positions sample prof:.les of each of the test sites were constructed from
maps of each of the installations and the distributions of slopes measured
over 200 yard intervals were obtained. Here again, the bilateral exponential
distribqtioﬁ seemed to be the natural means of desaribing these slopes,

A detajled map study of the type mentioned- above was made of

‘the region around Houffalize, Belgium (based on a map we happened to have

available), It showed that the distributions of north-south slopes and

. of east-west slopas both seemed to fit the bilateral exponential. The

inadequacy of the normal distribution for generating profiles from which

" lines-of-sights can be determined was demonstrated some 20 years ago by

pecple in the U, K. (personal communication from Mr., Eddie Benn then at
the Armament Research and Developmen® Establishment)., This finding has
seemed to influence their subsequent investigations along this line, (See
Forbes, "The Genoration of Terrain on an Electronic Computer," A.R.D.E,
Memorandum (B) 75/60).

In several of the atudies mentioned above, attempts were made
at establishing distributions of the height or elevation of terrain itself.
The results were erratic and no pattern was observed. Such behavior is
probably due to general trends which can be attributed to near-zero
frequency components in the spectrum.
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FIGURE 2

THE FREQUENCY FUNCTION OF THE
BILATERAL EXPONENTIAL DISTRIBUTION

£(s) = —2-:- lol/a

where

a = mean absolute deviation

al - 02/2

characteristic function

oCa) = [1 + o%a?/217
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In addition to the non-normal nature of terrain therc is the
prohlem Af dimeneionality,  Manw of the ewicting cchemes for generating
random terrain profileé proceed in the same manner thart one would treat a
time series., This approach cannot be used to generate a surface, as two
neighboring rays say emanating from a point, will be completely independent,

Put in terms of statistically describing terrain rather than generating it

we must think in terms of the gradient of a surface rather than the slope

of a curve. We know from vector analysis that the curl of a gradient is

zero. In other words there are constraints between the two perpendicular
componente of the gralient at a point.  In the one dimensional case, as
typified by a time sexies, the random function or stochastic process is readily
expressed in terms of ;ourier series, i.e.,, sines and cosines. In the two
dimensional case the functions which replace the trigonometric functions in a
natural way are the Bessel functions. Other areas of endeavor on which
reference to two dimensional random functions have been found include windblown
waves, agricultural productivity and images both photographic and video. The
household term of snow as applied to a television picture is just an adoption
of the television engineer's termm "white snow" which is his extension to two
dimensions of the concept of "white noise" in the one dimensional process.

(We might add in passing that the most well known application of three
dimensional random functions is in the fleld of turbulence.)

We have briefly stated two characteristics of terrain which we
belisve to be pertinent to the statistical description of terrain., One
based on data analysis that, vhereas terrain height itself does not seem
to have any pattern to its diitri.bution. its difference field as measured
over a few meters or a few hundred meters has a common non-normal distribution
which can be expressed in terms of a single parameter. The other based on
geometrical reasoning indicates that the tools developed for one dimensional
processes are not adequate for describing a two dimensional random surface.

We are now at a point of being able fo state the problem which
has plagued us for a number of years. Is it possible to construct a
meaningful etochastic model of terrain which exbodies these two considerations?
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Juestions fovr which we would like to get more insight, include the

followire:

1Y Avan s.hha® cem amba
gt -, T wC gav

- Ay
[ 2-r RN 1)

ategerize a3 rough, roiling o flat in fact
simply manifesta:ions of the same basic model with different scale factors
in the horizontal and vertical directions, 2) to what extent can we use
easily obtained information for a region and infer the details from the
model and/or 3) can we build a composite model from which we cgn infer

both the micro and macro characteristics of a given terrain type?
1

In closing my part of this presentation I want to ST‘H‘GI! that
we are not posing the genaral question as to how to statistically
categorize terrain but as to what extent the theory of .two dimensional
random functions can cortribute to our basic understanding of ithe statistical
propertiaes of terrain. :

Dr. Taylor will now deacribe one approach we have Jak-n to this
p:\iq_blem along with {ts triumphs and pitfalls.

A Class of Random Functions

After careful consideration of some requiremants on a random
function that it be eligible for consideration as a random terrain, Peterson

was led to propose the following wide class of random functions as candidates
for investigation, Let: ¢

P: x = (%;,%,) , (1.1)

be rectangular coordinates of a point P in a horizontal datum plane, Let
u(x) be the height of a terrain above the datum plane at the geographical
peint P. For our pu:-poli u(x) is a complete description of the terrain.

We are concerned with a random function U(x), a probability distribution

on certain subsets of a set, say B, of Functions u(x), We consider 4 linesr
set B’ of linear funotionals £(u(:)) and suppose that the expection

E(L(U)) = O - (1.2)

for all L of the set. By the variance of £ we mean

E(L(U)?) = var £ . (1.3)
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and Ly the characteristic functional of £ we mean the expectation of the

exponential

E(exp i(U)) = Ch ¢ (1.4)

The proposal is to limit our discussion to those random functions for which
there exists a complex valued function of a real positive argument g(z)
such that, for all £,

Che = g(var &) (1,5)

Example: For a gaussian random function U,

ECxr 1 2(U)) = exp(- 5 EC|&(w)| %)),
since E(L(U)) = 0.

Spherical Symmetry

We naylintroducc also the inner product

<t 8> = E(L,(U)L,(V)) (2.1)
and
FIIPTN
 E2()?) .l
= Var £, (2,2) v

It is but a small step to extend our discussion to the 'Hilbert space, H,
of linear functionals and to suppose further that this space is sufficient
in the following sense: For any u(x) under discussion -

L(u(x)) = 0 for all £ ¢ H (2,3)

implies u(x) % 0, This isnot necessary for the rather loose discussion
we are presenting but it may ease the reader's way. Now a function u(x)
defines on H a linear functional whose value at the alement £ is £(u).
Whether every linear functional in B° is thus represented by some function
u(x) io of no importance to our discussion, What is very important is to
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realize that the linear functional defined by u(x) need not be in any
fixed sence a bounded linear functional and indeed, for a given £ € H,
£(U) need he defined only with probability one.

The preceding discussion of Hilbert spaces has been principally only
for orientation. We need at first be concermed only with finite \:limensiona].
subspaces defined as follows: disregard all but a finite set of the linear
functionals, along with their linear combinations. We define the projection
of the measure space, and the measure, into this finite dimensional space
by identifying all funntions u(x) which agree in the values taken for them
by each of this finite get of linear functionals. Thece finite dimensional
spaces are euclideay with the inner product w2 have introduced, The
characteristic functional and the variance of each of these finite dimensional
projections of the probability measure will have the same values as when they
wera considered to be defined on the infinite dimensional space and the
characteristic functional defined on the conjugate space will thus be a
function only of the distance from the origin. That is to say that it will
be spherically symmetric. It follows immediately that the n dimensional
measure is spherically symmetric and must be described by a spherically
symmetric density -- at least if we assume it to be described by a density
at all, and'we do. Even though no spheres nor radii are defined on our
infinite dimensional space (at least not with positive probability) we nay
nonetheless define spherical symmetry of the measure: A measure is spherically
symmetric if all its projections into finite dimensional subspaces are
spherically symmetric.

Characterization of Spherically Symmetric Measures on Infinite
Dimensional Spaces#

In each finite dimenaiocnial projection of a spherically symnetric
measure the density, i{f supposed to exist, must be the same function of
the distance from the center as in any other projection of the same
dimension. In n dimensions, let the density at distance r from the center
e are indedbted to J. Feldman and R, M. Dudley for the information that

this result concerning spherically symmetric measures in infinite

dimensional spaces is not new. It was published in 1962 by Ussaura, who
obtained it in a more recondite ocontext.
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be pn(rz). Then, considering the projection of the measure from n + 2
dimensions to an n dimensional subspace, an easy argument shows that

p,',(rz) == pn,,z(rQ) (3.1)

From this it follows that the derivatives of each of the p's alternate in
sign. Such functions are called completely monotone. There is a theorem
of S. Bernstein [see e.g., Feller, Th, of Prcbability, Vol II, p 415]
vhich states that a completely monotone function p(z), 0 < z < =, with
p(=) 3 0 can be expressed as a linear aggregate of decreasing exponentials
with positive coefficlients:

p(z) -f o'z de(r), 0 < 2 < =, (3.2)
°
with d¢(r) < o,
Setting 5 = rz. As J.I'&cv2 and re-defining the msasure d¢()), we
nay then write

pu(ra) -S pm(r’) de(o) (3.9
o
where
2,,.2
pn.c(rz) = (oV(2m)) P o~ T /20 (3.4)

ig the n dimensional gaussian density. This formula, once cbtained for
any val\‘nl of n, implies the same formula for all lower dimensicnal
densities, as is seen by successive integration with respect to each of
an orthogonal set of coordinates. The integrals are all absolutely
convergent and may be integrated freely in any order. The same statement
is then true for all n. Further the corresponding statement may be
asserted nxpnuin( the given messure m similarly in terms of the
gaussisn measures u,:

»n -I n, d¢(o) (3.5)
° .
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Aljusting the Parameters of the Model

The procedura we are to follow is now quite clear, Whatever
may be the distribution of the individual linear functionals, we shall
adjust the density pl(rz) to it by choosing the weights d¢(o) in(3.3), &
necessary condition is of course that the density be a completely monotone
function of rz. But, as Petarson has pointed out above, it lies very near
an exponential function e'“. which, fortunately, satisfies this conditiom.
We shall need only to be firm with the small residue, if there be any, and
ita derivatives, and iusist that it conform. There will then be the task
of fitting the remainirg Zree element, the variance of a linear functional.:
Here there is a great deal more freedom, There is a functional to be adjusted
to approximate ac besi we can the statistical interdependence of the values
of U(x) at neighboring values X. (We want them to become independent at
distant points.) But this is just the same problem to be faced in fitting
a gaussian random function. For any £(u) we need only go to the samples we
wish to fit and estimate B(l(U) ), or what is simpler to tabulate, for
some linear basis ‘1"2"" of the linear functionals we estimate
B(‘lL(U)lj(U)) from the samples for all pairs {,i. There is no arbitrary
decision left to be made. It's Just a question of whether it works or notl
or how well it works!

Sad to say, it doesn't work at all. We shall see this without
any further examinetion of samples. The reason lies in an additional
significant d.tffnninec betwaen the finite and infinite dimensional cases.

Lack of Enodicig

We shall see that (3.5) is, in a reasonabls sense, an orthogonnl
representation of the measure.* For this purpcse it is convenient (and

*For the source of the train of thought which led to this analysis, we are
indebted to Jacod Feldman for a lucid and provocative briefing on relatiwvely
singular measures, & briefing which grew out of a discussion some years ago
of the application of information theory to empirical functions, But the
simple case with which alone we need be concerned here was known to us as
well as many other peocpls long ago. It appears, for exampls, in a psper of
W. T. Nartic and R, H. Camercn in the 1940's,
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perhaps something equivalent is also necessary) to introduce a sequence
of linearly independent bounded linear functionals Li(u), i=1,2,...,
which we can then as well suppose to have been replaced by an orthonormal

gsequence, so that

E(Li(u)l.j(u)) = 6ij
e 0, i#3,
1, 1 =4, (5.1)

The question of when and in what sense does a sequence of nunbers
Wis 121,2,..., represent a function u such that

= Li(u) | (5.2)
will not be discussed.
The random variables
Hi x "(u)g 1'1;2"'.0’ . (5-3)

are uncorrelated but not necessarily independent. Houver. for any one

_of thn gl\nuim measures, m, » calling the random functlan Uo' the random

mhblos _ .
Woy = ti(uo) : ‘ (5.4)
are uncorrelated gaussian variables and hence independent. Since

"z Hz)-u, | (5.6)

t
1

ve have, with problbinty J.,

R 1 : .
The moum m, is not essentially altered if we trim its space to the set
Ac of luqu.neu WisWasess for which (5.7) is trus and to those functions
u(x) which give rise to such sequences. We restrict our measure, supposed

to exist and to be given, to ths set

COAETAL (5.8)
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of “unitions u(x), We do not diamcuss which subsets of A have prebability
and how 'r ic defined since thi. subjcct saéms ediber oo trivial or too
difficult.

-Suppose now th;t we test the distribution of slopes in A in
the same fashion that was described above. That is, we draw a single
sample function and measure slopes at many poiﬁts on it. Further,
for simplicity, suppose thase points are far enough apart that we may
ignore statistical dependence of the slopgd. Each sample function from
A is, for some o, taken from Ao‘ Slopes at distant points on it afe then
independent, identical, zaussian variables and the sample values of a
large number of them willi characterize their common d;stvibutian as gaussian

Nt s

et s g AR o b e

with whatever assuraace their number permits.

But haven't we brought this

about by’ar;ificial tampering gith the cnaemble? No.

We have conly turned

a statement true with.probab}lity one into a true statement,

Deviase a

statistical test for the norm&l}ty of the distribution from which a sample

is taken, using statictics whoso distribution is independent on the variance
of the ensemble./ The result of the test will (at least at any specified
stage) depend od only a finite sample, A finite set of linear functlcnall
has the same dittribution in A as in the original probability measure,

on the space we.have called B, and the distribution of the statistics of

the test will thus have the same diatribution in B as inA and as in a
gauaqian ensemble.‘

In shert then, these random functions fail to represent a random
terrain since an orthonormal sequence of linear functiomals read off any
one sample function have values distributed like independent samplings
from a univqriafe gaussian ensemble. We demsnd of our model of terrain
on the contrary that slopes read at widely separated points have a different
distribution, appraximafaly the one described by a bilateral axponential
dengity. More generally, in crder to make sense our random function model
must have the ergodic property: independent identical functionals (such
& slopes at widely separated points) must show the ulué distribution whether
read from a single sample or each from a different randonly chosen one.
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A SUGGESTED PROCEDURE FOR ANALYZING MISSILE PERFORMANCE BY
A LEAST SQUARES FIT TO A GENERALIZED LINEAR STATISTICAL MODEL
AND A QUICK CHECK FJli NORMALITY OF THE DATA

N. R. RICH
Systems Evalustton Eranch
Advanced Systems Laboratory
Research and Engineering Directorate
Redstone Arsenal, Huntsville, Alabama

ABSTRACT

The data taken .1 a series of missile tests are cften in the form of a
variable of interest (such as radial miss distance from a given target) and
several dependent variables (e.g., range, temperature, type of miasile
modification) for each test made. In auch cases, it may be possible to con-
struct a linear statistical mode] relating the main variable, y, to the others,
X through X The coefficients of this mpdel can be estimated by a least

squares procedure,

i

. The difference between each measired y and the y predicted by the
linear model is called a residual, If the set of residuals {s normally distri-

. buted, several well-known tests of statistical hypotheses and methods of setting

confidence intervals are applicable, A procedure for graphically validating
the normality of the residuals has also been developed. .
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1. INTRODUCTION

In the summer of 1968 the Systems Evaluation Branch* had the tssk
of determining which, if any, nf three modifications of 2 certain missile wan
"best.” A modification was considered "best" if the average iadial miss
distance measured from the center of a target of fixed size was significantly
less for the modification than for the nther two modificstions.

There was no lack of data for this project; in fact, data had been
|- recoided for over 1000 firings of the misaile. For each firing, the following
] bad been recorded: radial miss ditance (y), target altitude at intercept (v.),
. range of the target at 1nmch (v,), range of the target at intercept (vs), taryget
: closing velocity at inte: cept (v,), missile modification (vg), target type (vg),
and radar power (v,) .

The data were sorted. for duplications and missing values. There remained
data on over 900 firings, Of these, approximately & poercent were Mod 1 firings,
_ . 15 percent were Mod 2 and :79 percent were Mod 3. For this paper, 100 firings
o " were chosen from the total; & of Mod 1, 16 of Mod 2 and 78 of Mod 3. Since
.. the origina! data were classified, the values were coded or transfoxmed to
- _ " nonstandard, undeﬂned "anits, The ‘coded data are shown it Table1,

{ The following simple procedure was considered: dee the data into
‘ ' three groups according to modification. Calculate the sample Average and’
-sample variance of the radial miss distances for each group. Test these values
for equality using the F and ¢ lw:utiea.l tests. This procadure was rejected for
the following reason: the testing procedure was not planned in advanoe to insure
seta of comparable conditions for each modifiration. * For exampla, most of the
_firings for Mod 1 were with tho second targst type (v¢= 2). Thue, if tho above
- test prucedure had beeil used, the effect on the radial iniss distance of the
modifivation would have been confounded with the effect of the target type. The G
oonclulton& would then be questionable at best, ' ;

* Advanced Systems Laborstory, Rosearch and Engineering Directorate,
U. 8. Army Missile Command, Redstone Arsenal, Alabama.
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TABLF 1. CODED MISSILE DATA, EXAMPLE I

y Vi Ve Ve Va 5 Vi Vi
: 3.8 L11 27.1 243 10,0 3.0 LC 10
: 4.7 188 27.1 20.1 108.2 3.0 L0 10 )
: 5.0 2,99 31)3 24,2 187.4 2.0 2.0 2.0 ¢
5 5.0 124 24,3 20.1 103.7 2.0 1.0 2.0 :
i | 5.0 1,67 15,9 131 127.1 3.0 L0 10
¥ 5.0 1,55 29.9 24.3 1010 3.0 10 2.0
5.6 2.32- 45.3 35,5 160.4 3.0 2.0 1.0
; 8.2 6.ud 425 27.1 . 191,0 3.0 2.0 2.0
;o 6.8 6.06 46.9 27.1 204.5 3.0 20 2.0
3 .1 7.8 6.7 32.7 174.8 2.0 2.0 2.0
} 7.4 L35 2.7 271 106.2 3.0 L0 L0
o 7.4  1.83 20,9 '25,7 110.0 3.0 1.0 2.0
L i 7.7  L73 34.1 257 128.0 1.0 2.0 2.0
b 7.7 3.64 31.3 257 123.6 3.0 1.0 10
- 8.0 ‘234 45.3 355 1127 2.0 1.0 2.0
B 8.0 2,32 29.9 215 108.2 3.0 L0 20
g ; 8.3 1,11 31,3 257 107.3 380 L0 10
o 8.3 10,02 43.9 31,3 1919 3.0 2.0 1.0
'_ 8.8 2.21 24.3 20.1 1235 30 L0 1.0
o 9.2, 1.66 383 29.9 108.2 2.0 .0 2.0 -:
' 9,2 1,88 28,5 20.1 110.0 3.0 1.0 L0 .
; 9.2 .22 28.5° 22.9 108.2 3.1 L0 20 E
| 9.5 2,87 31,3 257 108.2 30 L0 1.0
10.1 1.34 28,5 21.5 182.0 3.0 2.0 10
10.1 111 29.9 20,1 .114.5 .3.0 .0 1.0
; '10.1 187 35.5 257 188.3 8.0 2.0 2.0
10.4 6.02 29.9 24,3 -128.5 2.0 1,0 2.0
. 10.7 1.8 22,9 17,3 174.8 1,0 2.0 2.0
: 10,7 1.66 28.5 24,3 110.0 3.0 1.0 20
| 11,0 1,56 24.3 20.1 108.2 3.0 LO 2.0
! 11,0 1,11 383 32,7 1145 3.0 1.0 1.0 ‘
; 1.3 1,55 32.7 27.1 108.2 3.0 1.0 10
X 11.6  2.32 25,7 21.5 110.0 3.0 L0 2.0
= 11.9 2.98 24,3 215 107.3 3.0 1.0 10
E 11,9 1,33 20.9 22.9 108,2 3.0 1,0 2.0
L 12,2 1.24 356 28.5 108.2 2.0 1.0 20
' 12,2 2.21 27.1 20.1 88,3 3.0 LO. 4O
S 12.5 1.6 28,5 24.3 1108 8.0 1,0 10
o 12.8 1,88 32,7 257 1146 3¢ L0 10
,=‘ 13,1 1,50 31.3 257 107.3 2.0 L0 2.0
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TABLE 1.

y

13.1
13.4
13.7
13.7
4.0
4.0
14.3
1.9
14,9
15.5

16.5
18.1
16.1
16.7
17.0
17.8
17.6
17,9
18,2
18.5

18.8
18.8
18.4
19.4
20.0
20.3
20.3
20.6
21.2
21.2

CODED MISSILE DATA, EXAMPLE I (Continued)

vy A7) Vs A/} Vs Vg Vi
2.98 27,1 21,6 96.6 3.0 1.0 L0
2.10 45.3 32.7 164.0 3.0 2.0 2.0
1.7 60.9 36.9 161.3 1.0 2.0 2,0
2.65 25.7 22.9 1217 3.0 1.0 1.0
2,98 34,1 20.9 105.5 2.0 1.0 2.0
1,11 28,56 21.6 123.5 3.0 1.0 1.0

. 1,33 25,7 2.5 117.2 3.0 1.0 2.0
6.08 49.5 29.9 107.3 3.0 2.0 2,0
.88 17,3 M.5 122.6 3.0 1.0 1,0
1,67 41.1 28.5 209.0 2.0 2.0 2,0
1,77 3.8 27.1 108.2 3.0 1.0 L0
3.42 28.5 18.7 144.2 3.0 1,0 1.0
4.30 49,5 35,56 21,7 3.0 2.0 1.0
1,88 285 20.1 117.2 3.0 L0 1.0
1,56 27.1 22.9 1:01.0 3.0 1.0 2,0
3.64 49,5 32,7 2009 2.0 2.0 2.0
2.10 25.7 22.9 1082 3.0 Lo 1,0
2,00 25,7 215 81.2 3.0 L0 2,0
1,67 28.8 24.3 85.7 3.0 1.0 2,0
1,22 28.5 24.3 108.2 3.0 Lo Lo
1,66 20.9 24.3 108.2 3.0 Lo L0
.33 35.5 25.7 198,2 3.0 2,0 2.0
2.65 28,6 18,7 1217 3.0 1.0 1.0
1.6 28,5 24.3 110,0 3.0 1.0 2,0
1.99 24,3 .8 316.1 L0 2.0 2.0
1,77 2.6 0.5 108,2 3.0 1.0 1,0
5,95 31,3 28.7 1145 3.0 1,0 2.0
1,25 22,9 18,7 12,7 2.0 1.0 2.0
2.6 215 17.3 101.0 3.0 1.0 L0
1,33 28.5 25.7 108.2 3.0 1.0 2.0
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TABLE 1. CODED MISSILE DATA, EXAMPLE I (Concluded)

y V4 A AL Vi Vs A M

21,8 2,32 31.3 257 9.5 3.0 1.0 1.0

22,1 5,40 34,1 27.1 114.6 3.0 2.0 10

22,4 177 31,3 25.7 108.2 3.0 Lo0 1.0

23.0 111 28,56 21,6 114.5 3.0 1.0 10

j 23,3 2.32 3556 28.6 1154 3.0 1.0 2,0

] 23,9 1,11 27.1 18.7 110.9 50 1.0 1.0

: 23,9 1,8 20.1 17.3 103.7 3.0 1.0 10

24,2 5,34 22,9 18,7 1208 2.0 1.0 2.0

24,2 199 25,7 18.7 1M.5 3.0 10 L0

24,8 2.88 24,3 18.7 107.5 3.0 L0 1.0

24,6 1,22 29.8 25.7 10L0 3.0 1.0 2.0

26.9 1.99 34,1 25.7 183.8 3.0 2.0 1.0

28.4 4,08 22,9 17.3 137.0 3.0 1.0 1,0

20,3 111 28,8 24.3 107.3 3.0 1.0 1,0
‘ 30.2 . 2,00 45,3 31.3 181.1 1.0 2.0 2.0

! 30.2 5,07 42.5 28,8 225.2 3.0 2.0 10

j 31.1 LS5 27.1 215 108.2 3.0 1.0 2.0

31.4 1.20 34.1 28,5 101.9 2.0 L0 20
: 32.3 L7 382.7 27.1 108.2 3.0 L0 2.0
1 34,1 1,33 43,9 29.9 210.8 3.0 20 2.0
! 85,0 3.20 43.9 31.3 184.7 8.0 2.0 1.0
' 37.1 186 21.5 18.7 1100 3.0 10 2.0
3.6 1,88 20.1 17,3 . 101.0 3.0 1,0 2.0

41,3 1.88 28.5 24,3 118,0 3.¢ L0 1,0

41,6 111 46.7 27.1 874.6 L0 2.0 2.0

45,8 5.78 82.7 24,3 11,5 3.0 20 1,0

, 48.5 1.99 32.7 285 1100 8.0 1.0 2,0
- 57.5 1,13 b56.6 81,3 38.3 4.0 2.0 2,0
‘ 6.5 1.22 . 24.3 18,7 174.8 3.0 20 2,0
60.5 6.02 27.1 22,9 108.2 2.0 L0 2,0

i
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2. THE LINEAR STATISTICAL MODEL FOR THIS MISSILE

1t was decided to set up a linear statistical model [ 1] relating the

radial miss distance, y, to functions of the 7 other variables, v, through v,.
Through engineering conaiderations, the model chosen was:

Y = by + byXy + baXy + byxy + byxy + byXy + bexg + byx; + byxg + byx,

+byxgyte

X, = v, = target altitude at intercept

X = vp = range of target at launch

Xy = x3= v}

X = vy = range nf target at intercept

Xg= x3= vi

Xg = v, = target closing velocity at intercept
0.5 if Mod 1
x;= { 0.5 if Mod 2
| 0.04fMod 8

0.01if Mod 1
Xg= (-0.51f Mod 2
l 0.5 if Mod 3
'y {-O.Hftarwtypo 1
0.5 if target type 2
X {-o. 5 1f low intensity radar
0.5 if high intenasity radar

e = random error

3. GENERAL LINEAR STATISTICAL MODELS

Frequently the results of experiments or measurements are given

~ as a set of independent variables and as asscciated result or dependent

variable. The data discussed above provides ono example. As snother example,
the velocity of the vehicle could be measured at various time points.

The result or observation, y, is considered as a function of the
independent variables, v, vy, ..., A and random noise e and written:
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Y=y (Vi Voo .. Vm. e) .
‘The ohservation noise or measurement noise e 18 a resuit oi the inaccuracy oi
the measuring devicea and of variables which are not included in the model but
which do affect the observation. If the model I8 correct, e is the random
fluctuation of y for the fixed values of v, through V'

The most convenient and frequently used model ia the linear atatistical
model:

= + + + ..+ +e.
v ho b,x, bzX, . bkxk e

Here the x 's are functions of the basic variables v,, e.g., X;= v;, X, = v},

1 i
X3= Vg, Xy = Vv, On~restriction on the xi'a is that they be linearly

independent; e.g., if Xx;= v, and x, = v;, then x; cannot be set to (v + v,). The

dg:her restriction {s that the xl's be known or measured without error. (Both

rlputrictionl can be relaxed in more advanced work.) The model is termed
"!.inear" because it is linear in the coefficients bl' The bl" are conaidered to

b'é fixed but unknown and must be estimated from the data.
It should be noted that this is not the only statistical model possible and

may not apply in some cases. However, it can be used successfully in a large
number of situations and it does possess manipulative ease. The model should

.be constructed from physical and engineering considerations. As will be

seun later, statistical testa can be used to determine which terms can be
droppud from the model without seriously affecting the accuracy; however,
they give no indication of which new terms should be added to the model.

The resulis on the missile discussed above, hereafter known au
Exampie I, are of concern here. Iowever, in order to illustrate the method
with a small, wncomplicated case, a simple example (Example II) was
ooncocted. The calculations of Example II can be done by hand in a "'reasonable"
(compared to Example I) length of time.

In Example I, the amount of catalyst added to vach of two vats in a
chemrdcal plant was varied from 0 to 5 unics. The resulting yields are listed
in Table II.
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TABLE II. CHEMICAL YIELD, EXAMPLE II

y
vy
Amount of Yield for Yield for
Catalyst Vat 1 Vat 2
0 8.81 7.02
1 10. 00 10. 02
2 13.25 10. 15
3 14.51 13.43
4 11,36 10. 40
5 8.58 4,33

The yields are plottea in Figure 1 as fimctions of the amount of catalyst.

Enu

'e.
g - .

12,0 - —

_ ]

3 | " ’? !

1.“ ? — _ :

‘ 1 | = GRAPH OF VAT MO, | .

2= GRAPN OF VAT NO, 2
. - 12

. | 1 3 ‘ s
- ANOUNT OF CATALYSY

FIGURE 1, CHEMICAL YIELD VERSUS AMOUNT OF CATALYST, EXAMPLE II

The plot suggests that an appropriate model would be a’second degree polynomtal:

y=by+byv,+byvi+e
=hy+byxs+byxs+ @,

where

Xym vy Xgm v} .
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Without loss of generality, it can be assumed that the nolse e has zero
mean [if not, the mean, E (e), could be included in the term b, so that the
fedeiined noise e* = e~k (e) has zero mean].

If a total of n obacrvations are taken, then the model can be written as:

y.=byxs+byx

j +bz x2

1,5 PR "L R AR R

1, is the value of X for the jth data point, To shorten the
’
above equations, the following vectoras and matrix are defined:

where x,= 1 and x

bq '
\
yl\ bl ey 1 x‘p' XZvl L xk.l
Y2 b, e 1 X2 X2 000 X g
x: 0 » E: . , 2’ . y X= . . . .

.\ [ * .

yn bk} en 1 81.!n 82 n Y xk.n .
The above equation becomes ;
y=Xb+e. ‘

4. ESTIMATION OF THE COEFFICIENTS

A linear stutistical model has been postulated in Section 2. In -.
addition, the noise ¢ is assumed to have zer6 mean and covariance matrix= o?f, -
where I {s the identity matrix and 02 is a constant that may be unknown. That is,
tori{, §=1, ..., n, E(ej)-o. var (e)-a’ and cov (e‘. ’)- Oifiwj If

this assumption is not met, the proper transformation of variables, in most
cases, will reduce the model to one in which the assumption does hold.

A method must be found for determining b, 5 the estimate of the coeffi-
cients b. There is usually a loss incurred when the estimate b is not the true
value b. Usually, the further § les from the true value b, the greater the loss
beoomes. Bince the values of X and y are given, it is desirable to choose £
so that the predicted value of y, ¥ = Xb will be close, in some senve, to ;pe
actual observation vector y. A convenient way of doing this is to choose b so
that the quadratic loss
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Loss= (y-Xb)T (y-XB), -

»~ -~ --..‘:“ /"—.."
where {3 - X E;T is Uis trauspuwe 01 (Y ~ X D), is minimized, This is
equivalent to

n .
Loss = vy - B)?,
3 0%

where X, is the row vector

3

?"- (1. X g %, q0 e ﬁt-l) .

Because of the abo-e form, the estimate ﬁ which minimizes the quadratic loss
is called the least squares estimator.

The quadratic loss 'J,(sln be expanded

) / - -~ - L]
Cg-xBT g-xpey y-2B"xT g+ B xTxp .

If this quantity is dffereﬂtimd by 51 and get oqunl to the zero vector, the
result {s ' : i : _
B ‘_ : ’
-2 xTy_+zx.Tx§. (]

kriﬁ- xTy_
b= X X)"'XxTy . o

In Example II, the quunﬁﬁep of interest are

e - -
a8 1.0 0.0 0.0
10. 00 .0 1.0 1.0
13,25 140 2.0 4.0
14817 .0 3.0 9.0
11,36 1.0 4.0 16.0 b,
8.58 1.0 5.0 28.0
3= | 7.02 %" |10 0.0 0.0 B"|P] -
10,02 L0 1.0 10|  |b,
10. 16 1.0 2.0 4.0
13.43 1.0 3.0 9.0
10. 40 1.0 4,0 16,0
4.33 1.0 5.0 28.0
L d L -
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The quantities XTy_ and XTX are calculated to be

T 121.86\ . 12.0  30.0 110.0
xTy=( s0z.23), x"x=( 30.0 110.0 450.0) .
1035. 99 110.0 450.0 1958.0
T
The inverse of X "X is
0.4107 -0.2946 0.0449‘)

(xTx)"a- -0,2948 0.3634 -0.0670
0.0446 -0.0670 0.0134

~ The estimate of b 1

' . 7.249
| b= (xTx) xTy~( 4549 )
C -0.924/ .
The prediction equation for y is thus.

§=7.249 + 4,549 x, - 0.924 x4
yu7.240+ 41540 vy - 0.924 v} . .

Listed below are y, i, and the error in the q"redicﬂbn ofy, x—i.

z/ i=Xb | 3y
8.81 rf":.wﬂ V r'1.5(;;1
10. 00 10.874 |. -0, 874
13,25  |12.e52 +| o.8981 .
14.51 12, 582 : 1.927
11.36 10. 667 1 0.693
8,58 6.904 | 1.676

| 7.02 1.249 | -0.229

; ~ |10.02} 10. 874 -0.864

s 10.15 12. 652 -2.502
13.43 | . |12.882 0.848
10. 40 10. 667 -0.267
| 4.33 | | 6.904 | | -2.574

Plotted in Figure 2 are the dm points and the prediction equation.
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FIGURE. 2, PREDICTED YIELD, EXAMPLE II

Notice that no mention has been made of the probebility distribution of
the measurement noise @ except that the covariance matrix is ol and the mean

18 (B zero vector. ‘Thus, the formula for the least lqmes estimator is free

of the distribution of e. Also, no matter what the distribution of e, if I (e) 0
and cov (2) = 07, then
E(y=E Xb+e)=Xb o
cov (y) =cov (X b+ g) = ol
E & -E([x X]-! y)= (X xl-‘x E(y)=b

T

cov (b) = 1xT X)X covy X [X Tx) =0t (xTx]17

‘Thus, no matter what the dutribution. the least squares ostimator is unblased
(E(g) = b] and has covariance matrix cov (ﬁ) =0? (XTX)~!

An appealing estimate of tl;e variance of is the "average" loss. After
the roefficient vector b hu been estimated by b, the predicted value of the
dependent variable at the j point is yj =X b The dlffarance between the actual
or measured value of yj and the predicted y’ is called the j renldull. ,l (yj
X b) The sum of the squares of the residulll is called the sum of lqulrn for
error (SSE) and can be shown to equal:
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( —x b\z- (v—Xb)T y - Xb) .

n M s

n
i

s gt - vt TR TR

One estinfate of the variance o° is then

,_ 8SE_
n-k-1

At ———, nean ) s ra o on

How well s? estimates o? depends upon the forms of the probability distribution
. of the noise e.

In Example 1,

SSL +~ 25.00
9= 2.78 ..

o : The covariance matrix ofﬁ is (XTX}" o* and 18 estimated by
? 1- 14 -0082 ' 0012

(XTX)=1e2=[-0.82 101 -0.19
0.12 -0.19 0,037/ .

5. TWO 'n‘ ES OF INDEPI,N'DENT VARIABLQS - QﬁANTITATIVE AND _ S
. QUALITATIVE i . . o
/. .

For the miseile model (Example I), y is the dependent variable, v,
through v; are the basic independent variables; x,through x,, are the expanded /
. variables. The expanded variables x, through x, are qunntltattve variables and |
E ‘ X, through x, are qualitative variables, o
|
|

A quantitative variable ls-one to which such units as meters, degrees,
and pounds can be attached. The quantitative variables inciude velocity, time,
angle measurement, distance and amount.

The other kind of variable is the assigned or qualitative varigble wbich
; . represents such things as missile modification, type of stimuli, which of several ,
: measuring devices were used to obtain the data, etc. These variables must be )
: assigned values and cannot logically be given units. Certain conventions for the o
assigning of values have been set up for this paper.
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In Example 11, the model cou'd be ¢zpanded to inctude a term for the vat
used. The expanded model is

yrby+byx;+byxy+byxs+e,

where

v
1=V,
Xy = Vo

-0.5 if the first vat is used

%1% 1 0.5 if the second vat is used.

_The matrix X becomes

-

-0.5 !
-0.5
-0.5
~0.6
-0.5
-0.5
0.5
0.5
0.5
0.5
0.5 :
0. SJ .

1

[
OO0 O0O0DO0OO0O0O0CO

co0coo0cO0oO0OOOOD
»

o e
-
.

[ X
o-mp'a-':-_o

T el ek $d b pmd
| oull Sl auti a4 4
*® & e s 9
e s .

Lol ol o

o PO O RN O
0

BSwarse
0o00CcOo0CcO0OOCOO OO

! -
The vector xTz and the matrices XTX and (XTX)"'are
221,86\ /120 30.0 1100 0.0
«Tyo [ 30223 ) T [ 30,0 110.0 4B0.0 0.0
L= L1035.99 )’ 110,0 450.0 1958,0 0.0 J ,
-5.585 0.0 0.0 0.0 3.0
0.4107 -0.2846 0.0446 0.0
'xTx)"~ -0.2046 0,3634 -0.0870 0.0
( *| o.0446 -0.0870 0.0134 0.0 '

0.0 0.0 0.0 0.3333

The estimate !;_ is thus
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The prediction eﬁuation is
; '

¥ = 7,248 + 4,549 x, -0. 924 x, -1.880 x, .

The estimate of the vai'lance-i

= 1,83 .

The covariance matri- and the correlation matrix of E are given bejow:

-0.78

ov @ =\ o
0.0

‘ 1.00
o &= | oles

0.00

-0.54
0.66
-0. 12
0.0

. =0.7
1.00
-0.96
0.00

In this case, twu curves are predicted

0.082

-0. 12
0.24
0.0

!

0,658

-00 96
1. 00
0.00

- x I
y = 8,179 + 4,549 v, -0,924 v} if vat 1 is used

y = 6319 + 4.549 v, -0,924 v} 1if vat 2 {8 used.

’I’hus. the difference between the predicted yieldl from vat 1 and vat with the

same amount of catalyst is estimated as y

gcurves are .plotted in Figure 3.

vat 2~ Yvat 1

= By = ~1.860. The two

This fit may be compared with the précedlng fit without the term for

vat differences.

In the previous example, there were two vats used and the values of -0.5
and 0.5 were rather arbitrarily assigned to represent the vat used. It is
noticeable that the qualitative variable occupies one place in the model and one
column i{n the X matrix; this corresponds to the one difference between two

factors.
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FIGURE 3. PREDICTED YIELD FOR THE EXPANDED MODEL, EXAMPLE II

In Example I, there were three modiﬁc‘ntiona of the missile. There are
two linearly independent differences among the three effects, A, B, and C of the
modifications, Thus, one could choose B-A and C-B; in this case, C-Ais a

" lnear combination of the others, C-A = C-B + B-A. Another choice of linearly

independent differences is B-A and 2C-B-A. In this case, two terms are added
to the model and two vectors are added to the m 1x.

In this work the following values were uaigned to the expandec{ variablea
for the modifications: |

!

Modification X; Xy '
1 "0- 5 o. 0
2 0.5 ~0.6
3 0.0 0.5

If there are four types for a qualitative variable, then there are three
indepcndent vectors. They could be assigned the following values:

~ Type X X, X
1 -0.5 0.0 0.0
2 0.5 -0.6 0.0
3 0.0 0.5 -0\5
& . 0,0 0.0 0.5

The same pattern s followed for other numbers of types,
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6. THE ESTIMATED COEFFICIENTS POR THE MISSILE MODEL

'T‘hﬂ riqfn for fhn miaoila Il‘vnmnln 1 mwinwa lnnv‘- intn blnn

Gencralized Least Squares Fit (GELSF) dlg‘ltdl computer program {2], which
was written to do the above calculations. The results are shown in Tables III
through V1. The predicted model is

¥ = 24.103 + 0.086x, - 1.496x, + 0.020xy + 0. 886x, - 0. 016x; + 0. 087x

+ 6.719xy + 6.413x5 - 2. 06 1%y + 3.753x .

a. The Advantages of Normal Noise

:In the special case of Gausaian or normal noise, the least
squares estimator is .80 the maximum likelihood estimator. The likelihood func-

- tion is the joint probability density of the observations. Assuming X is known

perfectly, b is fixed but unknown, the noise e Gaussian with mean 0 and covari-
ance matrix 0?1, the observations will be Gaussian with mean Xb and covariance
matrix 02, Thus, the likelihood function is given by

S | . E
Lh, = (2#02)'2“9 [-;,g,l'z(l'x.b.)'r (!.-Xh)] . _
! - N

If the derivntive of the likelihood, function with respect to b is set to zero, the o
value b which maxi.mizea the ukelihood is ' "

b= xTx)-1xTy .

This is identical to the least squares estimator. If, however, the distribution
of the noise is other than Gaussian, the likelihood function and, thus, the
maximum likelihood egtimator. may be different from the leut squares
estimator. :

Furtﬁermore. if the covariance matrix is of the form Q = 0?I and the : -,

- xS) @-X8

2
c
has a Chi-square distribution with (n-k-1) degrees of freedom where n is the
number of data points or ocbservations and k is the number of X 's in the model,

and thus, -X Gn)_ - - XB) is an unbiased estimator of o2, This 18 the n’r

discussed in Section 4.

noise is Gaussian. then it can be shown that the ratio =
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