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OPTIMIZING A FOUR-PART ASSAY PROCELURE

Walter D. Poster
Biomathematics Division, Department of the Army
Fort Detrick, Maryland

ABSTRACT. Optimizing the procedure »f a four-part assay of a
bulk material is considered on the basis cf the variance of each part
versus' its cost. In d replications (defined as Days), a settling
Chamber is used ¢ times to deposit organisms on p Plates per chamber
run; the plates are incubated and Read r times per plate., A nested
analysis of variance provided estimates af the components for the
variance function: “

2 2 2
“p g o 7
rped + ped = cd

V(AsSuy) =

The vost function is the sum of the cost rate x number of repeats for
each part:

Cost = (unit Reading cost) rped + (unit Plating cost) pcd
+ (unit Chamber cost) cd + (unit Day cost) d.

A Lagrangian multiplier approach yielded minimum variance for a fixed )
total cost:

1

Mip [V(Allay) + A(Cost)].

This approach is contrasted with non-linear programming and integer
programming. "

ION. A problem common to both bulk sampling and sample
surveys is to obtain as much information about a population, usually
stratified or segmented in time or space, as possible for a given
budget. For example,.grain production in the mid-west or even from
a specific farm would need to be sampled according to various strata
defined by bagy, bushels, wagon loads, etc. To maximize the infor-
mation, i.e., minimize the variance of the sample mean for a given
cost is the way the problem is usually stated.

Duncanl. among others, has written extensively on procedures for
bulk ssmpling and has a pertinent bibliography. Similarly, Cochran2,

to pick another outstanding writer, has worked extensively in the area
of aample surveys. The problem addressed here is to optimize an assay
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procedure for a sporulating organism where the steps may be considered
as a three-phase procedure. This problem is answered partly by bor-
rowrdne the sochnigue from bulk and sample Survey suluiions; ic is also
approached from the point of view of integer programming.

A '"'day" is a natursl block of work. A small amount of the spore
material in dry state is encapsulated and dispersed with a CO2 pistol

into a small chamber. Several agar plates are set in the bottom of the
chamber onto which the dispersed spores fall. After a suitable incuba-
tion period in a humidity chamber, the plates are "read" until 100
organisms are counted and the percent viability is estimated. Several
such readings are made. It is the purpose here to minimize the variance
of this assay procedure subject to & particular assocy cost.

I. VARIANCE FUNCTION. An experiment was designed specifically to
provide estimates of the various sources of variation. In each of
several "days,” repe:-ed chamber runs provided an opportunity to observe
variation from one chamber run to another within the same day. Six
chamber runs per day were scheduled, three agar plates per chamber run
ware prepared, and each plate was read six times. The experiment con-
tinued over 18 days. For sake of simplicity the variation dus to
technicians is omitted in this report.

A nested analysis of variance gives both the structure of the
analysis and the results.

ANALYSIS OF VARIANCE ON % VIABILITY

'Source df NS RS
Days . 17 315,013 o2 4 202 + 60° + 3602
- ey ' R P c D
Chambers in Days 90 26,990 o2+ Zc: + 602
Plates in chambers 216 20,98 of + 205
Readings in plates 324 15.012 a:
2., 2aa. 2.4, 2.
a 15; cp 3; 9. 1; % 8

Because of the balanced arrangement, there was no problem in sstimating
the components in this hierarchical analysis according to the expected
mean square shown in the table above. Thes astimates of these components
of variance are also shown there. In this completely randomired design
with all factors considered random, the variance of the mean percent
viability is given the following equation:
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This variance function permits the experimenter to obtain any degree
of precision he is willing to pay for merely by assigning appropriate
values to the number of readings per plate, the number of plates per
chamber, the number of chamber runs per day, and the number of days.
One criterion for this degree of accuracy is the cost of the assay.

A second criterion concerns the intended use of the material and to
what degree of accuracy he must know its viability.

I11. COST FUNCTION. Coat functions are notoriously difficult to
describe realistic:lly, especially when the assay procedure itself is
conducted on a sporsdlc basis. The function chosen here was selected
prinmarily because of its simplicity and waa felt to be adequate for

the problem at hand:

S=rpcd R+ ped P+ cd C+ d D, vhere'R = .20; P = .50; C = ,50;
and D = 2.50 are the (fictitious) cost per unit for Reading, Plate,
Chamber and Day, and r, p, ¢, d are the number of units of each.

As 1is clear, this function also follows a nested construction and
assigns to each portion of the assay a fixed cost so that total cost
is obtainad meraly by counting the numbar of component parts., Overhead
costs such as equipment, utilities, laboratory space, etc., have been

included in the "day" costs.

1f£ the experimenter is willing to pay S dollarm for one assay of
the mataerial, then the conjunctive use of the variance and the cost
function will optimize the assay procedure for that cost. Conversely,
the cost function will show him what ha would need to pay to obtain
an dssay for a prescribed precision. The optimizaticn processes are

ghown in the next section.
I11. OPTIMIZATION PROCESSES.
A. Lagrangian Multipliers

Let us write the following function

L=vVv(X + A8

which includes both the variance and the cost as a quantity to minimize.
Following the standard procedure, partial derivatives of the function L
arc taken with respect to the parameters d, ¢, p, r giving four equations
in five unknowns, the fifth unknown being the variable A. The fifth
aquation i{s the cost function itself. These darivatives, which can be
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seen in the Appendlx, give risc tz 2 2t of five non=linaar aimultaneous
equatlons whose solutions are also shown in the Appendix and were ob-
tained as a unique set by virtue of the simplicity of the nested dasign,

It is clear, although not proved mathematically, that any hierarchical
deaign with random effects and an associated nested cost function will have
these two properties: non-linearity and analytic solution.

The procedure involving the Lagrangian multipliers clearly treats
d, ¢, ps T as continuous variables. Obvicusly they mumt be positive as
well as all of the other input values such as cost rates and the variance
components. In keeping with this approach, we should then expect to find
the solution for these variables to be non-integers, For a limit of
S = $9.00 per assa’, the optimum solution gave

d=1.98; c= .79; pw1l.73; £ = 3,543 V(X) = 7.4; S =9,0

Because the experimenter must work with integer values of these
variables, the next highest and lowest integer value of each variable
were examined in combinations with similar upper and lower values for
all other variables giving rise in general to 24 combinations. The
© variance and cost functions were computed for 8 of the 16 combinations
plus one other; and, the one that minimized the variance for the allotted
cost was chosen: specifically where 8 » $9.00, d = 2, ¢ = l, pul, v =3,
These 9 combinations are shown in the table below with the selected set
shown with an asterisk,

4 & 2 3 w8
1 1 1 k] 17.0 4.1
1 1 1 4 15.8 4,3
1 1. 2 3 13,0 5.2
1 1 2 4 12,4 5.6
2 1 1 3 8.5 8.2
3 1 1 4 7.9 8.6
2 1 2 3 6.5 . 10.4
2 1 2 4 6.2 11.2
2 1 1 5 7.5 9,0

By extending the perturbation range beyond adjacent values, such
a table also has the advantage of displaying to the experimenter what
a small increase in cost would yield in terms of increased precision.
Similar solutions would be available at other lavels of possible cost,
S, per assay.

B. Integer Programming

Integer programming is that type of mathematical programming that
seeks to optimize a particular function subject to certain constraints
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where the cousiiaints arc exprosssd in integer form. Mathematical
theory to date has not discovered a general procedure for problems

in integer programming but several alternative procedures are avail-
able that are felt to be optimum for well=-behaved surfaces., A fuller
discussion of integer programming is beyond the scope of this paper
and is not pursued here, An effective alternative procedure consists
of asking the computer to map the gsurface for all combinations which
are reasonable and to select the optimum value which satisfies the

cost restraint.
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AN APPLICATION OF MATHEMATICAL PROGRAMMING TO EXPERIMENTAL DESIGH

[ J. Richard foore
| U. S. A. Aberdeen Research and Development Center
; Aberdeen Proving Ground, Maryland 21005

It often happens that a number of observations (measurements) of interest
i can be made each time a complex system is operated. When there are seyeral
| different modes in whict such a system can be operated (missions) the set of
' observations may be diffiorent for each mission. Many observations may be
common to sévera] modes of gperation while some may be peculiar to a particular
mission.

]

* When it {s necessary to obtain a number of observations for each of a

! knowr! set of subsystems-(or functions) the question of how many times the system
must ‘perform each type mission arises. A reliability demonstratidp test for a

i complex system is an example of the above. This paper givis an example of a

i procedure by which the required set of observations can be obtained at a

minimum cost. Hopefully this example will help those who! are active in research
and, development to recognitze situations in which appreciable saving can be ‘

simple to use once the problem to which they apply has been 1dent1f1ed

\
| As an example, consider a complex system which consists of six major sub-
systems. A reliability demonstration test must be conducted for the system and
. also for each of the subsystems operating as part 6f the system. This system is
capakle of performing four different types of mission., The amount of operating
time {number of operating cycles) for each subsystem during a mission depends on
the mission type but it !s assumed that the probability that a specific subsystem
will fa*l Jduring a misslon depends only on the amount of operating time (cycles)
it accumulates during the mission and not on the type of mission which the system
is performing. That 1s, it is assumed that the distribution of time (cycles) to
failure does not depend on the type of mission the system is performing when the
subsystem is accumulating operating time (cycles).

2

This article has been reproduced photographically from the auﬁhor's manuscript.
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It is necessary to use a reliability demonstration plan which allows no
failures because of the limited availability of test resources. For the
system to pe tested this dictates that, in order to demonstrate tne desired
rgldabi]ity with the required confidence, each of the subsystems must accumulate
the operating experience given in Table I.

TABLE I

Required Subsystem Operating Experience

Subsystem Operating Time (C&c]e;)
] ' 60 minutes
30 minutes
40 minutes
- 80; minutes
20 cycles
30 cycles: ;

[ 30 4 L B I #% B O\ ]

It.is further required that the system must complete at least two of each type
mission without failure. e ' \\ \ o

The operating time (cyclas) for each subsystem during eéch'type mission §s-
given 1in Table 11 '

Al

TABLE 11 )
Operating Experience for Subsystems by Mission Type

Mission Type

Subsystem
1

L,

w ;O o W o

o -0 P o N
o —= o N

-l
N DY OO DO
W o W oo W
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The units of measurcment for the entries in Table II are minutes for subsystems
one through six and cyeles!for subsystems seven and eight. Thus, Table Il says
that a subsystem one operates for six minutes during a Type 1 mission, twelve
minutes during a Tyﬁe 2 missioﬁ, three minutes during a Type 4 mission and
doesn”t operate during a Type‘3 mission, etc.

». The problem is to find the best wey to run this test program in the sense
that the total cost of testing is minimized. The cost of running each type
mission.is given in Table III.

TABLE 111
Cost of Running Each Type Mission

Mission Type Cost of Mission
: 1 40
2 38
3 43
. 4 -39

\ : R
The cost data in Table I1 are relative costs which are in ‘thousands of dollars

<

1n this example. ~-

With the preceding 1nformatioh available, it is seen that this is a problem
in linear programming in which one must determine the minimum number of times to
requ1re the system to complete each type missfon,. 1.e., minimize the %ost of

. testing. subject to the constraints that each subsystem nust accumulate at least

as much operating experience as is given in Table I and also the system must
complete at least two of each type mission. Since the solution will be in terms

of fumber of tests, 1t also follows that the solution vector for the linear

program must be integer valued. A problem of this type is called an integer
programming problem.

The first step in finding a solution to the problem will be to formulate it
in standard terminology. Let Y be a column vector with jth element equal to the
number of times the jth type mission must be run, that is

Y1
Y2
Y3.
Yy
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‘where {yj} are unknown which must be determined. Llet C be a row vector with

elements equal to the mission costs given in Table 111, B be a column vector
with elemenrts equal to the required total operating requirement for each

(uhc.vcfpm ac mvpn in Ta‘ﬂa 1 and 4 ho a matrix with alemente snual to the

operating tine (cyc1e5) for each mission type as given in Table II. With this
notation the problem is to find the vector Y such that:

CY = minimum
AY > B

2
Y > 2

2

2

and all of tre elements of Y must be integers. Substituting the numbers given
in Tab1e I, Table Il and Table III in the above re]ationships Jeads to the
fo]low1ng statenent of the problem:

Find a vector of integers, Y, such that

CY = 48y, + 38y, + 43y, + 39y, = minimum

and
byy + 12y + 3y, 2 60
9y, + A4y; + &y, > 30 ‘
By, + 2y, + 5y, > 40 ' f
AsY = 6y, + 10y, + 3y, >80 =B '
Syy + y»+2y3;>20
3y, + 2y, + 3y, > 30
yi 2
Y = .Y? .>.2
Y _'_2
y-’. - 2 . )

518

o b -




>

The last four constraints can be eliminated from the problem by the translation

of axis |
[. Ifx)\ ’2‘. Y
E X, 2 \
X = X=Y - b Y - 2
‘i Xy 2
§ 1
E 1
where e = !
1,
This transforms the original problem to the equivalent problem: Find a vector X
such that " '
' CX = minimum
AX > B,
X>0
; where B, = B - AM
; .

L ' ' "ahd "M = 2e for this problem. !

% The next step is to inspect the vector Bx to determine whether the complexity
.0f the problem can be reduced. If any element of B, is zero or negative the operating
requirements for the corresponding subsystem will have been satisfied when the system
has completed the number of ea#h type mission necessary to satisfy the constraints
Y > M. Thus, the size of the problem can be reduced by dropping all constraints
corresponding to zero or negative elements of Bx'

In the example B, =8B- 2Ae is

[ 60 * [6 12 0o 3 118
/30 j9 0o 4 6 : ] -8
| y .l % _ 8 2 0 5 f2° . 10
: Y 80 !0 6 w0 3 .2 |4
f 20 L s 2 0. |2 L og
E 30 / \ 3 0 2 3/ ‘2. s
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The second element in Bx is negative, which means that if each type mission is
run two times in order to satisfy the requirements X > 0 (Y > 2e) there will be
(9)(2) + (0)(2) + (4)(2) + (6)(2) = 38 minutes operating time on subsvstem number
two, which is eight minutes more than the required thirty minute operating time
for that subsystem; hence, the second element in Bx is minus eight. This allows
a reduction in the size of the problem without changing the solution by dropping
the second constraint equation. '

Letting A° and B; represent the reduced matrix and vector resulting from
the deletions, the problem is rewritten as:

Find a vector X such that

CX = minimum
AOX >B x
X>0

Ihe next step is to inspect the colunmins of the matrix Ao to determine whether
the dimension of the problem can be reduced by omittirg one or more of the elements
o¢ the vector X. If any column of A° contains all zeros then none of the subsystems
for which data is needed will operate during the type mission corresponding to that
co1uﬁn., Requiring the system to Fomp]ete such a mission would only increase the cost
ot testing without generating any\needed data. The dimension of the problem is
reduced by eliminating the zero columns from Ao and ‘the corresponding elements from
the vectors X and C. Lettirnig A°, X° and C° be the new matrix and vectors which result
from thistransformation, the]problem is stated in final form as: Find a vector X°
such that !

§C°X° = minimum
A°X° > B°*
X 20 ,

In the numerical example, omitting the second row in A and the second element in
Bx reduces the problem to the form:

X1,

1

X2
= minimum
|X3
|
\ Xy /
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6 12 0 3 X, i 18
8 2 0 5 / ( 10
- Pox _
AX = i 0 6 10 3 .| > 42 =B,
.I'. 2 .’ 2 0 i Is3 ‘;
\ ' \
' 0 2 3 - - 14
S 9 / 0
! ¥, : 0
X >
‘l X: - 0
| :
. .0

The dimersion of the prchtlew can not be reduces because none ¢f the columrns of Ao
contair oni, zerp elitents, Thus, it is in the final. reduced forn.

With 72 esception of the requirement that the elerents of X° tuer bz integers,
the above is simply a linear programming prebiem whic can be solved using the
simplax method. It can be shown that, if all of the eléments of A° are either zero
or one and a1 of the eléments of By are integers, then the solution vector obtaiged
using the simplex method will have all integer elemenis. This would be the casex
each of th2 subsystens were of cyzlic nature, e.g{, relays which operate for only one
cycle when required during a mission. Also, if for cach subsystem;'the operating
time (number of cycles) is the same during each mission in which it is required to
operate and fhe_operatiﬁg requirement is a multiple of this, then the problem can be
reduced to the zero-one-integer problem and the simplex method can be used to find
the so1ution'véctor'for the integer programming problem. It should be noted that the
above remarks apply to the problem after it has been put in reduced form by making.
all possible decreases in size'and dimension. That is, even though it is not possible
to formulate the original problem as a zero-one-integer problem it may be possible to
do so for the probtlem in reduced form.

It shouid be emphasized that the conditions of the preceding paragraph are
sufficient but not necescary to assure that the simplex method will yield an integer
solution to the problem. Since the simplex method is much easier to apply than the
methods of integer programming, it is advisable to first find the simplex solution and
see whether it is integer valued before proceeding further.
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The simplex solution for the example given here is not integer valued so a
search routine was used on the computer to find the solution, which is:

[% |2}

( 3|
X = 3 lor Y=X+ 2 = ( 5 !
\3' \5!
with minimum cost of
2
3
cY= (40 38 43 39) - g = 604 :
5 i

The reader may find it interesting to show that the solution satisfies all of the
constraints, '

The problem formulated here is of the same structure as the nutrition or diet
mode! found in the Titerature. The reader is referred to Chapter 27 of “Linear ; @
Programming and.Extensionsf by George B. Dantizg for an excellent treatment of the |
formulation and treatment of that problem.
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velocity as sudible sounds, i.e., about 332 m/sec at 20°C and & pres-

pedy to Fort Moamouth is between 70 to 85 minutes after launch. This

Transmission of Infrasonic Waves
Generated by lLarge Missile Launches

by

R. B. m’mc'!- Shaxp
Institute for Exploratory Research
U. 8. Army Electronics Command
Fort Monmouth, New Jersey

Summary *

Infrasonic pressure vaves gensrated during launching of large mis-
siles can be detected at distances greater than 2000 kilometers. On a
pusber of occasions during recent years, tvo infrasonic vave trains
spaced about 30 minutes apart have been recorded Dy sensor array areas
located at Fort Mommouth, N. J. Thess areas are approximately 1400 kil-
ocmeters from the launch pads at Cape Keonedy, Florids. To date, no
explanation for these observed early arrivals of an infrasonic wvave
train vhich appears to travel at approximately twice the normal veloc-
ity of sound through the atmosphere, has proven to be acceptabls. lost
recently, ve have observed a relaticnship betveen these sounds and the
Jet streams traveling the proximity of the peth from Caps Kennedy to
Fort Mommouth. On this basis, ve have evolved & hypothesis that such
correlation exists between the Jet streams and this snomalous propaga-
tion of sound vaves. Becauss of the large smount of Jet siream dats,
but relatively fev missile-firing events, s statistical design of fur~
ther experiments adequate to test the hypothesis is planned. A theo-
retical analysis explains the preasure vave spectra received as con-
sisting of three separate groups of spectra.

Introduction

~ Iofresonic vave propagation phancmens have been explored vith re-
neved interest in recent years. In this report ve summarize our cur-
rent findings. Ve are concerned hers only with infrasomic frequencies
traversing the atmosphere. Infrasonic vaves are inaudible sound vaves
vhose frequency of oscillation are belov 15 Ez; they have the same

sure of 760 mmlg. The absorption of infrasound is considerably less
than absorption of audible sound of the atmosphere due t0 heat conduc-
tion and viscosity.l Because of this, the detection at long distances
of infrasonic energy gensrated by the large missilss, as represented

by Titan III and Saturn V, lsunched from Cape Kemnedy, Floridm ia pos-
sible. Frequency analysis of a number of magnstic tape recordings made
at Port-Moomouth, M. J. during the arrival of infrasonic waves generated
by the missils launches shov the maximal energy propagated to be cen-
tered vithin 0.5 to 5 Hz. The maxims of thess traveling pressure oscil-
lations recorded in the Fort Mommouth test areas seldom exceed 2.5
dynes/ca®. The "normal” treveltime for infrasonic vaves from Cape Ken-

This article has been reproduced photographically from the author's

manuscript.
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variation in arrival time may be due t0 the directiocns and velocities
of the surface vinds along the travel path. The duration of the infra-
sonic vave trains also bas been observed to vary between five and ten
miuuies. 2Ris varistion may be the result of the relative signal-to-
noise ratic at the sensor location for each lawnching. PFurthermore a
so-called precursor or vave train has been sporsdically observed that
arrived sbout 10 minutes earlier than the "normal” wave crein. Pigure 1
claarly shows this precursor recorded, vhen the wind turbulence vas
practically nil, at a site 1000 km north of Cape Kennady, Florida.

The Wind Turbulemnce Problem

The datection at long distances Of acoustical energy produced by
the large missile launches (Titam, Atlas, Saturn, etc.) from Cape Ken-
nedy 1is complicated by lov signal-to-noise ratios. The acoustical en-
ergy t0 be detected is in form of atmospheric pressure vaves of
usually less than 2 dynes/cw®, comtributed in the selected frequency
spectra 0.01 t0o 10 Na. At the distance of interest for this study, ap-
proximately 1400 km, the amplitude and frequency range of the prescure
vaves detected bave been decreased considerably by atmospheric absorp-

. tion, by the dispersive effects of wvind and temperature variations in

the lower and upper atmospheric regions, and by spherical spreading.
At long renges, the combined effect of these factors results in a reduc-
tion of the amplituds of the missile-produced atmospheric pressure vaves
t0 less than the rausdom local stmospheric pressurs variations, aabient
at the sensor location. These ambient variations due to local atmos-
pheric conditions cen have pressure amplitudes in the order of 100.to
500 dynes/cs® and frequency spectrs similar to missile-produced vaves.

L .

Ve found the most promising approach used to overcome these dif.
ficulties, vhen the position of the infrasonic source is known, to be in
the employment of a e nusber of sensors (microphones, microbargraphs,
or pressure transducers) in a linear array, parallel to the infrasonic
pressure vave front and the use of real-time correlation techoiques.

The output of each sensor in the array is .combined wvith the outpuis of
the others by summation or multiplication. If the sensors are suffi-
ciently spaced in the linear array, the pressurs varistions caused by
vind turdulence at each sensor tend to produce uncorrelated outputs.
These uncorrelated outputs can be expected to sum pover-vise to NAZ,

vhere ¥ is the number of sensors and A is the output amplitudes; vhereas '

the missile-produced pressure vaves arriving in phase at all sensors in
the broadside linear arrsy vill sum up to (NA)2. The improvement in the
signal-to-noise ratio over that of a single sensor will be equal to

10 log (NA)2/MA2 or in dB equal to 10 log N. The greater the number of
sensors in the array, of cowse, the greater the detection L-provuent"’
(rig. 2). In sddition, an effective vind screen (Fig. 3) has been de-
vised to inclose each sensor. Thia scresning can result in a further
improvement in signal-to-noise ratio ef 10 to 30 dB. The amount of im-
provement is a function of the degree Of vind turbulence.
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A 1000' broadside linear array of 20 screened and equally speaced
microphone sensors have been in operstion for several years at a test
sits in Wavaide, M. T. (Me. h). Tn omer to verify the direction of

arrival and determine the velocity of propagation, s second linear array

of 10 sensors 1is in operation at a site in Middletown, ¥N. J., seven miles '

north of Wayside. Both arrsys are arranged parsllel to the acoustic-
pressure vave-fronte arriving from Cape Kennedy. 'ese arrays are re-
motely controlled and the outputs recorded via telephone circuits ter-
minating in a laboratory room. The time of pressure vave arrival from
launching time Ty, the wave durations, velocity, and other pertinent
data are recorded for each array and each scheduled large missile
launching.

-Obaervations

The occasionally obaerved early arrival (precursor) of infrasonmic
vaves in the time freme of 38 to 43 minutes (Pig. 1) preceding the nmor-
mal arrival period is of considerable interest to those concerned with
acoustic propagation phenomens. Observed amplitudes snd durations of
these early arrivals are about one-half that of the normal arrival. In
the lover atmospheric regions, the absorption coefficient, vhich is a
function of temperature, viscosity, and pressure, is extremely small at
these lov acoustic frequencies. In the upper atmospheric regions, the
sbaorption cosfficlient is greater, principally because of the lower at- .
mospheric pressure. This lends support to our bhypothesis that upper
stmospheric ducting is responsidle for the early arriving pressure vaves
at the Jet stream level (30 000 to kO 000'). Apparently, early arrival
occurs only vhen the Jet stream flowvs northvard along the east coast
froa the direction of Plorida. We have observed this phenomena during
the vinter months and it has been confirmed by studies of the tropo-
pause vind analysis stream function charts published daily by the ESSA
Environmental Data Service.3 The velocity of the Jet stream as given
in these cbarts plus the velocity of sound at the relevant altitude
could account for the early arrival of the infrasonic vave train. This
theory is furtber confirmsed by comparing ths observed reduced wvave am-
plitudes and durations of the early srrivals vith the amplitudes and
durations of the normal arrivals. A four-minute film shoving the ver-
iation of these wind stresms over a period of a year vill accowpany
this pressntation. These data show that the jet streams prevail in a
vest to east direction across the U.8.A. in ths summer. As late fall
occurs, the streams drop to the southern portion of the country vith an
attendant curvature to the north along ths east coast. Pigure 5 shows
typical vest to east summertime patterns, vhile Figure 6 shows the vin-
ter streams approximately parallsl to the east coast. The latter is
thereby in the correct orientation to account for the precursor, or
earlier than normal vave arrival.
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Design of Experiment-Statistical Problem Areas

During observations of the early infrasound arrivals from Cape Kem-

nedy. the detection of the weak infrasonic wawe traina from lone dias-
teuces is often masked by the effects of wind turbulence, p.rt:lcuhrly
during the wvindy vwinter months in the northeastern part of the U. 8. The
broadside array of maay sensors (100 or more) sppears to be the most
promising solution to the reduction of the effsct of wvind turbulence.
The microphone sensors presently employed requirs considerable mainten-
ance and therefore large arrays of a hundred Oor more sensors bacame
rather impractical. At the present time, the problem of further reduc-
irg the effects of vind t.urbuhnﬁo remains vith us. Investigation of

. wo types of infrasonic gradient’ microphone sepsors are currently in
progress. The gradient types offer promise of greater reliubility, lower
costs per unit, and may be less affected by wind turbulence.

Then the problem of site selection for the sensors further broadens
the experimental design problem. With but only two or three site instru-

mentatigons economically allowed, the question arises as to vhere the sam- -

pling would prove to be most profitable in terms of helpful data. Addi.
tionally, the correlation of the sparse experimontal data with the volumi-
nous vind data provide problem areas vhich may be amsnable to statistical
techniques. As shown in the accompanying film and Pigures 5 and 6, the
wind data shovs distinct summer-vinter variations. But, the launching

of missiles are relatively fev and far between. '

" To further complicate the real situation, there could be I'ﬁ are,
other hypothases attempiing to explain the relative occurrences of the
normal and precursor vave trains. TFor this experimental design consid-
erstion, though, ve are coufining our attention to the one hypothesis,
i.e., the jet stream bypotheais. We plan to arrange experiments to com-’
firm, or deny, this hypothesis. Initially, therefore, we must determine
how best to proceed in this endeavor that is typical of many such quests

in vhat might be termed macroscopic expsrimental research involviag spo-
radic and uncontrollable conditions.
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. ) _ APPENDIX I

Wave Spectra / : ' ‘

"A theoretical anllyoil was performed in an attempt to explain math.
‘amatically the total process of generation, trausmission; and reception
of these presswre vaves as typified by Figure 1. This theoretical ap-
proach is fundamental in nature es it provides understanding of the char-
acteristics to be expected from signals so formulated. It is planned to
present this original and sxtensive theory in a separate publication as
yet undetermined. ' '

Of interest, though, t0 those concerned with the physics is that a
close exanination of the experimentally obtained signals of Figure )
shov a high correlation vith these theoretical findiugs. Pronounced
characteristics that are readily apparent in Pigure 1 coincide with the
snalytical results. This figure sbows that between approximately 47 and
53 minutes from launch-time, the normal signal consiste of relatively
proainent groups of ‘signal spectra having amplitudes clustered at posi-
tions located 48, 49, and 50.7 minutes from leunch time. It may be fur-
ther noted that the first group of spectra at 4 minutes is relatively
saall in amplitude, while the second two groups sre contrastingly large.

This clustering and relative amplitudes sre in close accord vith
the theoretical findings, which shov an expectation that three major time
periods of energles will be experienced in the reception of such pressure
signals. The first period is mathematicelly predicted to consist of

w
3
-1

o




—
\//

relatively lovw-level high-frequency transients. Then follws two major
§roups ui presswe BpSLIE sgmsiderzhly larser in umplitude than the

initial transient group.

This analysis therefore shows, a8 experienced experimentally, that
one should expect a first-srrival lovelevel response to the initial
missile initiated energy spike. Then the two larger groups of pressure
vaves follov, as Pigure 1 clearly illustrates.
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DETERMINING THE FIIGHT RELIABIIITY
(F AN ANTITANK MISSILE WITH SIDE JETS

BY
R. G. CONARD AND X, R. RICH

U. S. Army Missile Command
Redstone Arsenal, Alabama

ABSTRACT

This paper deals with the probability of satastrophic failure and target
miss of an antitank missile in flight resulting from failure of control jets to fire.
When two failures occur in sequence, the missile deviates widely from the flight
path but is recoverable. When three jets fail to fire in certain sequences, cata-
strophic missile failure will result.

A complete solution tothis problem would involve the determinatfon of the
probability of failures of all possible combinations of successes and failures
which would result in ground impact. It would consider the random distribution
of the location of the target relative to launch position and the distribution of the
missile about an average flight path.

A partial solution to this problem has been found in a system of "'states,"
or intervals in the vertical plane. The recursive equations for the probability of
lying in each state have been developed and tables of state probabilities for
several values of the probubility of success for one jet pair,

INTRODUCTION

The specific problem addressed in this paper deals with the probability
of failure for a missile which employs jet pulses as a control mechanism and as
a means for overcoming gravity.

In this system pairs of jet pulses fire sequentially as the missile, which
maintains a fairly constant roll rate, flies toward the target. The pairs of jet
pulses are so located about the center of gravity that little or no net torque is
applied to the missile body (Figure 1). The firing position of the jets is in a
ncar vertical plane. By varying the angle away from the vertical plane, a side
component of thrust may be attained. This side force makes lateral corrections
in the flight path upon command (Figure 2).

This article has been reproduced photographically from the authors' manuscript.
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Figure 1. Location of Jets (Side View)

VERTICAL
HORIZONTAL
FIRING POSITION OF JETS RELATIVE 3
TO HORIZONTAL AND VERTICAL AXES ‘
F"
_FIRING POSITION

Figure 2. Location of Jet Pulse (Rear View)

The major concern is with the effect on the flight trajectory of a pair of
jet pulses failing to fire at the correct time. Since the missile is acted on by
gravity, it will drop immediately unless continually sustained by these jet pulses.
The lateral dispersion will be affected ulsu; this inav or niay not be serious
depending on the location of the target with respect to location of missile when
failure occurs and on the magnitude of such disturbing forces as cross wind, In .
this study, dispersion in the vertical plane alone is dealt with, *

The missile is of a tvpe which is continually commanded from launch to
target. In this paper, it is assumed that failure problems do not exist in the
guidance system, but occur only in the control mechanism,

So that the missile can be brought back to original flight path, the rate
of firing increases as crrors become larger. The time interval between jet
firings is a discrete fraction of nominal firing intervals. The nominal firing
rate will just balance gravitational forces, but a more rapid firing rate will
force the missile to move upward.
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CMISERVED AT URE AR

During the flight test progran a known rate of failure has been observed,
The failures have been in the circuitry so that cither hoth jets of o pair fire
simultancously or both fail.

In the flight test program it has been observed that nut of a total of M
commands, L pairs have faiied to fire. The estimated failure rate of the cir-
cuitry, therefore, has been L/M. There is no reason to believe that the rate
will change unless the quality is improved at some additional cost or that the
circuit is redesigned,

The effect on the trajectory has been investigated when combinations of
failures have occurred in the flight program. Even though there has been a
fairly high rate of component failure in the flight test program, the missile has
not hit the ground. Although the missile exceeded a desirable control band for
an interval of time, it would have missed the target only if the failure had
occurred immediately before impact.

For this invqstlgntlon two types of failures have been defined:

1Y The missile deviates from the linc-of-sight to the target by more
than one unit. In this case it ¢xeceds a desirable control band
which will result in a miss if the deviation occurs just prior to
impact. :

2) The missile deviates downward three units and wiil impact the
"~ ground. This case is n catastrophic failure and can never recover
ot hit the targot, '

COMBINATIONS OF FAILURE

The first approach congidercd for this problem was that of determining
the probability of certain combinations of failure. .

If it is assumed that there are N jet pulse pairs, cach with probability p
of suceess and corresponding probability of failure ¢ 1 - p and that the pairs

N
fail independently of one another, the probability of no failures will be p™, The
following recursive gquations hold:

1)  Probability of no repeated tfailure (FF) in a sequence of N - (Table 1)

A + pqA Ag - 1, Ay 1

= pA
N T P N-2°
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2)  Probability of at least three flures wiarew (bbb w0 couen
ot N = (lable 2)

= pC DI+ ¢ (_‘ o n
Cn = "0y ! Wyt 6y C0 00 0

3) Probability of at least one pair of failure (FI° but no subsequence
with three or more failures in a row = (Table

wNzl—AN-CN

Trajectory simulation implies that when any combination of three out of
four consecutive pairs or three out of five consecutive pairs of jets fail to fire in
the right sequence, catastrophic failure results. Some combinations of three
failures in six consecutive pairs result in marginal flight. A sequence of reven
where the first, seventh, and any one other pair in between fail will not result in
catastrophic failure. In fact, if every fifth jet pair failed to fire, the missile
would recover but the dispersion about the desired flight path would be large.

This approach was abandoned since the important missile position
could be found only by taking a particular combination of failures and running a
trajectory simulation, The approach did not provide direct information on the
probabflity of missile failure. For example, the missile would fail catastrophi~
cally if failures and successes alternated (SFSFSF...), but this case would be
included in the calculation of AN'

DISCRETE STATE STOCHASTIC MODEL OF VERTICAL DEVIATIONS

The next approach taken involved a simplified model of the vertical
deviation from an average or nominal trajectory.

The average trajectory was computed by a least squares fit of the tra-
jectory when all jets are firing {n the proper sequence and at expected time
intervals. The least squares fit established an average or expected trajectory
about which the missile oscillated (Figure 3). In making the fit to the average
trajectory the data immediately following the time when the failure occurs were
discarded. The data were again used when the firing rate once more became
normal,

t
At the time of firing of the N h jet pair, the missile can be considered in
one of seven "'states.' Each state is an interval in the vertical plane,
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Figure 3. Vertical Deviation from Average Flight Path

If there are no jet failures, each pair will fire when the missile is in
state 0 (Figure 4). The missile is considered to be in state 0 when the first
pair is fired. Let X0(N) denote the probability of being in state 0 at the time

of firing for Nth pair, then Xo0(1) = 1.
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Figure 4, Nominal Trajectory (No Jet Failures)

When the first failure occurs, the missile will drop into state 2 (Figure 5).

If the failure is followed by a success, the thrust of the jet pair does little more
than arrest the missile in its fall; thus, the missile remains in state 2. The next
success will bring the missile to state 1 and the next success hringa the missile
to state 0. For example, for the sequence S,8,F,S,S,S, the states will be
0.0,2,3,1,0.
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Figure 5. Vertical Deviation (One Jot Failure)

Two jet failures in a row after a series of successes will drop the missile
into state 4 (Figure 6). If the next firings are successes, the missile will stay
in state 4 one time and then climb up one state at a time, Thus, the sequence
5,§,F,F,S,8,8,S,5, will result in the states 0,0,2,4,4,3,2,1,0. For the sequence
s,8,F,8,F,58,5,8,8,8,8, as shown in Figure 7, the state sequence is
0,0,2,2,4,4,3,2,1,0. .

Three iailures in a row will place the missile in state 6 (Figure 8). This
is a captive state representing the catastrophic failure of hitting the ground.
Once in state 6, the missile remains in this state.

The recursive equations for this model are given in Table 4, Here XI(N)

is the probability of being in state 1 at the time of the Nth pair firing. These

* were developed through the following type of reasoning: The missile can be in
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Figure 6. Vertical Deviaticn (Two Jet Failures)
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Vertical Deviation (Failure-Success-Fallure Sequence)
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Figure 8. Vertical Deviation (Three Jet Failures)
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X5(Ny =
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Table 4,
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slaie O at the time of the N firing culy if it wero in state 0 or ctate 1 at the

previous firing and that firing was successful. Thus, Prob (state 0 at time N
= Prob (state 0 at time N - 1) « Prob (success) + Prob (state 1 at time

N - 1) - Prob (success), or X0(N) = pXO0(N - 1) = PXI(N - 1). Itis
assumed that the probability of success is independent of the state. The initial
conditions for this set of recursive equations are given in Table 5. The values
of the state probabilities for N = 1, ..., 25and p = .50, .90, .95, .99 are
shown in Tables 6 through 9.

N
States 1 2 3 4 5 ¢
0 1{p | P | p'+pla | p°+ 2piq
1 plq | Plg p'q
2 q | 2pq | 2p%q | 2p%q 2p'y + 2p'q’
3 2pqt 4piq®
4 qz 3pq2 4p2q2 4p3q2
5 2p’q’
8

¢ | 4pd + o' | o+ Bpq' + 8p'q

Table 5.

The probability of catastrophic failure (hitting the ground) is the prob-
ability of being in state 6. If a target were of such a size as to cover states 0,
1, and 2 exactly, the probability of hitting the target would be the probability of
being in any of these three states.

There are several drawbacks to this approach., The target might not
cover an exact number of states so that the distribution within states is of
importance. The range of the target should be considered to be variable: thus,
the time between "times of firing" needs to be taken into account. As the pairs
are fired, the number of available jet pairs decreases. Thus, if a failure
occurs near the end of flight, the time until another unused pair is in position to
fire 1s longer than it would be at the beginning of flight and the missile might
drop further. For this reason, the model does not provide a uniformly good
approximation to readlity.
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One of the limitations of this approach is the difficulty of relating the
position of the missile in one of the various states to its position along the tra-
jectory since the rate of firing of the side thruster is not alwave a ranstant,

In order to compensate exactly for gravity there must be a predictable amount

of impulse imparted to the missile during a given time interval. If one side jet
pair fails to fire at the proper time and the missile develops a vertical accelera-
tion due to gravity, the acceleration must be corrected and the missile brought
back to its appropriate flight path by more rapid firing of the side thrusters.

If the success-failure sequence is known, the number of successful side
jet firings required to bring the missile back to its original flight path can be
determined by flight simulation.. For the simpler cases this has been done and
a time relation between state position and the required number of successful
firing results has been determined explicitly. The more complicated sequences
would present some difficulty especially if the supply of available side jets is
exhausted. On the average, however, a missile in a given state whose vertical
acceleration has been arrested will have experienced a predictable number of
successes within a given time.

QUESTIONS TO BE CONSIDERED

The following questions are submitted for consideration by the panel.

1) The distribution of the missile deviation about an average flight path
will involve the dispersion of a properly functioning missile as well

as the dispersion resulting from jet failure. A technique is required
for combining the two sources of error.

2) Sinoe the target is at a random bonltion relative to the launcher, the
probability of hit may be related to the range of the target. How
should the target range be included as an error source?

3) Toward the end of flight, the number of jets to be fired becomes
limited. Therefore, if a failure ocours late in the flight, there might
be empty rows of jets. This would result in a delay in firing after
the failure until a pair of jets would be in the proper position to be
fired, How should this problem be handled?
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A PROBABILIT APPROACH TO CATASTROPHIC THREAT

Clifford J. Maloney*
Bethesda, Maryland

I. INTRODUCTION. Prior to World War II statistical methods wore
viewed as a body of techniques appropriate to scientific research and
to a limited range of other activities, primarily insurance. The war
and the immediate post war years saw an enormous expansion of the ap-
plication of statistics to quality control of incoming supplies, opera-
tions research as a replacement for trial and error in the choice of
operational organization and technique, and sample surveys as a substitute
for complete canvass for obtaining socio-economic data needed in decision-
making. Developments more purely mathematical in nature, including linear
programming, development of the electronic computer, finite mathematics
and the like served to help foster an increasing mathematical, probabilistic,
and statistical approach to decision-making in all aspects of human activ:iy.
Perhaps the one aspect which has so far not attracted the attention
of scholars has been the anticipation, prevention, and/or amelioration of
unexpected but costly contingencies; an activity the businessman has long
known as "putting out fires.” But despite the fact that, superficially
at least, "every case is different," the very fact that in the aggregate
these occurrences are both frequent and costly, suggests that at the
very least we can attempt to codify the techniques by which the successful
practitioners cope with these pheonomena, however diversified, and that a
possibility as well exists that some underlying structure will be dis-
covered.

. 11. THE NATURE OF CATASTROPHE. The Statistical Department of the
Metropolitan Life Insurance Company defines a catastrophe as any accdident
in which 25 or more lives are lost. Two incidents will show that an
event may be a disaster despite the fact that no loss of life occurred
or was even threatened. The first was the Pueblo incident where the
chief cost was the severe. and continuing, but unmeasurable contribution
to the threat to peace. . The second was the public reaction to the
characterization of a military briefing as a "brainwashing." One suspects
that, two years later, the reaction would be very different. A first
attempt to list the characteristics of a disaster is given in Figure 1.
The ensuing six figures give a few ill-chosen examples under each of six
disaster characteristics to which the reader can undoubtedly add an in-
definite number of more suitable examples.

My claim that while, in fact, unexpected the disastrous event was
"predictable" can be illustrated by the seizure of the Pueblo. All
parties recognized that such an act was concelvable. The difference
lay exclusively in their assessments of 1ts likelihood. All I mean by

*Views expressed herein are those of the author and not to be construed
as official.
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sphic event can be visuallied prlur Lo
occurrence, Contamination of the moon by earth microbes, or of the

earth by organisms returning with the astronauts is another such case.
Earth rupture, tsunami, or earthquakes are all conceivable consequences

of underground nuclear tests. It is unnecessary to argue that the in-
cqnceivable never happens in order to make it clear that most catastrophes
are of an oxdinary garden variety; that their catastrophic nature lies in
their (1) severity and (2) unexpectedness, not in their absolute novelty.

'That gaemstrophe severity is as much psychological as real, may not
be at once apparent. Such loss (other than onme ship and the suffering
of the men and their families) as was sustained in the Pueblo incident,
lies in the threat to world peace - 1.e., is psychological. The Dugway.
sheep kill created a great public outery = yet the anticipation that
several workmen will lose their lives when the Washington, D. C. subway
is built, won't raise an eyebrow. The brainwashing episode was an
extreme example.

1I11. DECISION-MAKING DOMAINS. To decide to ignore or to anticipate
a threat is to make a decision, and decision-making is one of the more
recent and more prestigious applications of probability. If, as claimed,
catastrophic threat has not hitherto been recognized as an appropriate
application of decision theory, there must be something about the material
that conceals its appropriateness for the technique. We can at once
expose this unconscious assumption, show how to remove it, and show the
absolute necessity of doing so by reviewing the circumstances iin which
"tke application of probability is currently fully recognized. ' First,
partly as a horrible example, partly because all problems not treated
with a formal algorithm are necessarily so treated, and partly ‘to show
the absolutely fundamental role of probability in all of life's decisions,
the universally applied method of common sense will be listed as a specific
method and discussed. 1Its characteristics are given in Figure 8. Many,
if not mogst, of life's decisions hinge on an estimate of probability. To
portray this rule in a military context, I have extracted certain sen-
tences from the chapter on the Anzio Campaign from the book COMMAND
DECISIONS, published by the Office of the Chief of Military History in
1959, and present them in the appendix. Figure 9 is a map of the theater
involved. By reading these extracts, which are limited to only those
sentences in which a probabilistic concept is essential, in order one can

gain a picture of the campaizn almost as complete as by reading the full
text.

Two further points should also be clear. The various generals
assessed the probabilities very differently., In particular, General
Mirk Clark feared over-precipitate advance because of his one-time
experience at Salerno. The English authorities seemed to feel that
the German Cassino Line would crumble the moment the Allies had gained
a foothold. No Allied commander seems to have contemplated the possibility
of an unopposed landing - which in the event is what happened. What I
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seck to infor from thie evamnle 18 that up to the time of World War 1I,
no formalized procedure existed for dealing with the probability com-
ponent of command decision-making and that that lack proved costly.

The application of probability considerations first occurred, and
by now i8 well established, in the situations which grew out of, or
which can be logically reduced to, games of chance. 1In practice, these
cases arise in designed experiments or in sample surveys where the sample
is drawn by "probability sampling." This situation is characterized in
Figure 10.

In a closely related but distinguishable situation, characterized
in Figure 11, the sample is not drawn from a preformed population but
from a growing one., Both of these cases (Figures 10 and 11) involve
probabilities and sample sizes in a middle range.

In the next situation (Figure 12) we are dealing with a case where,
again, probabilities are, or at lease often are, in.the middle range,
but sample sizes are usually not even defined. During World War 1I, the
Weather Bureau developed a so-called 30-year series of Northern Hemisphere
maps to enable military forecasters to make forecasts by matching the
current weather map with an earlier situation, on the assumption that
the succeeding weather should also bé a repetition. Unfortunately,
matching 18 never exact. At this point a new factor igs brought into
play, which goes back to the earliest recognition of § role of chance
assessment’ in decision-making, but which-was relatively neglected in
the century preceeding World War II, while an objective foundation for
probability seemed to be proving adequate. This new .factor was the
concept of personal probability, not as a quantity having external
reality, but as a measure of subjective mind state whether shared by
several minds or peculiar to one, It will be argwed below that this
factor has been incorrectly apprehended. Here it is sufficient to note
that on this foundation a super-structure for dealing with forecasting,
technological and otherwise, has been elaborated and is being increasingly
widely adopted. A good introduction is afforded by Bright (1968) and
the references there included. _

Finally, we come to the situation contemplated in this paper. Like
the case above, sample size is essentially non-existent. But here the

‘probabilities are so low that no hope exists of accumulating a fund of
" cases, sufficiently "similar" to provide more than the most tenuous basis

for probability quantitation even as a belief state. This is the case
described in Figure 13. The essential difference between this case and
that of Figure 12 18 that, whereas in the latter, probabilities are
fairly high, here they are low, For example, stock market, weather or
veapons system forecasting cannot successfully be based on simple sample
statistics, as for instance is done when the number of telephones or
children per household, or the weight gain due to a ration additive is

¥
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comes and brings with it an after the fact verifiable weather outconme,

and whatever weapon system i3 chosen for development, five to Len years

justifies the decision or reveals its invalidity. But catastrophic threat

may or may not come to pass. The air defense of the United States against

a bomber attack by the Soviets was incredibly expensive. Was it a success?

No such attack occurred, but would one have had one if the defense been less ef-

fective or less costly? We will never know. The current debate over ABM 5

deployment would not continue a day if all concerned were agreed that i
1

H assayed in a controlled trial; still the market opens, the next day

within the decade of the seventies one or more technologically effective
nuclear missiles were highly likely to be launched against one or more of
our cities. The ABM proponents, quite as much as the opponents, not only
hope that the event will not occur, but assess its likelihood as low. The
disagreement is entirely over how low is low enough.

1V. PROBABILITY FOUNDATIONS. Three times in the past the development ;
of a new foundation for quantitative probability has resulted in a major
i success in the increase in understanding and control of the real world. :
; The two "objective" foundations, the a priorl or necessary of Cardan 7
Galileo, Fermat and Pascal, and the frequency foundations of Graunt and
Halley, developed about the same time, proved adequate as a foundation for
all applications of probability prior to World War I . They were abstracted

to a formal mathematical calculus at the end of that period by Kolmogoroff §
and others. . :

For the most part the necessary and the frequency foundation for
probability are complementary. There is, however, one aspect in which
they give conflicting counsel, the problem of outliers. On the frequency
definition an outlier is meaningless -~ for that approach takes experience
as given. On the contrary, the a, priori or necessary approach rejects
experience whenever it is in conflict with doctrine. Adherents of both
approaches, being sensible men, adhere neither to the one extreme nor to
the other. Nor, indeed, do they in practice achieve a comfortable com-
promise.

As suggested above, notions of ''degree of belief" as a foundation of ]
probability theory, while studies in the years following World War I, were
not widely employed until after World War II. Most adherents of personal
probability adopt a concensus form of the approach. It is not what one
believes, but what one ought ‘to believe that matters. DeFinetti and
Savage, however, go all the way and allow everyone his own private degree
of belief, divorcing the concept entirely from external world events.

A fifth foundation for the concept of probability urnderlies, 1f “
gomewhat subconsciously, most work on curve ficting and indeed comes |
close to formal enunciation especlally in the older leas:t squares
literature. Here every value of every quantitative property is assumed
to be precisely determined, but as a function of a literally infinite
aumber of independent or predictor variables, say




P

X=a+B8+0+85+7+ ...

One ;Ehieves a chance structure by neglecting most of these latter, Then

the precise value of the predicted variable depends on the contributlon

of the neglected variables, which being unknown makes the predicted value

a chance one. Each of the other theories can be obtained by making assump-
tions about this formula. The a priori definition assumes that the relative
frequency of possible values of X can be inferred because the values of

the independent variables are known, whenever individually important. The
frequency definition conversely finds the values only of a fraction of the
parameters, age, sex, occupation and so on in the case of mortality schedules
ascertainable, but a number of essential parameters remain unknown, so that
observations on X, as well as calculations on the known right hand terms,
are required. Either subjective theory would differ from the a priori
approach only in that the values of the parameters and the form of the
function would be apprehended intuitively rather than be calculated from
theory or inferred from sampling experiments. How does a batter hit a

. ball is the classic example to distinguish between the rational, algorithmic

approach to nature and the intuitive subconscious unanalyzed approach. The
batter seldom regards a graduate degree in mechanics as essential for suc-
cess = though he does indeed bear in mind all the identifiable admonitions
which can be derived either from theory or experience. .

Personal prébability is to be distinguished from objective probability

‘not because it i3 an entirely different ~ an unrelated - species, but be-

cause it stresses a component always present when a mind contemplates the
external world. The mind never knows the world, it has only beliefs about
it. These beliefs are a substitute, or better, an alternative for objec~

- tive messures. In some contexts, the objective criteria prove more suc-

cessful, in others the subjective judgments. These beliefs can have little
value if not verified in practice, and verified in just the way that obj-
ective deductions are - by the observed outcome. If the odds makers pick
the wrong team to win the World's Series, all agree that the choice was an
error. One is entitled to his opinion - but only before the game. The
several bases for the concept of probability are set out in Figure 14,

V. A NEW NIEW OF PROBABILITY. It was remarked above that the
requirements of supplying a foundation for decision theory in circum-
stances where evaluating parameters by sampling of many indistinguishable
elements is not available, has since World War II bheen furnished by the
concept of probability as "degree of belicf." It was further asserted
that the true nature of personal probability is not, as often thought,
something apart from objective probability. There is only one probability.
That 1s the success ratio in a series of trials. A logical complication
arises from the fact that the series is necessarily infinite and there-
fore necessarily conceptual rather than actual. It may be estimated in
each of three ways. The first way is the a priorl or necessary approach.
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If the possible results can be enumerated, if they possess an adequate )
degree of symmetry, and if they are independent., we annly rha nrincinla X
of insufficient reason. This approach has always been intuitively ap-

pealing, logically intractable, and limited in application. The device

of just trying or observing a large number of trials, partially over-

comes this latter difficulty, shares in a different way the intuitive

appeal, but fatroduces its own logical difficulties. The degree of

belief approach possesses the prime advantage of always being applicable,

but only to the perceiving mind, never to the real world. For this latter

to occur we must appeal to a method of verification. For example, consider

a weather forecaster., Each newscast he presents a "fearless forecast"

preceded by an explanation of why his last forecast failed. Weather

forecasts are made on the baais of much data, much theory, historical

records, or Farmer's Almanacs. The basis is irrelevant. The verifica-

tion is the thing. If the forecasts are verified, the forecaster is a

success. The sequence of trials is thus the successive forecasts periods.

The successes are the verified forecasts, all others are failures, The :
procegs is just as objective as was Graunt's birth series. That the fore-
caster used his degree of belief in formulating his forecast is as inci~.
dental as the use by a batter of his in deciding to swing at a pitched
ball. Each man functions as a measuring instrument. A person is often
superior to a machine in such functions.

The catastrophic threat problem does introduce a complication. In
most, if not all, realistic applications of personal probability the
verification {8 not long in coming. That is why people forecast. But

: a catastrophic threat is necessarily a rare e¢veat, if it happens at all,

d Just as we cannot, before the esvent, accumulate an adequate fund of .
experience upon which to base an estimate of probability, so we cannot [

. : after the verification step accumulate a sufficient fund of verified or '

' " disproved forecasts to establish a success ratioc in a trial sequence

\ known to be homogeneous in the probability sense. Fortunately, the

1 occurrence compensates for its severity by its rarity. The new element

which the present analysis seeks to supply to the contribution of

probability to decision-making is a new technique of verification.

For this purpose consider Figure 15, Here we have listed not one
stochastic sequence, but three labelled as conditions A, B, C. A, B,
and C could be threats of aggression by three differant nations, or the
threat of war, of famine and of a major epidemic, Each represents what
would usually be chosen to characterize one series of trials as ordinarily
! described in discussions of probability., But the types of catastrophic i
! threat are not limited; they are legion. Suppose we employ the methods
of personal probability to assign 'degrees of belief" to occurrence of
each. Further, let this be done not by one individual, or by one
forecasting team, but by many, each applying whatever 'betting systea" ; i
is most attractive, We would get as a result a two-fold matrix of !
assigned probabilities such as is dliagrammed in Figure 16.

e i e et e e e e,
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While it is true that the probabilities subjectively assigned to
the contingency that a catastrophe of specified nature would occur in
a specific interval of time is low, and in general varies as between
the types of contingencies involved, the possible contingencies are
legion, so that it is to be expected that on any given estimation
procedure a fairly high number of possible catastrophes would be
assigned the same or nearly the same value of the probability of
occurrence in a specific time frama. In Figure 17, this is indicated
by assigning probabilities not to individual catastrophic contingencies,
but to classes characterized by the property that within a class, each
individual catastrophe is regarded as equally likely. The grouping may
well be different as between rowa. Hence, the columns do not refer to
the same contingencies in every row. The letter k in each cell represents
the number of contingencies all assigned the same probability of occur-
rence by the technique of that given row.

As each period of observation passes, the occurrence of the various
types of catastrophe would be noted. The subjective probabilities as-
signed by any one procedure (in any one row) would be verified or refuted
according as the empirical success ratio was sufficiently close to the
ex ante assigned probability or not. This empirical success ratio would
be calculated in a slightly different manner from that utilized at pre-
sent, vhare it is assumed that every sequence of trials is studied in
isolation and without regard to what is happening in any other. Let the
success ratio at a certain observation period be n/m; where n is the
number of catastrophes, all having been assigned the same probability,
which have so far occurred and m is the product of the number of such
catastrophes by the number of obsérvation periods. Here k equals the
number of catastrophes grouped as having the same subjective probability
of occurring, and p is the probability itself. Let h be the number of
catastrophes of this class which occur in the next observation period,
Of course, h will almost always be zero,' rarely be unity and almost
never be greater. Then the success ratio at the end of this period
becomes

n+h
m+k

The essence of this procedure is that we are judging, not the success

in assigning subjective probabilities to specific types of catastrophes,
but the betting system itself (at this level of probability). If the
probability assignment for one class of catastrophe is verified, our
confidence in the assignment of all classes is strengthened.

So far we have pooled experience in assessing the efficacy of a
particular "betting system,” i.e., method of assigning subjective
probabilities, but only at a specific level (or limited range of levels)
of the assigned probability. As first shown by Karl Pearson, we can use
chi-gquare or some alternative approach to get a combined test of the
procedure irrespective of level.
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Particularily 1n a medical envitommeni ihe uéed o Snsurs 2 very
high level of safety for products produced for human consumption has
received increasing attention. The Polio and Thalidomide incidents
are instances. The cigarette and cyclamate episodes provide an i1~
lustration of variation in response to evidence. These cases have
been studied (so far as the author is aware) by extrapolatlon of con-
ventional statistical techniques from regions of relatively high
probability (8o that evidence is attainable) to the region of interest
where probability of occurrence ia extremely low - one in a million
exposures Or less. The present paper seeks to provide a procedure
for catastrophes where even this extrapolatory technique is unavailing,
but there is no reason why, when it is, that the evidence from both
approaches should not be pooled.

VI, THE COST FACTOR. Costs, like threats, are some real and some
imaginary. A perfect system of probability assessments would still not
be adequate for decision-making, if costs are ignored, except in those
instances where the probability concerned is negligible.

There is a vague appreciation that in a military context "negligible"
probabilities are a trap., Defenders, particularly budget officers who
are to fund protection from such "impossible' threats, or competitors
for those funds inevitably dismiss such probabilities as negligible,
yet often in fact, just that stratagem will be selected by attackers
in the very knowledge that it will be unanticipated by the defenders.
Instances are the Pearl Harbor attack; the choice of land over sea
approach at Singapore; the Black Forest end run of the Maginot Line;
the "post season' sea assault at the Battle of Hastings. Two famous
examples from the history of mathematics describe the failure of
Saccheri, and the success of Hamilton from a confrontation with the
unthinkable.

As this paper treats catastrophic threat the costs are by assumption
high, But a closer estimate is needed. Perhags the ocutstanding charac-
teristic of disaster costs is that the ex postc estimates of costs
"always" outweigh the ex antel cost estimates, and by a huge factor.

This is recognized by every parent who tries to get his teenage off-
spring to cross a college campus or to drive the family car with due
caution, The military meets this problem in stark terms when it tries
to indoctrinate habits of safety in new recruita., Live ammunition in
field exercises represents one attempt to secure credible reality. How-
ever, no adequate technique has been found.

}beforu the observation period.
dafter the observation period.
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But while a closer approximation of ex ante to ex post costs _
assessments by new troops would reduce the incidence nf perronal
tragedy, and shorten the battle seasoning of troops, the wide dis-
crepancy inevitably existing in assessing the costs of catastrophes,
is the essence of the catastrophic threat problem. Indeed, in practice
all or nearly all the discussion will be found to turn on an estimation
of the probabilities, and little of it on assessmeant of the costs, though
4 grueat deal of attention is devoted to deprecating the costs of preven-
tion or of protection predicated on this presumed negligible risk. With
a one-sidcd consideration of both costs and probabilities, there is
litele chance of efficient decision-making.

The instinctive impulse of the mathnematically, or philosophically
minded is to generalize the problem and then return to the specific
example - in our case the unreality of ex ante estimates - on the basis
of suppogsedly clearer insight. To estimate is to make a decision, and
decision-making is intrinsically emotional. This point was graphically
demonstrated by Koehler in experiments during World War I, Figure 18.

If a chicken is placed close to a short stretch of fence and a
handful of grain is placed on the other side close to the fence, but
beyond reach through it, the chicken will excitedly press against the
fence and never step back to seek a way around it., If the grain is
moved farther away, the emotional attraction will be reduced, and the
hen will have a bettar chance of solving the problem.

So true is it that decision-making is an emotional process that
advertising and political discussion are directed almost exclusively
at emotional, and only incidentally at logical components of issues.
In consequence persons who will make decisions are selectad on the
basis of emotional, not rational, characteristics. So widespread is
this process that it almost becomes a "first law of management" that,
when it comes to making decisions “those with the power lack the know-
ledge, those with the knowledge lack the power." In consequence, the
"on tap" become the "untapped."

This lack of knowledge has not merely been recognized, but has
been deplored through all of history. Even so, courts of inquiry,

“ inquests, grand juries, staffs, study groups and a host of other

techniques, have evolved to supply knowledge deficiencies of those in
pover. However, in a power rather than information dominated environ-
ment, all such devices tend to be ineffective because they tend to be
ignored. Where power makes decisions, only power can influence decisions.
Where decisions are out of touch with reality because information is
ignored, and countervailing power is laking feedback from consequences

i8 avoided. Figure 19 lists certain principles which seem applicable.

Ascendency of emotional over informational factors in decision-

making leads to a widely recognized, widely deplored, oscillation in
efforts at averting or dealing with catastrophic threat. The soldier
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knows this oscillation in the contrast between his hero's role in
times of threat. and scanagnat'e rols in saezing peacé. The iin-roof
parable 18 known to all, but heeded by few. The technique outlined
in this paper represents only what could be done, but not what will
be done, until the forces producing this violent oscillation are
rendered impotent. A single {ncident at this Design Conference will
{llustrate the situation. One talk at the Conference was given by
Dr. Condon, in charge of the safety program for the moon landings.
After explaining that the success of the safety program was due,

in large part at least, to his refusal to adopt a 'good enough"
attitude, the speaker conceded that the program was thereby made
costly and commented that, in the days ahead there will be "pressures
on us in the way of costs."

Thia is the universal story of the fight against catastrophe,
The expense ensures success; the success breeds lack of support.
It will always be thus where decision-making is a budgetary process.
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Date
1947
1942
1944
1944
1947

EXTREME
UNEXPECTED
PREDICTABLE

PSYCHOLOGICAL

RARE

Figure 1. Characteristics of Catastrcphes

SUDDEN
Donora va. Los Angeles Smog
Iran Earthquake vs. Erosion
Epidenics ve. Normal Death Rate
Alr Crash va. Automobile Deaths

_ Poliomyelitis vs. Cardiac Arrest

Figure 2. illustrative Examples

EXTREME
Texas City ; Fire~exp. 561
Boston | Club Fire 492
Port Chicago Ammo Ships 322
Hartford ; Qircus Fire le8
Southwest Tornado 167

Figure 3. Illustrative examples
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UNEXPECTED
Thalidoride Teratogency
Pearl Harbor Attack
Prince of Wales and Repulse
Virginia Flood (1969)

Tigure 4. Illustrative examples

PREDICTABLE
Radium illuminated dials
Giant Solar Flare
, Uniknown Moon Agent
Smallpox among natives
Nuclear test triggered tsunami

Figure 5. Illustrative exanples

PSYCHOLOGICAL
Battle of Big Bethel
Sheep deaths near Dugway
D. C. Subway deaths
"Brainwash" political death

Tigure 6. Illustrative examples
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Figure 7. Putting out fires

RANGE = = = = = = = =« « = = = all . °
JLCHNIQUE. ----------- "educated' guess ?
SAMPLE SIZE = = = = = = = = = unknown :
VALIDATION= = = = = = = = = =« experience

Yigure 3, Common sense
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Figure 9. Theater of Anzio campaign
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RANGE ~ = = = = ~ = middle

MTTarT AT

ToCUNIGQUE - = = = = formal statl1stics

SAMPLE SIZE - - - - large

VALIDATION= - = ~ = experiment

Figure 10. Formal statistics

TECHNIQUE ~ = =« = =~ quality control

SAMPLL SIZE = -~ - =~ large

VALIDATION- = = -« = feed back

Figure 11. Process monitoring

RANGE = =~ = = « -

middle

TECHNIQUE - - forecast

SAMPLE SIZE « = - - none

VALIDATION= - feed back

Figure 12. Technological forecasting
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extreme
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SAMPLE SIZE -~ none
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feedback

Figure 13. Catastrophic threat
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PROBABILITY FOUNDATIONS
Necessary Fermat, Pascal
Frequency Graunt, von Mises
Abgtract Kolmogoroff
Personal Bernoulli, Bayes

Neglected Causes

Figure 14.
Cond  Rslt Cond  Rslt Cond
A ¥ B s c
A s B 5 c
A F B s c
A F B ¥ c
A s B s c
A F B s c

Figure 15. Examples of chance sequences
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P21 LI P22 LI ]
Prl tne P

Figure 16. Matrix of probabilicies assigned to catastrophes
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(columns) by different procedures (rows)
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Figure 17. Matrix of catastrophes assigned a common probability

KOEHLER EFFECT

@ O

Figure 18. Effect of emotional intensity on decision-ma'.ing
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Feedback necessarily occurs
Information feedback is cheapest
Information feedback is ignorable

Feedback through channels is no feedback

Figure 19. Principles of decision-making verification
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APPENDIX

1, A comm.nler can make a decision simply by ruling out what appears
to him to be impractical cr unfeasibla. (244)

2. General Alexander felt that ... allied trocps on the enemy flank’
below Rome might so threaten German communications as to compel the
eneny to retreat. (248)

3. Link-up between the main and the Anzio fronts, it was assumed,:
would take place no later than seven days after the landing. (248) -

4. A strengthened Anzio force, 1f assured continuous resupply by
water, could, he believed, consolidate a beachhead,... (249) _

|
5. Whether the 60 miles between Anzio and the Garigliano was tou great
a distance for action on uvne front to influence the other was uis.ussed,
but it was accepted as an unavoidable risk., (249)

6, It'was, impossible to predict the exact German reaction to a landing,
but the ‘most probable reactions seemed desirable from the Allied
standpoinc. (250)

7. The Anzio force might provoke the Germans ... to withdraw. (250)

8. ... intelligence officers of the 15th Army Group were rather
optimistic, (251) :

9. ... they 'counted on' the effect of weather and on harassment by
the Allied air forces to interfere.... (251)

10, The [ambiguity of orders to Sixth Corps] arose from the difficulty
of judging .... (252) .

11, Fifth Army intelligence estimates were less optimistic.... (252)
12, fhe enemy was judged to have., (252)

13. By the third day the Germans could perhaps. (252)

14. Two additional divisions could probably. (252)

15. The Fifth Army assumed that the VI Corps would meet strorg rosistas
on the beaches (252)

16. 1t expected the Corps to receive heavy counterattacks. ... (207)
17. ... having underestimated German strength at Salerno.... (257

18, The Fifth Army - and with it the VI Corps - expected Lhe sans
pattern.... (252) 570
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19. The Fifth Army expected the VI Corps to be ready to do one of two
things upon landing. (253)

20. The operation becomes such a desperate undertaking. (254)
21. Otherwise "a crack on the chin is certain" (254)

22, A faflure now would ruin Clark, probably kill me, and certainly
prolong the war... (254)

23. A week of fine weather at the proper time and 1 (Lucas) will
make it.... (253)

24, Alexander told Lucas "we have every Confidence in you" (2535)

25. What troubled General Lucas...was the contrast between his own
concern...and nonchalance in the higher echelons.... (255)

26, Lucas was not so sure. (2595)
27. The chances are seventy to thirty that (256)

28. He [Lucas] believed his forces lacked the strength (256)

‘29, The general idea seems to be... (256)

30. I wish the higher headquarters were not so optimistic.... (256)
31. Securing a beachhead was all Fifth Army expected.... (257)

32, Lucas [was not] to push on to the Alban Hill mass at the risk of
sacrificing his corps (257)

33, Such a possibility [moving on the Alban Hilla] appeared slim to
the Fifth Army Staff (257)

34, The staff questioned Lucas' ability.... (257)

35, It was obvious what the loss of the supply base would mean (257)
36, 1f the enemy came to Anzio in strength (257)

37. The British feared they might mistake Americans for Germans (257)

38. What everyone had overlooked ... was the possibility of achieving
complete surprise (258)

39, The Germans always regarded the long sea flanks in ltaly as
exposed.... (258)
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40. To reinforce {local troops Kesselring] expected to call on Tenth
Army for a division.... (259)

41l. He hoped to have the Fourteenth Army in north Italy move ... the ¢
equivalent of about one or two divisions (259)

:
42. Fearing that the Fifth Army was about to make a breakthrough.... (259) *
43, Feeling that the fate of the Tenth Army .... (259) ?
44, According to the German estimate the landing had a good chance... (259) §

;

45, Field Marshall Kesselring assumed that the troops would probably try.
to seize the Alban Hills (260)

46, The Germans were tonslderably reassured by Allied behavior at the )
landing (261) ;

47. Kemselring's order to stand fast on the Garigliano-Rapido line was...
in the nature of a gamble.... (261)

48, If the Allies attacked on January 23 or 24, German forces would not
, ; . be strong enough to hold (261)

49. The evening of 23 January, Kessslring "believed" that the danger of ' 4
a beachhead expansion was no longer imminent (261) !

50, By 24 January the German command considered the danger of an . ;
Allied breakthrough removed. (261) . 3

51, Alexander was very optimistic, Clark lohowhlc subdued (261)

s 52. Lucas' concern with logistical aspects cane not only from prudence
(262)

”

53, He believed the Germans could increase their build-up (262)

54, He believed the Germans would stop his VI Corps hefore it could cut
their line of communication (262)

5. His intelligence officers informed him that the Germans were taking
troops from the Fifth Army main front to oppose him (262)

¢ et g A et AATa TR s N

56.° This might permit the Fifth Army to advance (262)

57. The Fifth Army, Lucas was certain, would still have to fight powerful
rear guards (262)

58, He expected no spectacular rapidity of movement (262)
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59. ... he sought to build up his strength and his supplies to remain
intact even though isolated (1263)

60. 1 teel now [January 25) the beachhead is safe (263)

61. Lucas expected the lst Armored Division to arrive soon (263)

62, That is abouﬁ all I can supply but I think it will be enough (263)
63. I must do noﬂhing foolish (263)

64, I must hold it "..." I think I can (263)

65, Kesselring cake to the conclusion that the Allies were preparing a

full scale attack (263)

66. The best defense, he felt, was an attack on his own (263)
t

67. Lucas choughﬁ he could attack in a few days (264) !
]

¥ 6B, He nxpoctedf30 LST's to be unloaded at Anzio 27 January (264)

1 69. Clark “r-c-ivcd the impression" that the outcome of the struggle

& depended on who tould increase his forces more quickly (264)

. I

70, Though thoflituntion was not clear to Clark (264) .

‘ 72, Appnrantly. lon. of the higher levels think 1 have not advanced with
oy maximum speed (264)

73, I think more has baen accomplished than anyone had a right to
expact, (264)

71, He urged Lucas to take bold offensive action (264)

|

. 74. This vaﬁture vas alvays a desperate one (264) .

/ 75. I could nuyhr see much chance for it to succeed (264)

[ 76, Without Anzio our lituntioﬁ would have been desperate (264)

77. Had 1 rushed troops to Albano and Velletri they would hnve been
destroyed (264)

t 78. The only thing to do was what I did (264)

79, Keep the enemy off balance until the Corp was élhore and everything
was set (264)
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+ aituation is crowded with doubt and uncertainty (265)

! ¢xpact to be counterattacked in the morning. (265)

\
Y

I thinkihe realized the seriousness (265)
43, He [Clark] thinks I should have been more agressive on D=Day (265)
Thore has been no chance to build "Shingle' up to decisive strength (265)
duvone could have aeén\phat from the start (265) '
can win {f I am left ;1on$ (265)

on't know whether 1 can n:and the strain (265)

"atwh and those above him thought Anzio would shake the Cassino
w1t once (266)

ney had no right Lo think that (266)
' It was clear that the attack had not accomplished much (266)
e Runger force met hnanticipqted oppouition (266)

(he ehemy had an unexpectedly strong and well organized defenlive
St (Jdnh) .

ccomeid clear the Germans hds built up their forces around Anzio (266)

ot the Avlies did not know was how close they came to bralking out
ceas hhoad (266)

*n Alltel {ntelligence officers seemed like overwhaelming German
Lo k)

viiea inteliligence officers had to assume (266)

. -~ rrncught he could support two mote divisions at Anzio on

e My

v and Clark decided that the enemy build-up dictated a
“lensive tactics (267)

§ Yebruary "keeping the enemy off balance' was & forlorn hope (267)
ire dlisappointed but there is no military reason why they

S
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102. General Devers thought Lucas should have gone on - on landing (268)
103. '"Had I done so, I would have lost my corps" (268)

104. Clark thought Lucas had done all he could at Anzio (268)

105. I thought I was winning something of a victory (268)

106. General Clark thought Lucas could have taken the Alban Hills but
could not have held them (268)

107. Clark thought British G-2 intelligence was always over optimistic (269)

108. The Germans built up their differences at Anzio much faster than
the British believed possible (269)

109. Clark had always felt that Anzio had little chance of success (269)

110. In retrospect Clark felt that the total losses at Garigliano and at
Anzio might have been safer and as productive at Garigliano alone (269)

111, A powerful counter attack at Anzio could well have wrecked the
entire Italian Campaign (269)

112, By the ond of January. Clark ‘was disappoinced by Lucas' lack of
aggressiveness (269)

113, Clark believed Lucas should have made a reconnailsance in force
to capture Cisterna and Campolaone.... (269)

114, Clark thought such an effort to be not incommsnuurate with Lucas'
forces (269)

115, Others felt much the same (269)
116. General Marshall thought Lucas could have taken the Klban Hills (269)
117, However, he tﬁought Lucas had acted wisely (269)

118, Marshall felt; Lucas could not have held the Alban Hills and the
port at Anzio (269) :

119, The theater G-2 had held the same opinion at the Christmas Day
Conference at Tunis (269)

120, G=2 thought Lucas would have been in a bad way without a main front
breakthrough. (269)
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121. The Allies wouid be unable to kecp ithe Germans from shifting forces
to Anzio from eouth Italy as well as elsewhere (269)

122. General Lemnitzer also fclt the Allies did not have the strength to
hold the Alban Hills (269)

123, Lemnitzer thought that Alexsader hoped that the Anzio operation
plus a main force attack "might" force a German withdrawal (270)

124. The advance '"on" the hills was exactly what Alexander thought
possible (270)

125. When Alexander visited tie beachhead on D-Day he approved the
decision not to push out far from Anzio. (270)

126. "Lemnitzer thougnt that Alexandef thought that Lucas had done no
wrong but was under too much strain (270)
/

127. By that time it was clear the Anzjo operation would involve a
long, hard struggle (270) i

i

128. It would seenm :haf Lucas' ac#ion during the first few days was
justified (270) ; )

129, The main German %rmy showed no signs of withdrawing (270)

130. The‘Alliaa saw ﬁb jmmediate prospect of forcing a general ret;ear (270)

13]. It became far more likely the Germans would move in strength against
Anzio (270)

132. 1f the VI Corps went too far inland it would risk annihilation (270)

133. Allied intelligence judged the German strength as aufficient but not
overwhelming (270)

135, It would seem that the Allied hesitation on the Anzio shore stemmed
from a belief in German invincibility (270)

*35. This belief was a product of doubt and uncertainty both before and
Jduring the operation (270)

This belief was used later to explain the 1nevitability of the
actual course of events (270)

137, The only thing that disturbed Lucas was the necessity to safeguard
the port (271)

P35, Without it the swift destruction of the corps was inevitable (271)
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139.

140.

Lucas thought he could not have dnne diffarsntiv (971)

Nevertheless the alternative remained a disturbing possibility

to him (271)

l4t,

He admitted a mass of armor and motorized infantry might have

reached the Alban Hills (271)

142,

143.

Hé was sure he could not have remained there (271)

Any force that far from Anzio would have been in the greatest

jeopardy (271)

144,

145,

Lucas did not see how it would have escaped annihilation (271)

As it turned out he believed he had reached ﬁositions from which

the enemy was unable to dislodge him (271)

146,
147.

Lucas believed the vhole operation a mistake (271)

Anyone who expected him to push to the Alban Hills was bound to

be disappointed (271)

148,

149,

151.

Lucas had never considered doing so (271)

He considered his mission to be taking the port and its surroundings (271)

Pcrhap- this was an influence of the Navy (271)

Adniral Cunningham asserted no reliance could be placed on over

the beaches maintenance (271)

152.
153.
154.
155.
156.

157.

Unfavorable weather was probable (271?

General Clark gaid: 'You can forgetléhis goddam Rome BPsiness" (271)
The capture of Anzio was an obvious ébjective (271)

But early occupation of the Alban;ﬁills was vital (271)

The Anzio forces later realized the importance of the hills (272)

Was CGeneral Lucas justified in delaying seven days before starting

his offensive? (272)

158.

Could he have gotten away with the gamble of an immedf{ate drive to

the Alban Hills (272)

159.

Certainly the complete surprise achieved at the landing could have

been exploited (272)
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160. According to Tenth Army estimates only a quick cutting of lines of
communicatjon would have led to major Allied success (272)

161. Such a guccess would be mure likely to capture Rome (272)

162. According to Kesselring's Chief of Staff, an audacious flying
cclumn could have penetrated to the city (272)

163. He was astonished at the Allied passivity (272)

164. Could the Germans have withstood a dynamic front as they did the
static front? (272)

165, Would they have dared to hold both at Anzio and at Garigliano (272)

1h6. Aa Allied force ensconced on the Alban Hills would have been a
much greater threat than those or Anzio (272)

167. The answer can only be speculation (272)

168, Alexander thought an aggressive commander ‘would have acted
differently than Lucas (272)

-169, He would and could have pushed regimental strength patrols to the

hills (272)

170. The shock of Allied troops directly threatening Rome might have
by itself permitted Allied retention of both the hills and a supply
corridor (272)

171. A bluff might have worked (272)

172, General Patton might have been successful (272)

FROM: COMMAND DECISIONS - Office of the Chief of Military History
Department of the Army 1959
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EMPIRICAL BAYES AND THE DESIGN AND
ANALYSIS OF EYPERTMUNTS

Richard G. Krutchkoff
Virginia Polytechnic Institute
Blacksburg, Virginia

Let. me start with an introduction to Fmpirical Bayes. Consider
the simple estimation situation in which we observe a value x of the
random variable X which has distribution function F(x|8), and must
estimate 9 with small squared error. In the parametric situation,
the form of the distribution function is known except for the value
of the parameter 6. Both x and 6 may be vector valued.

For Empirical Bayes to be applicable here we consider the case
in which the estimation problem is routine. That is, we observe X,
from F(x1|el) and must estimate 91; thcn some time later, in a similar
but independent situation, we observe x, from F(x,|6,) and must estimate
92. This routine situation continues until at present we have the
observation x_from E(xnlen)_nnd ve nust estimate 6 . These estimating

situations we call experiences. As an example consider the situation
encountered at the Radford Arsenal. Every six weeks base graln was
mixed and subsequently cured with Nitroglycerine in order to fomm
propellent for the Nike migsile. It was desired to estimate the para-
meters for each base grain separately since it was believed that the
parameters would vary from blse grain to base grain in some unpredictable
maaner. 'Sinca the 6 values 6 1’ 2, 3,..., n' vary in an arbitrary

and unpredictable manner , we assume that 6 18 a random variable but with
a completely unknown dintribution. It is important to note that we do

not use our 1gnorance of the distribution as a justification for Chooslng
a diffuse or uniform distribution.

 If one were to take a completaly classical approach to the prcblem
he would note that xn is a sufficient statistic for en. This 1is easily

seen by noting that

n
F(xl.xz.x3,...,xnlel,ez,ea....,en) - n F(xilai) .
i=}
The clapsical solution to the problem therefore must completely ignore
the observations xl.xz,xa,...,xn_l and use only the observation Xy in
estimating en' Even intuitively this is an unfortunate result.
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Tiie pure Bayesian approach to the problem assumes a form for
the distributlon of -, say G(b), and then obtains the estimator

fndF(xnlﬂ)dG(e)
7dF(x_[9)dG(0)

E(:lx ) =
( X )

(the posterior mean) as the minimizing estimator. If the choice of
G(") is ccrrect then this is indeed the minimizing estimator. If the
choice of G(v) is not correct then the estimator may have a very large
mean squared error, Note that the Bayes estimator ignores the past
experience Xy xz, x?""‘xn-l‘ as did the classical estimator. Surely,

we should be able to use this experience in some way.

The Empirical Ba,es approach to this problem is now very simply
stated, We find the Bayes estimator E(O]xn), which is usually given

in terms of the unknown distribution function, and express it in a
form which can be estimated from the data, Xps Xgy Xgpeees X, without

knowledge of, or assumptions about, the unknown prior distribution.
The proper forms for E(O}x“) are given in Rutherford and Krutchkoff [11]

for four general families of distributions, Examples of members of
these general families are the Polsson, Negative Binomial, Logarithmic,
Camma, Normal (unknown mean), Normal (unknown variance), Exponential,
and the Uniform Distributions. In Lemon and Krutchkoff [5] an Empirical
Bayes estimating procedure 1s proposed for any discrete conditional
distribution., This procedure has now been extended to include any
conditional distribution, .

Let me now briefly mention some recent applications of this approach.
First, consider the simple linear orthogonal model

Y, = ;5 + B(Xi-.i) + ¢

i i

where the errors are assumed to be normal and where we must routinely
estimate « and .. This problem is considered in Clemmer and Krutchkoff [1]
and the example analyzed there is worth rementioning here.

Every six weeks Ridford Army Arsenal mixed Base Grain for their
Nike missiles. The Base Grain was then cured with Nitroglycetrine to form
rocket propellent. Estimates of the parameters in a linear model were
tequired for each Base Grain. Since the chemlcals were purchased at
different times and mixed at different times under different atmospheric
conditions, the parameters were expected to vary in an unpredictable
manner, Using the estimator for the normal distribution given in
Rutherford and Krutchkoff [11], Clemmer and Krutchkoff [1) found the
desired estimators as
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E(QIQ) - g + S _f._g.‘lz.

N fla)
and
2 tra
o” £'(8)

BGE[B) = B+ 5 —F)

where & and B are the usual Least Squares or Maximum Likelihood

estimators for 4 and B8, 02 i the error variance, N is the number of

observations taken in the nth experience, Sxx is the usual sum of

n
squares of the independent variable ( (xi-x)z); £(a) is the

i=1
marginal density of the least squares estimator; and, £'(a) is the
derivative of this density eatimated at the same point. In general,
the form of the estimator is simply the least squares estimator plus
a correction factor. The correction factor is the variance of the
least squares estimator times the ratio of the derivative of the
marginal density to the marginal density itself evaluated at the
present valus of tha least squares estimator. It is worth noting
here that if the parameter has a diffuse prior distribution then
the ratio of the derivative of the density to the density will in
effect be zero and the Empirical Bayes estimator will be the Classical
estimator. Thus, when the prior information ia of little value this
correction term disappears rather than bilasing the result undully.

The estimate of the ratio recommended in the paper [1], can
be simply written as

2 : 2
B || SgpAY S4aMy
£'(a) 121 ¥ TR
n sinAi

£(a)
h ) %
: is}
where
8 =-a
Ai- n i
2h
8 =a, +h
A = i
2h
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and where

n N
-1/5 1 . w2 1 - 2
h=n max | = ) (a;=)"y ¥ )) (y;-y)
i=] i=]
n N
T 1 - - 1
vith a= = ] a,andy = 2 ]y .
i=1 i=1

Note that we are using a; to represent the least squares estimate

for a in the ith experience and -—Jifil- is to be interpreted as

y o .
unity. - An estimate of -5-1%2-- in obtained by simply replacing
£ (8) :

the a's with 8's.

. The improvemant of this Empirical Bayes eatimating procedure is
then compared with the Clasaical procedure by taking a ratio of the
mean squared errors. This was done by choosing a distribution for a
and B8 and generating a5 81 from this distribution and then generating

several observed values Yy from the regression equation

Yo" + El (xi-x) + £y with €y being random normal errors. This

was done fifty times obtaining new velues for the observations at each
experience. The Empirical Bayes estimator was obtained using the i-1
previous sets of data as past experience. The entire run of 50
experiences was then repcated 500 times. The average ratio’ of the
Empirical Bayes squared errors to the Classical variance was then
plotted as a function of the number of experiences. This was then
repeated for many different prior distributions, error variances

and experimental designs. It was found that the mean squared error
for the Empirical Bayes procedure was never greater than that of the
classical procedure with the ratio of the Empirical Bayes mean squared
errot to the Classical mean squared error often dropping well below
unity. It was also determined that the ratio of the mean squared
errors depends not on the prior distribution or the error viriance

or the design but solely on one relation involving them; namely,

Var (ala)

Z =
Var a
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for o and a similar expression for 8. This index is the ratio of

1 ithe leasi squares varisance to the variation in che parameter.  iuiui-
. tively, 1f the least squares variance is small and the parameter
ﬁ ) variation large not much information can be extracted from past ex-

perience. This is, in fact, the case. When Z is extremely small,
below 0.1, we find that the derivative of the marginal on ¢ ls small
compared with the density itself and the correction f.uctor disappears,
On the other hand, when the least squares variance {s large and the
parameter variation small, much is to be gained from past experience.

' However, when 2 is very large (say 10) then one might as well assume

: that the parameter is not varying at all and pool all the data., The
intereating and realistic range is when 2 is about unity. Figures 1,
2, and 3 given here are for Z values of 0.5, 1 and 2 with past experience
ranging from one to fifty. The solid line is for o¢ known, obtained by
pooled data or estimated from the present data with N > 20. The broken
line is for o2 estimated from the present set of data with N = 8. The
reduction in mean squares error obtained from nineteen batches of Base

\ Grain is given here in Table 1.

i Then in Martz and Krutchkoff [6] the regression model was extended
to the mqltilinear model :

2
Y1- a+ Bx1+ Yx +0-|+

i €1

where orthogonality was not required. This required obtaining the

multivariate extension to the estimators presented in Clemmer and

Krutchkoff [1] and finding estimdtors for joint marginal densities and

their vector derivatives. The maan squared srrors once again were _
never greater than those of the least squares estimators with thelir 3
ratio often dropping well below unity for the usual Z values, '

The model was then extended to allow for the possibility that 02
varies in. an unpredictable way from experience to experlenue. Conaider
the model

+ ¢

-

yl

Yo -

0w D¢
am

where ¥ 1s a k<p matrix of known fixed quantities which remains the
same from experiment to experiment and € is distributed N(O, le) We

assume £ and 02 vary randomly from expcriment to experiment according
to the unknown prior distribution G(e,c ).

If X is of rank p, the usual least squares estimators for B and 12
i are 3




and

2 - ' G- .

Denote (k-p)&2 by S. For this situation, the Empirical Bayes estimators
are given by

sx'®)”L £, L, kep-2(BS)

B + N8 —
k~p=-2 fN,k-p(?'s)
and
2. 8 fNep-2®S)

1
!
|
ik-p«Z £y kmp(B+S)
]

The past axpcriﬁnce for this 1is in the form of the vectors

: g1 1 '§2 I gn
'. S]. ’ sz L ] .

n

The ratio of densities given here are estimated in a way similar to

the expressions already given but a bit more complicated. The actual'’
formulas are not yet published, but can be found in the Virginia
Polytechnic Institute Ph.D. dissertation of one of my students (see
Rencher [B)). Needless to say, many simulations were run and never

vas the Classical squared error for any componant of £ smaller than
that of the Empirical Bayes procedure for as few as one past experience.
The amount of improvement was similar to the figures already showp. On
the other hand, there were cases in which we needed as many as five
experiences before the Empirical Bayes procedure had a smaller squared
error than the Maximum Likelihood procedure when estimating 02, See
for example figure 4. ’

Another example of an Empiricul Bayes application is in Sequential
Estimation. Here we considered the case in which one must sequentially
estimate the mean of a Normal distribution, the cost being the sum of
* the mean squared error and a constant times the number of observations
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taken. Although the big problem was the atopping rule, we had some
difficulry in handling the pasii experience, since the number of
observations taken differed from experience to experience. This
problem was solved, however, and the solution is generally applicable
to this type of past experience. The results, i.e., the ratio of
Empirical Bayes cost to Classical cost plotted as -a function of the
number of experiences is typically as shown in the solid line of
figure 5. The dotted line is the improvement obtained by using the A

b e e

Clasaical stopping rule and then the Empirical Bayes estimator. Since
3 determining the stopping time by the Empirical Bayes approach is so
; very tedious we recommend using this hybrid approach. Unfortunately, . .
the details of these procedures have not as yet baen submitted for ]
publication. They are available, however, in the Ph.D. dissertation
of another one of my students (see Lemon {4]).

Andther project presently undervay is the estimation of the
power spectral density function in a time series. In a time series
situation one often has past experience from similur situations or
one can break the pressnt time series into parts vhich can be considered
expariences. For example, in testing stress on airplane wings in a wind
b tunnel one has ths results of tests on other wings, When the Navy obtains
- a time series signal from the path of a submarine, it is merely one exper-
ience in many such experiences. In each of thsse the object is to obtain
the .power amplitude of the various frequency components. We have used - ’
the Empirical Bayes approach to obtain efficiencies of tha order of 150%
that of the standard approach. 'This work is still in Proarono.

|
f A project which 1is just about complete now involves estimating the ‘
! Arrival and service ‘parameters in a Que. We have estimators for Ques A
o involving ths sxponential and the Ehrlang distributicns. As usual, the
. Empirical Bayes estimators have a significantly smaller mean squared’
; error than the usual estimators. A typical example is depicted in
i Figure 6. A is the mean arrival time, y the mean service time, and p
" is the traffic intensity for an M/M/1 Que.
L .
|
|

\ 7
'

Now let us discuss the Analysis of Variancq. Firat, we considered
the xlndon effects model:

o . Ygg o vhategy
with I effacts and J repetitions per effect, We were sble to estimate
the variance uﬁ of the effects as well as the error variance by using

) ‘ past experience. By making a ratio of these two statistics, we came
L up vith an analog to the F gtatistic. The percentage points of this
' statistic were found by Monte Carlo simulation for several values of
; I, J and numbers of experiences. We found that these tables depend
‘ " only on J and N and not on I. Many typical situations were then
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simulated and the power for the Emnirical Ravaa teat of the Hesstheois
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A" 0 was always significantly greater than that of the usual F-test

for the same size, After as few as ten or fifteen past experiences
the power was as much as 50-80% higher for the Empirical Bayes test.

For the fixed effects model

we had to reparameterize to full rank before proceeding. Once this

was done, the estimates were the same as ‘for the linear regression
situation. In order to test the Hypothesis § = 0, we made an analogy
to the F statistic ty using the sum of squares of the Empirical Bayes
estimators for the pirameters in the numerator¥, and the estimated error
variance in the denominator. Here the percentage points were found to
depend on the number of repetitions, the number of experiences and also
the number of effectas. Only tables for up to six effects were simulated.
Once uagain the Empirical Bayes test was always more powerful than the
usiual F-test (when there were at least/ four past experiences). Un~-
fortunately, the details of this topic are not yet in print, but can

be found in Rencher [8]. . i

Before leaving parametric Empirical Bayelﬂ I've been alked to
briefly mention the results we obtained in long range prediction of
rainfall, The Weather Bursau puts out a map, twice a month, predicting
rainfall in the categories of light, moderate and heavy for a period
of 30 days.  The predictions are for large areas 'and not for particular
locations. We were asked to use this map and predict for each city the
amount of rainfall witiiln the next 30 days. We wera able to do just
this,. We found a prodedure for predicting the probability distribution
of rainfall in inches for any location that had been collecting such
data for at least fifteen years. The results were remarkably successful.
One could only compare with the Weather Bureau, however, for the categories
iight, moderate, and heavy, The Weather Bureau, for example, was correct
in Roanoke, Virginia, but 30% of the time while we were cortect more like
70% of the time. The details of this pruject can be found in Philpot
and Krutchkoff [7]. ' . .

Let us now turn to another type of Empirical Bayes Estimation,
Consider the situation where the distribution of the observation is it-
self unknown; a non-parametric situation. Here, we observe the value x
ot the random variable X whose distribution depends in gome unknown way
on v and we are asked to egtimate & with small squared error. Such
estimation is of course impossible. For this situation, we assume that
there is a supplementary observation pbtained after the estimate is
biven, perhaps in-the form of customer feedback. To be more specific,
let us say we have observed an x from some unknown distribution and
must estimate the * value related to it in some unknown way. Later,

St
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we are given an observation y from the random variable Y whose
aistributicn may likewisze be unbknoim but for which FY = A, Thar
is, our supplementary sample is an unbiased estimate of 6, Un-
fortunately, ‘this estimate is too late. In Krutchkoff [3] the
problem is assumed to be routine with the ¢ values varying in an
unpredictable way. The Empirical Bayes estimating procedure for
this situation is very simple. If the present observed values is
x and there are several past experiences with this same value of
x, then use as your estimate the average of the supplementary values
y which occurred after the occurrence of the value x. If there 1is
not a sufficient number of past experience at X, =X then make a

linear regression using the past y values as the dependent variable
and the past x values as the independent variable and find the re-
gression value of y at x. The results of such a situation are given
in Krutchkoff [3]. Generally, after a few past experiences the ,
Empirical Bayes mean squared error drops below the mean squared error
of the Classical eatimator which would be used 1if the distribution

of X were actually known. Here we have not only au estimator which
we can use vhen nothing else exists, but one which: is better than the
usual estimator when one does exist, :

An extension of this non-parametric appraach was givén in

Gabbert and Krutchkoff [2]. Here we assumed that a machine producing

items was to be checked to determine when it was Out of Control. The

linear regression form of the estimate was employed but using only the

past fiffreen experiences, i ‘
A sample of defectives was taken and x, the sample proportion of

defectives found. The value y yas later nupplied by some other pro- .

cedure such that EY = p, the true proportion of defectives, Clearly,

each box is an sxperience with/ the true proportion of defectives:

varying randomly.” The esjimate of the presant proportion was obtained

from x by using the past fifteen values of x,y, in a linear regressionm,

and obtaining the regression value of y for the present value of x.

The variance needed in the control chart was also obtained ffom the

linear regression as the variance of the regression line at the )

present value o{}x. A typicdl power function for the Empirical Bayes

proceduré is given in figure 7. Here the machine was caused to go out

of control, producing a proportion of defectives varying randomly about

some undesirable proportion Pl (ro is .the in control valua), The power

for the procedire is seen to startjout below the usual control chart
procedure but after a few expariences with the out of control machine
the power increases rapidly. In this example, the Empirical Bayes _
procedure detects the out of control situation at about the twelfth
consecutive sample vhereas it takes the usual procedure about 1B
samples. Of courss, since this Empirical Bayes procedure does not
make use of the fact that the sample is Binomial, it can be applied
in situations where the distribution of the first sample is itself
unknown. We are presently working on a single sample non-parametric
approach but not enough results are as yet available to present anything
here. , ‘
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Although the title of this paper contains the "design of
experiments.” I have virtuallv nothing as vet to report. Several
results, however, can easily be predicted. For the non-parametric
supplementary sample situation we did not require the present sup-
plementary sample to determine the estimator or its squared error,
If the squared error is within tolerable limits, we need not take the
supplementary sample at all. We can, in effect, calibrate the pre-
liminary sample eliminating.the need for talking the more costly
supplementary samples.

In the parametric situation we recall that our squared error
was smaller than that of the Classical procedure. By estimating
the prior variance we can estimate the efficiency of this procedure
and thus be able to predict the number of observations one needs to
obtain a predetermined squared error. This number will, of course,
be smaller than that required by the Classical Procedure.

No doubt there are optimal designs for the Empirical Bayes

-"procedures. Since Empirical Bayes is more efficient than the

Classical approach uaing the classically optimal design it makes

good sense to hope for an even better efficiency when we find the
tmpirical Bayes optimal design. This question is, as yet, unanawered,
but we are working on it. .
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FOR a:
A

43
.51
45
<23
45
42
74
64
59
1.04
-95
+30
l69
54
-1
41
52
.17

TABLE 1

NIKE MISSILE RESULTS

MAXIMUM PRESSURE VS. AGE:

FOR 8:

1.34
1072
1.08
.53
.89
.98

- 1.38
1.30
1.23
5.01
3.69

1.72
1.36
1,57
2.51
'1.57
las
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.93
.88
.87
.90
.83
.75
.75
.72
.58
+36
.81
.80
.70
«69
.61
.69
.87
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YOUDEN AWARDED THE 1969 SAMUEL S. WILKS MEMORIAL MEDAL

Dr. W. J, Youden, now retired from the National Bureau of Standards,
has been awarded the Samuel S. Wilks Memorial Medal feor 1969, The an-
nouncement of Dr. Youden's selection for the 1969 Wilks Award was one
of the highlights of the Fifteenth Annual Conference on the Design of
Experiments in Army Research, Development and Testing, which was held
at the U.S. Army Missile Command, Huntsville, Alabama, 22-24 Cctober
1969. Dr. Youden has long been recognized as one of the outstanding
applied statisticians by both the U. 8. A. and countries abroad, as well,
having made many fundamental contributions to the design and analysis of
statistical experiments and methodology. The citation for Dr. Youden
reads as follows:

To Dr. W. J. Youden, father of 'Youden Squares' and the
'Youden Diagram,' for his extensive contributions to the art
and practice of experimentation in the sciences and engineering,
through conception and lucid exposition of novel, yat rather
elementary, techniques of statistical analysis and crafty ap~-
plication of standard methods; and through his exceptional
productivity as an author, indefatigable energy and phenomenal
effectiveness as a speaker, by which he has inspired a whole
generation of scientists and engineers to greater achievements
through application of his unique statisticsal precepts.

Previous recipients of the Samuel S. Wilks Memorial Medal include:
John W. Tukey, of Princeton University (1965); Major General Leslie E.
Simon (1966); William G. Cochran of Harvard University (1967); and,
Jerzy Neyman of the University of California (1968).

The Samuel S. Wilks Memorial Medal Award is administered by the
American Statistical Association, a non-profit, educational and scientific
society founded in 1839. The Wilks Award is given each year to a statis-
tician and is based primarily on his coatributions to the advancement of
scientific or technical knowledge i{n Army statistics, ingenious application
of such knowledge, or successful activity in the fostering of cooperative
scientific matters which coincidentally benefit the Army, the Department
of Defense, the U.S. Government, and our couatry generally,

The Award consists of a medal, with a profile of Professor Wilks
and the pame of the Award on one side, the seal of the Amerfcan Statistical
Association and name of the recipient on the reverse, and a citation and
honorarium related to the magnitude of the Award funds. The annual Army
Design of Experiments Conferenc¢s, at which the Award is given each year,
are sponsored by the Army M:thematics Steering Committee on behalf of the
Office of the Chief of Researcn and Development, Department of the Army.

The funds for the S. S. Wilks Memorial Award were donated by
Philip G. Rust, Thomasville, Georgia.
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i tte approval of President A. Ross Eckler ot the American
tatinta el \wsocratfon, the Wilks Memorial Medal Committee for 1969
\ .
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rrofessor Robert E. Bechhofer - Cornell University

frofessor wiliiam b, coctran - Harvard University

Dr. Francis G, Dressel - Duke University and the Army Research

Office-Durham

Dr. Churchill E{senhart ~ National Bureau of Standards

Professor Oscar Kempthorne - Iowa State University

Dr. Alexander M. Mood - University of California

Major General Leslie E, Simon - Retired

Dr. John W. Tukey - Princeton University

Dr. frank E. Grubbs, Chairman - U, 5. Army Aberdeen Research and
Development Center, Aberdeen Proving
Ground, Maryland

LIDGRAPHICAL SKETCH. Dr. Youden was born in Townsville, Australia,
on Apncil 12, 1900, Two years later his father returned to his birthplace,
Dover, England, with his wife and young son; and the three resided there
April 1902 - June 1907. During these years a sister, Dora Alice, and
~orother, Harry, were born., In 1907, the family of five set out for
America, and entered the United States through the Port of New York in
July 1907, They lived for a while at Ivorytom, Connecticut, and at
Niagara Falls, New York, where Jack attended the local pubiic schools;

« then they moved to Rochester, New York, in 1916, for Jack's senior year

‘6t high school. Youden spent the years 1917-1921 at the University of
Rochester, except for one brief intertuption to serve his new country

as a private in che U. S, Army, October 15 =~ December 12, 1918. At the
University of Rochester, Jack was elected to the National Phi Beta Kappa
honor society, and was awarded a B, S. in Chemical Engineering in June
1921. The follewing academic year, 1921-22, he continued at the University
uf Pochester as an instructor in Chemistry, then went the two succeeding
vears, 192224, to Columbia University as a graduvate fellow in chemistry,
earning an M. A. (Chemistry) in 1923; and a Ph.D. (Chemistry), in 1924.

lmmediately following receipt of his doctorate, Dr. Youden joined
thie staff of the Boyce Thompson Institute for Plant Research in Yonkers,
%ew York, as a Physical Chemist., He continued with the Institute in this
capacity, with two short leaves of ahsence and one 3-year assigmment as
in Operations Analyst with the Army Air Force, until he joined the staff
i the National Bureau ~[ Standards in May 1948 as Assistant Chief of the

statistival Engineering Laboratory, which was then beginning its second
vear of existence.

Dr. Youden was often heard telling a 'client” in consultation on
iratistical aspects of experimentation, or an audience at one of his well
st lenled lectures on statistizal methodology, that he is a "chemist,”
impivi.oa, it would appear, that he is really not a statistician. Well,
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Youden may have been a!l chemist tor 1s first qeven years at the

Buyce Thompson Institute, but by September [%'! he had already begun to
dish out advice on the statistical dspecis of exnperimentarion The
evidence {8 :o be found in his paper entitled, "A Nomogram for use in
connection with Gutzeit arsenic determinations on apples,” published

in Vnl, 3, Ne. 3 cof the Contributions frow Lhe Boyce Thompson Lngtitute,
pp. 363-374. And from impeccable authority we learn that during the
academic year 1931-32 he commuted on his own volition from Yonkers to
Morningside Heights in New York City to attend Professor Harold Hotelling's
lectures on "Statistical Inference" at Columbia University. H¢ was on hia
way to becoming an experr on statistical aspects of experimentation, From
then on he became more and more of a statistician.

The paper that was ultimately to make his name a laboratory, if not
a household word, saw publication in early 1937: 'Use of Incomplete
Block Replications in Estimating Tobacco ‘Mosaic Cirus' (Contributions
from Boyce Thompson Institute, Vol. 9, No. 1, pp. 41~48). Here he
gave examples and illustrated the application of a new class of symmetrical
balanced incomplete block designs that possessed the characteristic "double
control” of Latin square designs, without the restriction that the pumber
of replications of each "treatment" (or "variety") must equal the number
of "treatments” (or 'varieties"). This paper and its new designs led to
Dr. Youden obtaining a Rockfeller Fellowship that enabled him to take his
first leave of absence from Boyce Thompson, and to devote the academic
year 1937-38 to further work in the field of experiment design under the
direction of R. A. Fisher himself at the Galton Laboratory, University
College, London. Youden's new rectangular experiment designs, térmed
"Youden Squares" by Fisher and Yates in the introduction to the first
edition of their Statistical Tables for Biological Agricultural and Medical
Research (1938), were found immediately to be of broad utility in biological
and medical research generally; applicable but of less value in agricultural
field trials; and with the coming of World War II, Youden Squares proved to
be of great value in the scientific and engineering experimentation connected
with the research development activities of the war effort of the British
and their allies. )

Following Pearl Harbor, Dr. Youden took a somewhat longer leave of
absence from the Boyce Thompson Institute to serve as an Operations Analyst
with the United States Army Air Forcee, 1942-45, first as head of the
Bombing Accuracy Section of the Operations Analysis Unit of the U. S.

Eighth Air Force {n Britain, where he directed a group of civilian scientists
seeking to determine the controlling factors in bombing accuracy; then, in
the latter part of World War Il, he was transferred to the Pacific to

conduct similar studies preparatory to the B-29 assult on Japan. Stories

are legion among the members of the Operations Research Group of the
U.S.A.A.F. Eighth Bomber Command about Dr., Youden's exceptional skill in

the invention of novel and the adaptation of standard statistical tools of
experiment design and analysis to cope with various problems arising in

these studies of bombing accuracy. Some of these military applications
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=titten up tor immediate use, and embalmed tor posterity in his
fwte, 'How to laprove Formation Bombing,' Air Force Manual No, 67,
. T lies, oad it otne 1ront material to his “Bombing Chart,” fir Force
lanal No, Y, April 1945. He was awarded the Medal of Freedom in 1946
his important contributions to the allied vicrory.

In 1947 Dr. Youden took his third and final leave of absence from
“he boyce Thompson Institute: from May to November 1947 he was employed
by Froject RAND, Douglas Aircraft Company, Santa Monica, California, as
4 Lonsult-  on statistical problems in design and use of military aircraft.

As stated earlier, Dr. Youden joined the staff of the National
Bureau of Standards on May 10, 1948, as Assistant Chief of the Statistical
Engineering Laboratory, Applied Mathematics Division. Three years later
he became a Consultant (on statistical design and analysis of experiments)
to the Chief, Applied M:tnematics Division, a post that he held until his

retirement on June 30, 1965. Since then he has enjoyed the privileges of
4 Guest Worker at the NBS.

During Dr. Youden's first two years at the NBS, a fraction of his
salary was underwritten by the Research and Development Division, Office
of the Assistant Chief of Staff, G-4, Department of the Army. This in-

office in the Pentagon; visits to Dr, Ellis Johnson's group at Ft. McNair;
and, quite characteristically, Dr. Youden took 8 number of trips to Army
research and development installations in various parts of the country, to
size-up "'the problems" in their actual habitats.

br. Youden's first decade at the National Bureau of Standards saw the
iovention and publication of his two-sample chart for "Graphical diagnosis
of inter-laboratory test results" (Industrial Quality Control, Vol. 15,
No, 11, May 1959), now called the "Youden Diagram,' which has proved to
be an indispensable tool in the inter-laboratory test programs on the

. N :tional Conference of Standard Laboratories that provide continuing

surveillance on the central calibration programs of the U. S. National
Moeasurerent System, .

The early 1960's saw Dr. Youden's exploitation of a class of selected
incozplete block designs of block size two for the specific purpose of
identification and estimation of the effects of sources of systematic
¢ ror, the central theme of his paper, 'Systematic Errors in Physical

tant>." (Physics Trday, September 1961).

‘.ot the least among Dr. Youden's assets are the effectiveness with
i he communicates both in writing and speaking; his exceptional
r.ductivity In both areas; and the inspiration with which he amuses
" i+ readers and audiences. During Dr. Youden's almost two decades at
| ~-. Natienal Bureau of Standards he was the sole author of thirty, and
: co=auther of fifteen publisted research papers; the sole author of

y~

volved coordination with Dr. Merrill M. Flood and others at the headquarters’
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two books and of seven chapters in other books; and for six years (1754-

1959) he authored a highly original bi-monthly column on Statistical

Lesign 1n the protessional journal, Industrial Engineering Chemistry.

{These columns have since been brought together and issued in booklet

form by the American Chemical Society under the title, ''Statistical

Design."”) During this same period, Dr. Youden gave 211 talks around

the country on topics in Statistical Methodology and Experiment Design,

under 125 titles, the repetition of some talks being by demand. In

addition, he made two lecture tours on behalf of the American Chemical

Society, addressed the NBS Scientific Staff Meeting twice, and was called ‘
upon repeatedly by the Bureau to address special groups (e.g., high -
school science teachers). Almost without exception, he was the speaker

most highly spoken of afterwards by such audiences.

Dr. Youden's first book, STATISTICAL METHODS FOR CHEMISTS (1951) has
had a sale of well cver fiteen thousand copies. Together with his "column,"
this book constitutes one of the best sources of real-life examples of
effective applications of statistical principles and techniques in physical-
sciences research and development work. -

As part of the program of the National Science Teachers Association
to place some of the most recent advances in science before junior and
senior high school students, Dr. Youden prepared one of the NSTA's Vistas
of Science Books, EXPERIMENTATION AND MEASUREMENT (1962). As of July 1969,
this booklet has sold over 52,000 copies; and is continuing tov sell at the
rate of over 1,000 copies per year.

Dr. Youden's total contribution to the art and science of statistics
in experimentation is truly impressive. A few weeks before Dr. Youden's
retirement from the National Bureau of Standards on June 30, 1965, the
Royal Statistical Society elected Dr. Youden to Honorary Fellowship at
its annual meeting in London on June 2, 1965. There can be no question
that Dr. Youden is a very derserving recipient of the Samuel S. Wilks
Memorial Medal for 1969.
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THE USE OF A HYBRID COMPUTER TO EVALUATE MAN-MACHINE
PERFORMANCE OF COMPLEN VEHICLE CONTROL SYSTEMS

Myrna L. Toivanen, Human Factors Engineering and
Simuiation, Systems and Research Division,
Honeywell Inc., Minneapolis, Minn,

Bernard 8§, Gurman, Avionics Laboratory, U,S, Army
Electronics Command, Fort Monmouth, N. J.

Dr, Erwin Biser, Avionics Laboratory, U.S. Army
Electronics Command, Fort Monmouth, N. J.

Summary

This paper describes the role of systematic real -time man-in-the -loop simu-
lations in evaluating man/machine performance of complex vehicle control
systems, The simulated system consists of: 1) a hybrid (digital and analog)
computer system which i8 used to simulate the vehicle dynamics and the
environmental conditions defining the system state, to drive pilot information
displays, and to translate the pilot's control inputs into vehicle responses;

2) electro-mechanical flight displays and/or a computer-addressed cathode -
ray-tube (CRT) display which are used to provide the pilot with the information
required to perform the defined control task; and, 3) a fixed-base control
station which is configured to represent control characteristics of the vehicle
being studied. The important considerations in the formulation of the experi-
mental design and schedule are discussed. The performance measures used
to evaluate overall system performance are described., The limitations on the
application of the simulation study results to the real-world situation are dis -
cussed, A summary of the simulation mechanization, methodology, and results
of a previous study of helicopter IFR formation flight system requirements 1s
provided as an example of the use of man-in-the <loop simulations to evaluate

system per formance,

This article has been reproduced photographically from the authors manuscript.
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THE USE OF A HYBRID COMPUTER SYSTEM TO EVALUATE
PERFORMANCE OF COMPLEX VEHICLE CONTROL SYSTEMS

Introduction

The evaluation of the performance of complex systems would be prohibitively
expensive if it were necessary to wait until the system were built and only

then test it under actual environmental conditions. The cost involved in re-
designing and rebuilding the system at this point in its development would
orobably increase the cost of production systems by at least an order of magni-
tude, If the system is man-oriented and there is a chance that system inade-
quacies may result in catastrophic human injury or loss of life, the risk of

system failure is too great and evaluating system performance in this manner
becomes unthinkable.

Tests of aircraft or spacecraft systems involve unusually high risks, both in
terms of human life and equipment loss, It has been necessary, therefore,
for spacecraft and aircraft systems and design engineers to develop alterna-
tive techniques for evaluating performance of such systems prior to actual
' flight tests. The most comprehensive and flexible technique which has been
developed has been that of computer simulation.

A computer simulation to be used for system performance analysis consists

of an approximate model of both the system and its relevant relationships with
its environment mechanized in the form of computer programs (see Figure 1),
The system and those environmental conditions which affect system perform-
ance are defined in terms of mathematical equationa, Then computer programs
are written to mechanize models via appropriate compute'rsland algorithms,
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CONDITIONS

Figure I, C-mnarer Sipalatie [Peserar one
The simulation of a man-:-riented sestem must include an additional math
mndel for human behavior or niust ailow the human operator to be included as
part of the simulated systen:. In n.ost complex man-oriented systems the
oper,-ator's function is a signi:-an® factor in total éystem performance and is
ton complex to he represen{c": v existing human behavior models. When
this 1s the case, the human op: rator is included as one «f the subsystems of
the simulation. Then the simulation must include sensory cues to provide the
operator with necessary information and physical apparatus which allows him
to perform his function in the simuiat.d syétem.

In addition to being much less expensive than actual system tests, analysis by
simulation is much more flexible, After a simulation is developed, it is 5
pussible to systematically investigate system performance resulting {from \ '
changes in one or a number of the subsystem models or environmental cond:- e
tions by merely changing the values of the selected parameters in the com-

puter programs. The system design can be changed and tested in much less

time and al relatively low cost campared to that involved in rebuilding and

reinstalling hardware in the actual system. The system can be tegted step by

slep, analyzing one subsystem whilc holding other system parameters constant,

adding to the complexity of the madel only as greater levels of detail are

required,
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The proper selection of the computers to be used for a simulation depends on
the obLjectives of the study and the nature of the system being simulated, The
most appropriate computer is not necessarily that which has the greatest
sophistication or capability, Most digital computers are at a point of develop-
ment now which makes them suitable for use in simulations (i.e., computation
speed has been increased to a point where it is suitable for sclution of at least
the low:frequenc_y system dynamics), The high accuracy, exact repeatability,
and flexibility of the digital make it the most appropriate choice for overall
simulation control and for simulation of the subsystems which are nonlimear in
nature. The analog computer, although not as accurate as the digital, provides
contiauous solutions and is more appropriate for solving higher frequency
system dynamics, .1t is also more appropriate for simulating characteristics
of system hardware which operates in a continuous fashion, Other advantages
of the analog for simulation of vehicle dynamics are more ope'rational in
nature., The analog ‘can be programmed to represent linear vehicle dynamics
more easily and debugged more quickly than the digital computer. Also, it
can be changed on-line without going through the somewhat time -consuming
processes of making card changes, recompiling the deck of cards, and reload-
ing the program as required for digital programs. Because of the unique
characteristics of tne analog and digital computers, a combination of these
two computer types, or, a "hybrid" computer system, is extremely attractive
for the simulation of real-time, man-oriented systems involving vehicle
dynamics.,

The extensive use of computer simulation techniques by aircraft ahd spacé-
craft systems engineers has made the computer an integral part of the systems
design and analysis process. This paper explains how and where the computer,
specifically the hybrid computer system, fits into the design and analysis
process of man-oriented systems involving vehicle dynamics, Although the
discussion will be based on this specific class of systems, most of the tech-
niques and methodology discussed would be applicable to evaluation of a wide

»
variety of complex systems, s
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Manual IFR Formation Flight System Model

The specific system which will be provided as an example is a manual IFR
formation flight system. This system is being investigated by Honeywell under
the Joint Army-Navy Aircraft Instrumentation Research (JANAIR) Program,

a research and exploratory development program to define and validate advanced
concepts which may be applied to future, improved Naval and Army aircraft
instrumentation systems, This system would allow a pilot to fly at a fixed
position (fixed rarge and bearing) with respect to another aircraft under poor
visibility conditions. The primary elements of the envisioned system (Fig-
ure 2a) would be: 1) an on-board special-purpose computer to calculate infor-
mation regarding aircraft position in the required {.rmat for display presenta-
tion; 2) a display which will present the necessary information for position
control to the pilot; 3) the pilot, who must make control inputs based on the
information dispfayed to him; 4) the controls of the vehicle, which will move
the vehicle control surfaces as dictated by the pilot's control movements;

5) the vehicle dynamics, which will result in rotational and translational move -
ments; 6) attitude and/or rate sensors on-board the vehicle which will sense
the rotational dynamics of the vehicle; 7) an autopilot, which will provide
feedback into the pilot's controls and/or the vehicle dynamics; 8) navigation
sensors, which will sense the aircraft's position with respect to the lead
aircraft; 9) and a filter which will smooth the data obtained from the sensor.
As mentioned previously, the simulation of the system must include relevant
environmental conditions; two of these are shown in Figure 2a- i.e. , 8system
disturbances, such as turbulent wind conditions (10), and the leader flight
profiles (11).

?igure 2b shows a block diagram of the organization of Honeywell's hybrid
system in the mechanization of the formation flight system model. Honeywell's
hybrid system includes a high-speed digital computer with a real-time capability,
a number of analogs, a hybrid link for two-way communication between the
digital and analog, a cathode-ray-tule which can be used for generation of
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desired dispiay formais {as prograuuned vu the digitall, a simiulaicd instru
ment panel with a number of conventional flight instruments, a fixed-base

pilot control station, and standard peripheral equipment which allows communi -
cation between the computer and the user. Figure 3 shows the control station
located in front of the cathode ray tube display and Figure 4 shows the control
station and the simulated aircraft instrument panel.

In the investigations of this simulated formation flight aystem, pilots have

been included in the simulation loop. The flight control and management task
which must be performed by the human operator consists of multi-axis air-
craft control and three-axis control of position with respect to another air-
craft, This tagsk is much too complex tc be represented by existing math models
of human behavior, which are generally used to represent only single ~axis
control taskas.

When simulation runs are made, the pilot is seated at the control station in
front of a display which provides him with information about his position in
space with respect to the lead aircraft, The display can also provide him
with aircraft control commands, in which case the position control task
becomes primarily one of three-axis tracking. ‘The flight profile of the lead
aircraft (programmed on the digital computer) results in the éequential per-
formance of a number of bagic maneuvers. The pilot's task is to maintain
his position with respect to the lead aircraft throughout these maneuvers,
Since this system is to be used for low visibility conditions, the pilot is pro-"
vided with no visual cues other than the CRT display or specific flight instru-
ments in the simulated cockpit.

System Analysis and Design Process

The process of system analysis and design by simulation and empirical evalua-
tion can be broken down into the following tasks: 1) development of the system
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model; 2) development of the experimental plan for systematic investigation of
system performance; 3) development of the computer simulation; 4) prelimi-
nary simulation runs to optimize the simulation; 5) conduct of man-in-the-loop
simulations according to the prescribed cxperimental plan; 6) analysis and
interpretation of system performance data; 7) system recommendations and
formulation of conclusions, As noted in Figure 5, these tasks are interdepend -
ent, with both the sequences and relationships between them being important
factors in the effective evaluation of system performance,

One of the mistakes commonly made in the use of simulation techniques is to
begin the programming of the computer prior to developing the math models
of the system and the experimental plan to be followed in the evaluation of
this system. Efficient organization of the program requires at least 90 per-
cent completion of both these tasks prior to development of the simulation

programs,

Developﬁment of System Model

The definition of the system to be simulated in terms of math models is pro-
bably the most difficult task in the system design and analysis process. The
difficulty of this task varies with the number of subsystems of the model which
have not been previously defined, If the study is a design problem rather than
an evaluation of an existing system, the number of such undefined system
variables is usually greater. However, even when subsystems are previously
defined In terms of hardware characteristics, there are not necessarily exist~-
ing math models to describe them, Thus the development of a number of math
models is usually necessary for any system analysis problem.

The complexity of the simulation to be developed depends on the number of
math models required to define the system adequately and the extent of detail
necessary for each model, The validity of the simulation, of course, depends
on the level of complexity selected for the modeling of the system. Determin-
ing the exact level of complexity suitable for a given study is one of the most
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difficult chares of the analyst,  There must always be a tva
simulation validity and the scope of the study., Determining exactly what this
tradeoff should be requires a combination of good judgement and a great deal
of previous simulation experience. Unfortunately, a= the simulation model
approaches exact duplication of the real world, the cost of simulation analysis

also approaches the cost of flight testing the actual system,

The subsystems which have been defined for the manual formation flight sys -
tem model are those shown in Figure 2a (subsystermns numbered 1-11), Since
the primary objective of this research program has been to develop appropri-
ate cockpit displays for manual IFR formation flight with existing aircraft, the
models of the vehicle, the autopilaot, and vehicle controls have been predefined
at the outset of the investigations, With a human operator as a part of the
simulated system, of course, it has not been necessary to develop a math
model for the pilot. The remaining subsystem modéls have been developed
during the course of this research program, The greatest amount of time and
effort has been devoted to the development of alternative display models,
Development of the display model consists of the following lasks:

1) Identifying the information required by the piiot to perform
the manual IFR formation flight control task.

2) Incorporating this required information into a total display
configuration, which requires:

a) development of display rorm.at (i.e., display symbology)
of the primary display,

b) development of display driving functions (i.e., those
equations used to control motion of display elements),

¢) selection of standard.cockpit instruments which should be
included to provide the required information which could
not be incorporated into the primary display,
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Two of the display configurations investigated for use in this system are
shown in Figures 6 and 7. It may be noted that both display configurations
shown provide the pilot with tracking symbols which indicate how he should
manipulate the controls to achieve the desired positions. The multi-axis
control task required for a high-order control system such as this becomes
prohibitively difficult if the pilot must wait for the system's response before
receiving feedback regarding the accuracy of his control ‘nput. For example,
suppose that a pilot makes a roll input to correct a lateral position error. His
control input will instantaneously effect a control surface deflection, producing
a roll rate, which in turn will result in a significaut change in roll attitude
within a second or two, which will produce a n..ading change and lateral rate
of movement of the aircraft, which finally, after several seconds, will pro-
duce a significant change in the aircraft's lateral position with respect to the
leader, In other words, the input response must pass through several inte~
grations before the system finally responds with a change in aircraft positioh.
To provide immediate knowledge of the results of his control actions, lead
information which is based on anticipatory knowledge of the system response
must be presented to the pilot. One means of providing this information which
has been used successfully in the investigations of this manual IFR formation
flight system is display "quickening'. Quickening refers to the display of
higher-order deriviatives of the system response, which in this case would

be time derivatives of the follower aircraft's position errors., Complete
quickening, (i.e., presenting the sum of the position error and its derivatives
in one element on the display). was utilized to drive the tracking symbols
shown in the display formats.

Use of Computer in System Model Development

The computer can be used to aid in developing the syastem model, Either the
digital, the analog, or both can be used for the configuration of a simplified
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VERTICAL SITUATION COMMAND DISPLAY

CLIMB RATE
INDICATOR ROLL ATTITUDE
¥ REFERENCE
Y Y3 T 7/
140
'°°'ﬂ —_ _ o
- D.o...— ” e Q&Tsulfs"eo
AAE;#{I%JE/F“; T onciTunmaL
- PeRT TRACKING
SYMBOL (BASED
4000 20 ON QUICKENING)
— 200

ORIZONTAL SITUATION
STATUS DIS

KEY

vERTICAL SITUATION DISPLAY:

=4~ LATERAL AND YERTICAL TRACKING SYMBOL
(BASED ON QUICKENING)

C) PILOT,5 COMMANDED VERTICAL AND LATERAL
POSITION

=~O= PILOT'S OWN AIRCRAFT SYMBOL

HOKIZONTAL SITUATION DISPLAY:
A LEADER AIRCRAFT SYMBOL

4+ PILOT'S COMMANDED LATERAL AND
LONGITUDINAL POSITION

d IL.0T S AIRCRAFT SYMBOL WITH HEADING REFERENCE
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the Advanced Rotary-Wing and Jet Fighter Study)
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model of the system to empirically evaluate preliminary designs of subsystems,
ror example, 1n developing appropriate display driving functions for the display
in the manual formation flight system, performance of a simplified system
mosdel can be observed to determine which combinations of fvedback terms are
more appropriate., This simplified model could consist of only one axis of the
vehicle control dynamics, a simple model of human behavior (perMaps only a
lag) in response to the specified display driving function, and a continuous
{analog) recording of vehicle responce in terms of position and attitude. Small
programs can be written to analytically evaluate specific subsystem math
models, For example, to determine the relative velocity required by the fol-
lower aircraft to maintain his position with respect to the leader during a turn
at various ranges and bearings, the mathematicdl relationships defining this
required velocity are quickly programmed with the ranges and bearings being
the variables in the model. Then by merely typing in the desired ranges and
pearings, the corresponding relative velocities can J:a.l.culatécQ_n a fraction
of a second. o

In addition to the incorporation of the system model, the digital computer
programs must include the capabilities of overall simulation control and com-
puter/user communjcation through appropriate input and output channels. The
programs should be organized sothat it is easy for the user to change the
values of any of the system parameters which are independent variables in the
study, They should calculate, record, and output the desired performance
measures and be structured to correspond to the experimental procedure to
be followed during the course of the man-in-the-loop simulation runs, These
additional functions of the computer simulation programs make it necessary
that the experimental plan for the study be developed prior to simulation devel-
opment,
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Development of Experimental Plan

The analysis of system performance by simulation, especially when the
human bperator is included in the simulated system, can invoive many hours
of simulator runs, If too little time and cffort is devoted to ‘planning the
exper!rﬂ;}xts. the results of all these hours of simulator runa may turn out to
be completely meaningless. No matter how complex or valid the simulation,
its usefulness as a tool in evaluating system performance depends on the
experimental plan followed in collecting the performance data,

When human performance is one of the contributors to system performance,
the system evaluation is based primarily on statistical inference from the
performance data collected. The statistical techniques which can be used.
in mterpreting the performance data are necessarily limited by the experi-
mental designs and procedures which have been followed and the exact per-~
formance measures which have been recorded, When developmg the
experimental plan, therefore, it is necessary to select the desired statistical
analysis techniques and system performance measures, as well as the
experimental design and procedure, The tasks involved and some of the
factors which should be considered in developing the experimental plan are
shown in.'[__‘able 1. Specific measures used to describe performance of the
manual formation flight system model are shown in Table 2,

Comput’er Program Development

After the system model and the experimental plan are well defined, itis
possible to develop the computer simulation programs in an efficient munner.
The digital computer programns are written to incorporate all u.hose subsys-
tem models not programmed on the analog, to calculate and record perfor-
mance measures, and to allow effective communication between the user

and the computer, It should be organized in accordance with the planned
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Table 1. Development of Experimental Plan

ldentity Independent Variables (1V)

o Will depend on study objectives
e Number of IV's limited by time and money available
e In man-oriented system, human element will be an 1V

ldentify Dependent Variables (DV)

¢ Conplex system performayice evaluation usually re-
quires a number of different performance measures

- ® When the computer is used to record, calculate, and
output performance measures, additional costs asso-
ciated with additional data are minimal

e Desired statistical analysis techmques should be
considered,

Identify Conditions Which are to Remain Constant

e Will include all subsystems of the simulated system
which are not mdependent variables

-
Determine most Appropriate Exgerimental Design_
e Limited by scépe of study '

e Should be based on study ohjectives and nature of
the se_lected Vs

Determine Experimental Procedure to be Followed

® Should minimize learning and order effects
e Should maximize control over experimental constants

Determine Statistical Techniques to be Utilized

e Limited by experimental design and performance
measures selected

e Should relate to practical application of study results
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Tabie 2, Performance Measures Used in Analysis of the
Manual Formation Flight Systcm

Mean, .standard deviation, and RMS (root-mean-square)
error in:

Longitudinal position wrt leader

Lateral position wrt leader

Vertical position wrt leader

e Range from leader

These measures are used to indicate the pilot's level of
position control precision,
' 2
X
.32 i

RMS control stick rates (e. g. , Lﬁl——, where X, is

rate of control stick deflection in inches or degrees per
second)., This measure is used as an indication of the
extent of pilot control activity. '

Collisioné with other aircraftr

Continuous time histori'eé of position error, aircraft
attitude, and control inputs

Proportion of time subject utilizes a given display

Number of attention shifts between displays
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1 as possible and to free the experimenter from trivial tasks such as timing
or data recording. It should be organized such that changing values of

W ww emnrioes DR

&~
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- system variables can be accomplished easily and quickly.

The analog computer is wired to incorporate those subsystem models which
can be more convenjently programmed and debugged on the analog (such as
; rotational vehicle dynamics) and the control station is configured to repre-
sent the controls of the vehicle being simulated,

Once the simulation is developed, it can be used over and over again for a
long period of time, It should, therefore, be well-organized and documented
80 that it can be used and/or modified in the future with minimal difficulty ' ]
The digital computer programs should be modular in design for ease of S
) checkout and modification. The wiring diagram of the analog simulation
o should be detailed and complete, The program development should not be
S considered complete until the program is well documented,

_ After the entire system model i8 mechanized in (ke form of computer pro-
ok grams, the simulation is operational and simulator runs can be conducted,

i Preliminary Simulations - System Optimization

Preliminary simulation runs are required to optimize all subsystem models
based on man-in-the-loop system performance, to optimize simulation pro-
cedures, and to experiment with the ranges of the independent variables of
the study. It is usually only after this phase of the systems analysis process
: that the system modelis totally defined. Although the basic math models

‘ for the system must be developed prior to writing the computer programs,

‘i it is usually desirable to experiment with the parameters which define the

P exact characteristics of a given model after the simulation is operable,

For example, the model of a digital filter may be specifically characterized
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by parameters which eifeci ditferenijal lags and var tance teduciions, The
optimal values of these parameters are dependent on the specific system
application, For complex, man-oricnted systems it is usually easier to
determine the most appropriate values for such subsystem parameters

empirically by means of p_reliminary simulator runs.

When system response depends on the performance of a human operator,
there is often no analytical way to accurately estimate the effect of specific
systern designs or parameter variation on total system performance, When
this is the case, the only way to determine whether a given system model is
functional is to test it empirically with a human operator in the simulation
loop.

"The preliminary aimulation'phase of the study provides the analyst with

rough estimates of system performance. As a result of this preliminary
investigation, ‘he can select optimal values for parameters of the subsystem
'n;godels,' select reasonable ranges for the {ndependent variables of the study,
and redesign parts of the system if necessary. For example, in the investi~
gatibns of the manual formation flight system, it was found that the position
control task was unreasonably difficult when the display provided only posi-
tion error information, The analyst experimented with various feedback
terms and found that the addition of position error rate and aircraft attitude
terms to the position error information made the task much easier. Such
preliminary investigations prove to be very valuable in maximizing the
effectiveness of the formal experimental tests conducted in the next phase of
the system analysis process,

Systematic Man-in-the~Loop Simulation for Collection of
Performance Data

After the computer simulation has been completely developed and optimized
through preliminary simulator runs, it is finally in the appropriate stage to
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begin the systematic tests required for performance evaluation, Although
conducting real-time man-in-the-loop simulator runs may be the most time-
consuming portion of the system evaluation, if preceding phascs of the sys-
tem analysis process have been conducted with care, it is also generally the
most straight-forward part of the study from the system analyst's point of
view. This phase of the system analysis process consists of familiarizing
the subjects with their task under the various experimental conditions and
then conducting the simulated runs as prescribed by the experimental plan,
For example, in the investigations of the manual formation flight system, the
pilot-subjects ''fly'' the simulated ajrcraft through the programmed mission
repeatedly under each of the experimental conditons until very little further
improvement is noted in their position control performance, Then cach
subject "'flies" the required number of missions for the various experimental
treatments in the exact sequence prescribed for him by the experimental plan,
System performance data are recorded and output for each simulator run.

The most important points to remember in this usually extensive and repeti-
tive process of system testing is that the value of the results depends on
strict adherence to the prescribed experimental plan and frequent checks on
the accuracy of the simulation programs, The experimenter must guard
against becoming lax in his ‘experimental procedure and should frequently,
preferably before cach simulator run, perform a diagnostic check on the
simulation to assure that the programs are working correctly.. Although

_ exact repeatability is a characteristic of the digital computer, it is not so

for the analog or the link between the digital and the analog, The analog
and digital may be improperly connected, some of the potentiometers may
be set incorrectly, there may be an amplifier or integrator which is not
plugged in securely or not working correctly because of some defect, etc,
A diagnostic check can be performed which will usually identify these pro-
blem areas quite quickly,
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After all prescribed simulator runs have been completed, the system per-
formance data is sorted and collated for interpretation and analysis in the
next phase of the system evaluation,

Statistical Analysis and Interpretation of Performance Data

There are numerous statistical techniques which can be employed in
analyzing the performance data, The most appropriate techniques depend,
of course, on the study objectives and the nature of the system being
evaluated, As previously emphasized, the techniques to be used should be
selected when the experimental plan and procedure are being defined, to
assure that the performance measures recorded and the plan followed will
allow valid application of the desired techniques,

The digital computer can be used to perform the lengthy calculations required.
for the statistical tests, Most large digital computer facilities have a num-~ °
ber of general-purpose statistical programs available for performing the .
more commonly used and well-known statistical tests, A number of such
programs are available at Honeywell and have been used in analyzing data
obtained in tests of the formation flight system.

When the computer is used both for calculating and recording data and for
performing the statistical tests, the added expense associated with recording
additional performance measures and/or performing a number of different
tests on this data is relatively low, Since it i8 often difficull for the analyst
to determine which performance measures are more appropriate until after.
the data has been collected and analyzed, {t i8 a good idea for him to rucord
all those measures which seem to be relevant, If digital computer programs
arc available for performing the desired statistical tests, the same philosophy
can be followed in determining the number of tests to be applied to tl:e data.
Kven when the scope of the study limits the statistical analysis cffort, it is
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important that sufficient performance data be collected and saved, It is often
desirable to perform further tests later as additional funding becomes avail-
able, Also, it may be that a future study with different obhjectives requires
different methods of data analysis but could be bascd on the same system
performance data, Some of the statistical techniques which have been used
in evaluating ihe manual formation flight system are shown in ‘Table 3,

After results of the steiisiical tests are obtained, they must be interpreted
in terms of their implications in designing or developing the system. Some-
times results which are statistically significant are not significant from a
practical systems application standpoint, For ¢xample, suppose that the
results of a statistical comparison of two displays for the manual formation
flight system showed that lateral position control performance was signifi-
cantly better for one display, and that the average position errors for this
display were consistently five feet lower than those for the other display.
No matter what the level of statistical significance, this small difference in
position error may not be of practical significance in terms of system
development, If performance resulting from two such displays were this
similar, the system analyst would probably recommend that displlay which
*would be less expensive to incorporate into the sysiem, Since the only
results of real significance to the system analyst are those which can be
related to the design or developmoent of the system, it is important that
sufficient time be devoted to interpreting the results of the statistical tests
accordingly. s

After the analyst has decided what the important study results are, these
results should be presented clearly in the final study report, Since the
graphical form of presenting data is usually more ecasily interpretable for
the reader than the tabular, it may be helpful to show at least the more
important results graphically,

629




Table 3, Statistical Tests Used to Evaluate Performance of
Manual IFR Formation Flight System

Statistical Procedures:;

Based on Following Performance
Measures:

Factorial analyses of variance

1) RMS position error
2) RMS control stick rate
3) Mean position error

Calculation of mean and/or median
position errors for factorial com-
binations of independent experi-
mental variables,

Mean position error for a specific
subject, treatment, and maneuver,

Calculation of mean and/o." median
variances for factorial cormrbinations
of independent experimental
variables, .

Standard deviations around the mean
position error for a specific subject,
treatment, and maneuver,

Calculation of correlation and/or
regressions between system
variables,

E, g., between lateral and longitu-
dinal position errors, or between
fore-aft and right-left control stick
movements, etc.
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Ir'ormulation ot Conclusions and System Recommeandations

The final step in the system evaluation process is the careful examination

of study resulls to formulate conclusions and make system recommendations,
Sometimes in the carly phases of the system investigation, recommendations
regarding system implementation- -such as required hardware character-
istics-=-cannot be made until further research has been conducted, The
study conclusions at this point usually relate primarily to the feasibility of
system concepts, The primary system recommendations made will be
suggested arcas for further investigution, utilizing those effective system
concepts and models which have been developed during the previous system
studies a8 4 basis for futurc studics, The system analysis process des-
cribed in this paper would then be repeated a number of times until suf-
ficient system aspects have heen investigated to allow recommendations
regarding hardwarce characteristics and specifications,

Results and conclusions of the formation flight system resecarch are pro-
vided below as an example of the steps which must be completed prior to
actual system development and the type of conclusions which can be drawn
from system evaluation studics bascd on computer simulation analysis,

' ‘ SN
Results and Conclusions of Rescarch on Manual IFR

Formation Flight System

The research on the formation flight system has not yet reoached the point
where the cxact spcciﬂcutiorz of requirned hardware characteristics would
be desirable, The philusuphyﬁy followed in this system investigation has
been to first determine the l‘q:.-usibﬂity uf basic system concepts and
associuted system performance, assuming no limitations imposcd by sys-
tem hardware. Then, one by one, the system limitations imposed by
rcalistic hardware charmzu,"'x'istic;s and expected environmental conditions
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have been added and resultant system performance evaluated, Since there
are 80 many system variables in a complex system such as this, it has not
been desirable, either from a cost or operational standpoint, to investigate
all these variables simultaneously. Instead, a number of different studies
have been conducted and each new study has utilized results of previous
studies as a basis for evaluating additional system variables, The studies
which have been performed to investigate the manual IFR formation flight
system and the majnr results of these studies are described briefly below.

The first study (Reference 1) of this program was conducted to investigate
basic information requirements for the manual IFR formation flight control
task for rotary-wing aircraft and to evaluate display concepts for a com-
puter-addressed cathode-ray tube display., The effects of turbulent wind
conditions and subsidiary pilot workload were also investigated in this study.
This study assumed no limitations on sensor outputs (i, e,, high data trans-
mission rate and no measurement noise), Some of the study results are
shown in Figures 8 thrdugh 11, The major conclusion of the study was that
formation flight under IFR conditions appears to be a realizable goal with
the aid of the computer-generated display formats developed,

The second study (Reference 2) was conducted to evaluate an existing heli-
copter formation flight system, This study assumed the sensor, computer,
and display characteristics of the system being evaluated, Results of this
study demonstrated the important effects of filtering techniques, data trans-
mission rate, and display driving functions on total system performance
(see Figures 12 through 14), '

A third study (Reference 3) was conducted to evaluate the effectiveness of
conventional flight instruments in a manual IFR helicopter formation flight
system, Two state-of-the-art electro-mechanical displays, i.e., a flight
director and a horizontal situation indicator, were used in conjunction to

display the required information and were evaluated under alternative display .
formats, This study again assumed no limitations on sensor system outputs.
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THE GRAPH BELOW SUMMARIZES THE kZSULTS OF THE PRELIMINARY
SIMULATIONS DESIGNED TO SELECT OPTIMIZED DISPLAY FORMATS
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THE GRAPH BELOW SHOWS MEAN RMS ERRORS PLOTTED AS FUNCTIONS
OF THE SYSTEM UPDATE TIME INTERVAL, SYSTEM UPDATE RATE IS THE
RECIPROCAL OF 3YSTEM UPDATE TIME | NTERVAL,
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Figure 12. Sample Prototype System Evaluation - Effect of
) 4 System Update Rate on System Performance -
} : Conventional Helicopter 4
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'f THIS GRAPH SHOWS MEDIAN RMS ERRORS AS A FUNCTION OF THE GAINS
. USED ON THE POSITION ERROR RATES IN THE DISPLAY HORIZONTAL
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’ of Terms in Display Quickening Equations on
System Performance
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The results of this study (see Figures 15 and 16) indicated that it was possible
to obtain position control with the electro-mechanical displays comparable to
that obtained with the computer-generated displays,

The fourth study (Reference 4) investigated the relationship of variations in
the effective data transmission rate (i,e,, defined as the update rate of the
information presented on the displays) and the effective level of measurement
noise (i, e,, noise which appears on the display after filtering) on pilot/
system performance in the helicopter IFR formation flight mode. Results
(see Figures 17 through 19) showed: 1) that position control performance
degraded with increasing measurement noise; 2) that position control per- .
formance did not improve significantly by increasing the update rate above
4/second; and 3) that optimal display driving finctions and data filtering
techniques are dependent on the data update rate and accuracy characterisgtics
of the system,

B ATy S, EI RO £ ST Y O Y L ey TR
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The objective of the fifth atudy (Reference 5) was to evaluate the effect of
' varying levels of automatic control assistance on pilot/ system performance
in the simulated helicopter IFR formation flight mode. An information update
.rate of 4/second and a moderate noise level were assumed throughout this
‘ study, Results of the study (see Figures 20 and 21) indicated that increasing
-, the level of automatic control assistance provided greater system stablility
‘f' , and made the pilot's control task less demanding, but did not significantly
f i , improve position control p«_e_rformance over that obtainable manually with the
! aid of the quickened display.

if The sixth study (Reference 6) was conducted to define information and
display requirements and investigate variable sensor output characteristics
for two additional vehicle classes, i, e,, the advanced rotary-wing and the

jet fighter aircraft. The results (sec Figures 22 through 25) indicated that
manual IFR formation flight with the envisioned system appears to be feasible
for the advanced rotary-wing and the jet fighter aircraft and that the effects
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on system performance of variation in measurement noise and display
update rate were the same as found previously for the helicopter,

Sorme of the basic conclusions which have been drawn as a result of these
research studies are summarijized below,

_ N
Display driving functions are more important thgd\t'hé display format in
determining the pilot's control performance, The results of the various
display evaluations suggest that as long as the basic display/control
relationships are satisfied, all required information is presented, and the
display formats are interpretable, a number of different display formats (in

terms of specific symbology and orientation) are appropriate for the
envisioned IFR formation flight system,

Manual IFR formation flight with the system as mbdeled for these research
studies appears to be a realizable goal for the conventional helicopter, the
advanced rotary-wing, and the jet fighter, The level of position~control
precision to be expected for a specific aircraft class, ﬁven the presentation
of all required information, the use of an appropriate display format, and

optimal display quickening, will be a function of at least the following
variables:

1) Rate at which new infdr‘mation is available for display
2) Level of measurement noise on positon inforzﬁation.
3) Filtering technique used to smooth the noisy data

4) Expérience level and capability of the individual pilot
5) Extent of pilot workload required for subsidiary tasks,

It is suspected that other variables, such as pilot fatigue, aircraft separa-

tion distances, formation geometry, formation airspeed, command mode
(i.e,, fly-to or fly-from), lesc aircraft perturbation, ete., also effect
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postion-control performance, Current research under the JANAIR program
includes investigation of a number of these additional system variables,

Prior to exact specification of the hardware required for the manual IFR
formation flight system, these and other seemingly relevant system variables
should be investigated.

The Value of Simulation in System Performance Evaluation

The conclusions summarized above are soxx'{?%at tentative in nature and do
not specify the exact level of system performance which can be expected with
the developed system under actual flight conditions, It must be emphasized
that simulation analysis can not be a substitute for actual systemtests,
Rather, simulation is a compromise method of evaluating system performance
with a degree of validity which falls somewhere between preliminary pencil-
and-rpaﬁcr‘analyaea and tests of an actual breadboard system. Exactly where
it falls in terms of validity depends on the complexity of the system model

- which is developed for the simulation,

The value of simulation as a system cvaluation tool is greatest for those
systems which cannot be casily defined analytically (such as those ipvolving
complex human behavior) and.which cannot be tested under real-world condi-
tions without extremely high risks (i,e,, in terms of human life and/or
sysigm costs). For this type of system, compromise methods of system
evaluation are necersary, and they are not meant to replace actual system
tests, butj' to precede and minimize the extent of these tests,

Although there are inherent constraints and limitations in the evaluqtién of
system pferformance by simulation analysis, it 18 extremely useful in answer-
ing questions such as the following:




A ® Is a given system design or concept feaaibla?
® How does one method or design compare to another?

¢ What are reasonable minimum and maximum limits on the
variation of a given system paramcter”?

® What are the effects of varying two or more system
parameters simultaneously?

e Can the human operator perform the required task? i
® Which system tasks should be performed automatically?

® What is the general relatiénship between system performance
i S S and a given ayétem parameter or environmental c ondition?

/
I

If the system analyst couducts hia gystem investigation scientifically and if
e tempers his form,ulation of conclusions and system recommendations by
) ncknowledgemgm of/ the constrainta and limitations of the simulation, he

will find computer gimulation ,techmques to be an invaluable tool in the
eystem analysis and design process,

f
i
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Activity indices

A/lC

Autopilot mode

Concomitant té.,s_k o

GIOSSARY

Mean-gquare pitch and/or roll rates cf the
simulated aircraft

Aircraft

Level of autcmatic control included in the
aircraft control system. Ranges from
simple dé,mping in a single axis of the air-
craft to control of the aircraft's heading and
altitude.

A class of secondary task which is performed K

..slmultaneously with the primary task ard is
hlghly quantifiable in nature. In the study

-referenced in this pﬂper, the primary air-

'-crattl position control task was performed

continuously and the pilot's formatinn :_night

. display was intermittently blanked out,’ Then
secondary task cues were provtded, reqmrmg
that the pilot simultaneously perform the
‘secondary task at a forged-pace (i.e., the
frdquency and time interval of the formation
fhght display 1nterruption was controlled by
t_l_;e experimenter rather than left to pilot
discretion), The levels of the secondary

- workload were defined in terms of percentage
of time the pilot was rejuired to perform the
gecondary task.
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Data transmission and/or
update rate

Dependent variables

- Double-cue flight director

Filter

IFR

The rate at which new infcrmation about the
follower aircraft's position ia gpace {with
respect to the lead aircraft of the formation)
is available for display.

Variables of an experiment which desgcribe
system performanca, These performance
measuresg are assumed to reflect changes in
the levela of the independent variables of the

experiment and are thus considered to be
""dependent”.

Electro-mechanical rligh'f instrument cur -
rently used in both fixed-wing and helicopter

aircraft to provide.information about aircraft -

pitch androll attitudes, The "double-cue"
flight director has two separate moving ele-
ments, one representing pitch and the other
roll attitude deviations. '

In the referenced studies the filter simulated
was a digital a-B filter, The filter is required
to smdq_th' the aircraft positicn information
obtainecg from the a,asu.m,eqlggnqor_' sy,ﬂte_m. -
Sensor systems are usualiy characterized by

a certain level of mesguremnent noise.

Instrument Fighr Rules -- This term is used
in this report to refer to very low vislbility
conditions when » piloct would have tc depend
primarily on instruments for visual cues,
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IHAS display format

Inaependent variables

Mean position error

Measurement noise

Integrated Helicopter Avionics System -

The vertical situation display format which
was intended as a part of this avionics system
was configured for use in the IFR formation
flight m_ode in one of the referenced studies.

Parameters of a system which are varied to
investigate their effect on system perform-
ance.

N

Z Xi/N » where X, was the measured

i=1

position in a specific axis during a apecific
maneuver and N was the total number of posi-
tion measurements recorded during the ma-
neuver.’ For the referenced studies N was
equal to the total maneuver length times the
display update rate.

Used to refer to the error in the measurexhen_t

. of the follower aircraft's pos-itlon with respect

to the leader. The sensor system was as :
sumed to include noise with a normal
(Gaussian) distribution described by the -

/ ltaqdard deviation, In the referenced studies

these standard deviations were defined in
terms of the bearing (o). elevation (og), and
range (OR) measurements ( in degrees), or in
terms of the longitudinal (o), lateral (o),
and vertical (OZ) position (in feet).
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Perspective display format

PPI display

Quickening

RMSR

A display format configured for the formnticn
flight mode which provided the pilot with a
three -dimensional rcpresentation (in two
dimensions) of his formation position with
respect to the leader,

Plan Position Indicator - A display format
configured for the formation flight mode
which presented a horizontal view of all air-
craft in the formation.

A method of providing lead or anticipatory
information regarding the system's response,
Ag used in the referenced studies, it consisted
of adding higher order derivatives (i.e., rate
of change of position) of the system's response
(change'in aircraft position) to the actual posi-
tion error. The resultant sum was used to
drive one element on the display.

Y X2IN ., where
i=1 _

X, was thé measured position in a specific

axis during a specific maneuver and N was

the total number of position measurements
recorded during the maneuver. The RMS
measure was also used to represent the levels .
of pilot and aircraft control activity during

a given maneuver, in which case X‘ represented .
respectively the rate of movement of the con-
trol stick or the aircraft's attitude,

Root-Mean -Square --
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SAS

Single-cue flight director

SK/FF

Standard deviation

Subsidiary pilot workload

Syit'em update time interval

Stability Augmentation System.

An electro-mechanicat flight display which
has only one moving element to represent
both pitch and roll attitudes of the aircraft.
The element represents both aircraft axes
by movement in two different axes on the
display.

Stationkeeping/ Formation Flight.

R .
\/{z (X - Xl)z,/N , where X is the mean
i=1

value of the observations (X)) and N is the
total number of observations,

The pilot's workload on tasks other than his
primary task (aircraft position control in

the referenced studies), See the description
of "concomitant task" for more detail on how
this subsidiary workload was simulated,

- Reclprocal of the rate at which the pilot re-
_ceived new Information about his position with

respect to the formation leader for display,

Coefficient of @-B digital filtering mode! which
determines weight of current raw position
measurement versus average over old
measurements.

Coefficient of a-8 digital filtering model which
determines weight of current velocity measure-
ment versus average over old measurements,
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EXPERIMENTAL DESIGN CONSIDERATIONS IN VALIDATING A METHOD
OF MODELING A MAN-ORGANIZED SYSTEM

Bob B. Lukens and Robert A. Brown
University of Alabama
Huntsville, Alabama

ABSTRACT. During the past decade, significant advancements in
business organization modeling have been achieved. The man-organized
system is a system whose elements consist of people, material, money,
and information. Various methods and procedures have been developed
to model this business organization. The purpose of the research
project is to investigate the theoretical aspects of validating a
method of modeling a man~-organized system.

A new approach to modeling the organization is a method called
Dynamic Organization Network Analysis (DONA). The basis for this
method is the use of state variable equations. A question arises
concerning the validity of the DONA model. This is answered through
an:experimental system designed to test the model. The experimental
system incorporates a computer simulation with known characteristics.
The simulation is used as a standard for comparing the performance
characteristics of the DONA model. '

The remainder of this article has been reproduced photographically
from the authors' manuscript.
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EXPERIMENTAL DESIGN CONSIDERATIONS IN

LI A AemwLY I < P
| |

AOD OF MODELING A MAN=ORGANIZED 3YSIEM
Introduct ion

‘During the past decade, significant advancements in business orggnlzutlon

modeling have been achieved. Various procedures and morhoci'q‘_have been developed
to model systems including man-organized systems. The man-organized system is
characterized by‘ elements such as people, maferiul,' money, and information. A
method widely used in modeling large organizations is computer simulation. One
of the most oxhnsl‘,\m works on eompqtorl:imulatlpn of .iorgo_prganlzaﬂom Is by Jay
w. ch-emr.3 ln,ihla book "Industrial Dynamics" he introduces Lis concept of medeling
orgonizations and l!u describes a new computer language;, DYNAMO, to imp lement
the modeling fechrliquo. Forrester's method Is suited to a prb'joct which requires modeling
of fine detalls of cm organization, However, the method 'mu__y require years to fully :
mode! aul.urgo organization. The need for a method of mdolin§ to be occomplflhod
in @ timely manner éousod a search for other approaches,

. Within the los} few years, state variables have gained attentlon as a teol to

be used in.systems analysis, 1,4,6,7

The state varlable equations have found use In

mechonicel, hydraulic and electrical systems, Herman E, Koenlg, et. al. In the book
"Analysis of Discrete Physical Systems"7 proposed that the analysis may be carrled Into
soclo-economic systems. The strength of this approach lies In the fact that the systems

is considared from a control-system point of view, The basic postulate is that the system

is regarded as a conservative system, The matching of inputs to outputs requires for=
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- detailed consideration by the economists. By using the control theory point of view,

* by Koenlg.s'a Koenlg's procedure paralleled Forrester's in that mathemat!cal raloﬂon-
| ships have to be dcvolopcd for all significant operations. This is very time consumlng

‘, for a large organization, The fact that only two forms of equations are needed In the

mulation according to energy considerations. This approach differs from the economists
opproach in that the economist. views ihe sysiem as a biuck box wiihi unly liputs and

outputs. Other quantltics such as internal performance characteristics ore not given

the analylst is capable of manipulating these quantities which contro! the performance

of the organization.

The Dynamic Organizational Network

Analysis Mudel

' The state varlable approach was used in the modeling of a soclo-economic system

\

state variable approo::h caused further considerations of this cpproach. The state \‘mrioble

equations are as follows:

Y1) =P () +Q X0
Y(t) = M ’{’(t);+ N X(t)

where P,'Q, M, and N are motrices characteristic of the system, X(t) is the vector
of inputs, Y(t) Is the vector of outputs, and the ¥ (t) are state variobles.,

Rewriting these equations in matrix multiplication form yields:

vl [ra ¥()

0 MN| | xi
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This form suggests a form appearing in multiple regression am::lysis.2 With

¢
these concepts in mind, o modeling method called Dynamic Organizational Network

- !
7

Analysis (DONA) evolved,

The DONA method of modeling is o self-generating procedure in thot the

matrices charcq’:reri.zing'the system are generated from the system through regression
onalysls. Regression analysis requires data from the system and this data will certa inly

F . consist of discrete quantities or measurements taken at some time interval. Since the

state variable equations describe continuous functions, a discrete form may be derived

by writing the equations in difference-equation form.

Yt +h) / P +D) hQ] - ¥(r)
: = .

Y . |/ M N X(1)
. & ¢

\,

N :
Taking first differences to high=-pass filter tf;c records, thus eliminating trends,

yields )
‘ Hae)l =, [te+n Q (9|
' : i . . for h = 1 ,-:
'] = [ M N v(X) - |
where .
: _
i - 8(Y)=¥(t+ ) - ¥ ()
T =YW -Ye- ) . ?
Letting fhe- matrix (5. = [(P ;\l) S‘] ?nd u‘:bstlﬂuting ylelds
a(1) ; v (1)
= $ .
(v v (X)
656
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The VX, VY, V¥, and Y are determined from calculations using actual data
produced by the reai system to be modeied. The rime iniervai may be one hou , une
week, etc. By the use of a computer program for multiple regression analysis, the

characteristic matrix;, S, can be determined.

The Laboratory Concept for Validation

.\.

A question arises concerning the validity of the DONA model and the method
which produced the model. The usual procedure for validating such a model is by using

information from the real system and determining if the model predicts in an uccepfoble

- mannerwhen compc;\d w!rh the porformance of the real system. [t was felt Ihat a

" better method could be usod‘fa validate the DONA model. A Iaborotory concept was

developed to vulidute fhe method which in turn vqlndam the model produced by the
mefhod. In this concept fho paramuters can be controlled to defermme the range and

rcspomlvenass of the model, The experimenrul system shown in anure 1 is used for the

" volidation procedure. The black morked "SlMCQ" is a computer simulation of o.sales

compeny. This simulatiowas developed by C.:McMillen and Riﬁhard I#‘;‘-~'\Gonza|es.9
As orginally ?;imn SIMCO was a distributor operation for @ single product. Stochastic
derhand and lead times were'incorporated, SIMCO'was modified to handle a second |

pr;ducf and Et_‘o_simulm_ personnel oc)ﬂohs; i.-'e. hires, fires,. end transfers, These modi-
fications were made to widen the sc;pe of operations through the addition of the second

produgt and to have some interaction of elements; e.g. the transfer of personnel from

one product line to the orhérl. All of the characteristics of SIMCO ore known, Since

SIMCO is a wbroutine, it can easily be replaced to study the validity of DONA as
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applied ta.any other simulated activity.

Tha ONIA mmathadatan., hlasl, fa Cla,
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analysis procedure for developing the "5" matrix. In the laboratory system the "S" !

matrix will characterize the SIMCO Sales Company. The DONA mode! block in Figure

| represents the following malrix equation.

Y +1) ¥ (1)
S

Yit) X(t)

1 The left side of the matrix equaticn is the DONA output., .
| The outputs of SIMCO and the DONA model are finally compared as shown'in o
Figure 1. The comparison is made. on all parameters desired or deemed gppropricte for L

A
| | , . )
consideration, For example, the DONA model not only produces the system.oulputs -

. but also predicts for the next time interval the value of the state varidbles. Y

Experimentol Design Considerat lons in the Validation Procedure

The problems revealed in this project have provided some v'oluabl’e. Tnsights
into modeling of a men-organized system rusing this method. The |obcraf;>ryl Iconcepr i
described above hos been fully implemented. The entire concept has been written into
¢ computer progrom and the progrom has been run anc.i debugged.

Since thi is a laboratory, the generdtion of stimulus data was the first big

problem. Even though the computer program could handle a total of 40 input c'_md state

variables the problem v:us not the number of varicbles. The problems centered ;‘pround

|
the behavior of the variaklns, ;
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It was iearned that a mar-organized system as sirmfloted produces variables some

! of which cause redundancies in the equations. This of course causes singularities

in the matrix. A particular variabsle of the stimulus data, though time-varying over
' - the long term, may have o constant value for the simulatqd time period; and when the
forward ond backward differences are taken, th;a volue of the difference is zero. This
‘ same problem can uceur with @ parameter whose first derivative is o constant, - The
+ forward and backward differences will be constant but in the multiple regression analysis,
a zero Qnricngie is computed. A possible solution to the problems of'.'zero values for )
the variances is the .,.:se of a "dufhermg signa!," much fhe same Gs fhe dithering signal
__used in o:on?rol sys'ems. The redundanc:es in- fhe equohons can be overcome by careful
seiecr ion of rhe tysfem porumefers.

' After tul;ing ct_:reful note of the aoove conditions, attention is then directed to

\ Lo .
the fypes and levels of stimulus data, The prediction capabilities of the DONA model

can be. tested througH tts obﬂnfy to "track" the real syslcm or, as in fhe case of the
laboratory concept td "track" the SIMCO simulation. The inputs to SIMCO and DONA
may be any one or a combmohon of signals composed of rondom nclse, sinusoids, lmplu;es
or step funcnor.-us. A particular characteristic to observe is fhe_ frequency response of _,"

the DONA model, The interactions designed into the SIMCO simulation were part of

T e 4 e Y e T TS T

this test to determine the "worth" of the DONA model ond the method to produce the

model,

Problems cun also arise in tha comparison phase of the laboratory concept. The

criterion for agreemert in the outputs is based on the quadratic form of the covariance

e Rt T e

matriv. A recent ook by Jenking end Wnnslo describes this procedure whan en analysis

,‘:
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is required of a multivariate system, Thz equation of the quadratic form of the covariance

matrix is as foliows:

Probabitity (X - 3 V™K - 03} = Probabitiny 2 %my
where V =[covT iy (.», y(k,t333 , ¢t = ....,T

m = degrees of freedom = order of V matrix

This equation is used in two different stot istical fests. First, the equation is used to test
the prediction capability of the model as o function of time. It can be determined when

in the time domain the model ceases to predict with the specified confidence. The

. uquanon 'hen may: be used to test the ugmf;cunce of each dimension (variable) in fhe o

mode! !mread of meosur.ng rkn varmbtlity as a funcHon of time rha variability is

measwed .as a:function of a varlable in rhe model wifh the time ﬂxed Agoin nt can
o |
be observed when the model ceckes to predncr with the specmed confidence. Using -

’thns merhod For comparlson of the outputs quanmanve mformaflon Is generated which

‘gwes the perfcrmance cha}octerushcs of the DONA mode! dnd rhe method vsed to pro=

f
duce the DONA mode!., j
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An Investigation of the Effect of Some Prior
Distributions on Bayesian Confidence Intervals
For Attribute Data
Alan W. Benton
Aberdeen Research and Development Center
Aberdeen Proving Ground, Maryland
ABSTRACT
One method of obtaining confidence intervals on the reliability of a

system or component whose sample outcomes are elther a success or faflure
is founded on Bayes theorem. In the Bayesian formulation of the problem .
one muét asaumq a prior distribution on the random variable of interest,

namely, the reliability. The purpose of this 1nvestigatio;wwas to determine

.the effect of some prior distributions on Bayesian confidence intervals in

which it was assumed that the prior diat;ibution'may be represented by the

beta distribution. It was my intent to restrict attention to alternative

+ ' priors one might use when no previous data or experience exists on a

L]

systen.

INTRODUCTION , L
Of primary importance to Bayesian stdtistics is the attachment of_

probabilities to various possible hypotheses, or in this case probable ;

reliabilitiéa.~ The mecﬁapiam thgt performs this role is the prior distri- “:

bution. The plausible values which tﬁe random variable might take on do

not necessarily imply that one believes théprobability exactly, they are

only a measure or Fough indication of what one tends to believe are the

most 1likely values. ' ‘

| In Bayesian analysis the prior disgribuﬁion is combined with the test
dita to yleld a modified distribution of reliability, namely,.the posterior

diutribution. That is, the information that we have on a component by way

of the prior distribution is updated with the latest test results. If we let

'This article has been reproduced photographically from the author's manuscript.
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W = Reliability, O < W< 1
n = Number of tests
r = Number of successes

then by Bayes theorem

n, /W) £ (W)
f(W/n,r) = g(n, r/W) £(W)dW
¥

where

f(W) = Prior distribution of W

g(n,r/W) = Probability of observing r successes in n trials, given W.

f(W/n,r) = Posterior distribution of W.

In practice it is quite common to assume a beta for the prior distri-

bution. There are several reasons for suggesting the beta, -among them are

(1) 1its random variable has range [0, 1], (2) the beta can fit almost

any unimodal or nonmodal distribution for a r.v. over the unit interval,
and (3) ' 1ts ease in computations. The beta density is given by

£(W) = "!”’:i)' wa(1-0)°, 0<ws1
a

=0 e elsevwhetre

where a,b >=1., It may be shown that by altering a and b tﬁe shape of the

distribution 1is changed. See Figure 1., These digtributions indicate the

plausible values which the random variable might take on.
Assuming f(W) to be beta distributed and g(n,r/W) to be a binomial

distribution, the posterior distribution is given by

o flnyr/W) £(W)
f(W/n,r) I{'ﬁ{,r/w)f(hl)d"

n r n-r (a+b+1)! b
_,(r)wu-w) SR va-w

fl (:_‘) WE (1) T (atba1) 1 wa(l_w)bd“"
0 |

albt
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which is also beta distributed.

CONSTRUCTION OF CONFIDENCE INTERVALS

Since the posterior distribution was found to be beta distributed, it
follows that a confidence interval for a beta variate is desired. If we

let WvB(a,b), then a 100(l-a)% one sided confidence interval is given by

1
1 _
Pr [uL<w<1]-j",lf(w)dw = leg i

L

An exact lower bound is given by

1 —
b+n~-r+l

1=a

where

Fy_= (1-0) percentile of the F- distribution with 2(b+n-r+1) and

1=

2(atr+l) degrees of freedom. I
a,b = parameters from the prior

n = sample size

r = number of successes

" The use of the F- distribution may be seen from the following. From

the change of variable theorem of integral calculus we may write
g(F) = h(w = u) .

Let atrtl - :
o btn-rtl
1+ atr+l

b+n-r+1

W
F

then
atr+l
dW _ bin-rtl

_dF (1 o atrtl F)Z

b+n-r+l
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and on substitution

atr+l
+
I Ca+b+n+2) ( a+r+l ‘ T
B(F) = =y T oram ey | v {7 el e
\1 brn-rsl

which {8 the F- distribution with 2(a+r+1) and 2(b+ﬁFr+l) degrees of freedom.

Now recall

{

1 _
S, ron @ -f £ (W)dW = 10
!
o Tre
T+ ®F
where
. atrtl
b+n-r+l

Noting that F:(a) -1 /F:(I-u). the lower limit {s given by

1 1
W= b+n=r+l1

“L . ! tarerr f

l-a

One of the reasons for using the F- distribution is that tables of t;is
distribution are frequently more readily available than those of the incompiete
peta. Also, they are convenient for those values of a most oféen used,. e.g.,
0.10, 0,05, 0.01,

For sufficiently large sample sizes the normal approximation may be

employed, the approximation being best in the vicinity of W equal to one-half.

For the posterior distribution the expected value and v;riance of W are:

a+rel

E(W) = benotil

and

o2 . (atrtl) (btn-r+1)

(a+b+n+2) : (a+b+mr+3)

Thus, the 100(lea)% lower limit {s given by E(W) =z © :
l-o
-
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where 21 a is such that

z
£ en 2
. 1—j e "t/2 4tal-a,

DISCUSSTION
As indicated in the previous section, the lower confidence limit (LCL)
was computed for illustrative purposes. A confidence level of 95% was_chosen

and the followins prior distributions were selected:

. . "
References [1) and [4] give discussion on the reasons for assuming prior

distributions when a and b are both set equal to -1, -1/2, and 0. By letting

a=6 and b=l we give more credence to mod@rntely high reliabilities, thch

would appear to be a likely area of intétest. For large a and/or b one gets

into the problem of the prior-distribu;ion far outweighing the most recent

gvidehce'or sample, -

7
4

In Figure 2 the lower 95X limit iﬁ plﬁtted agaian the number of fail-
ures observed in a sample of size twenty. In general, the results are quite
gimilar for the other snmpie sizes in;eutigated (n=10(5)25), It may be nqtéd:
Ehnt the nuﬁber of failures begins aé one, 'Thi; was done since when using :
the (+1, -1) prior one must assume the occurrehcq of at least one success and
at least one failure in the sample. ' i

An examination of Ehe lower limits plotted on Figure 2 yields the follow-
ing general results: |

1, The (-1, -1) prior results in shorter confidence intervals than

a(-1/2, ~1/2) prior which in turn giyes a shorter confidence interval than

the (0,0) prior. This holds true for moderate to high reliabilities. The
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order is reversed for low reliabilities.

2. The differences in confidence interval length become smaller as
n, the sample size. increases.
| 3. All threg priors [(-1,-1), (-1/2, -1/2), (0,0)] result in shorter
confidence intervals than those obtained with classical methods.

4, The (6,1) prior-does not result in a uniformly shorter confidence i
interval for moderate to high reiinbiliticl. |

Now, let r/n (# success/sample) be an indicator of reliability and

rank the priors acthdinl to thelr interval lengeth. Thus the shortest, .

\

N
confidence interval indicates the most optimistic result and the longest

the most pessiminstic result for sample estimates of reliability. The follow-

ing table presents & auinary of these rankings.
Summary of Length of‘Confidencd Intnrv;ll for
(=1, =1), (-1/2, =1/2), (0, 8), (1, 0) Priors

e

t/n Shortest —-—_. — Longest
»0.85 (Sl (=12, -1/ @,0° ' (0,0)
0.75-0.85 - (=1, =) (1, 0) - (/% - 1) - (0, 0)
0.65=0.75 (1, 0) (-1, -1)_' (=1/2, =1/2) ~ ,"(o. [

Thus, for r/n greater than 0.75 the (-1, ~1) prior gives the shortest

. 4 , .
interval while the uniform prior (o, N) gives the longest interval,

Y
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SOME TECHNIOUES FOR CONSTRUCTING
MUTUALLY ORTHOGONAL LATIN SQUARES*

W. T. Federer, A. Hedayat, E. T. Parker
B. L. Raktoe, Esther Seiden, and R. J. Turyn
Mathematics Research Center, U. S. Army
Madison, Wisconsin

of various methods are discussed. Illustrative examples of con-
structing latin squares and sets of mutually orthogonal latin squares

are given. The methods of constructing latin squares and sets of
orthogonal latin squares are complete and partial confounding, frac-
tional replication, analysis of variance, group, projecting diagonals,
orthomorphism, pairwise balanced design, oval, code, product composition,
and sum composition. The methods of construction designated as partial
confounding, fractional replication, analysis of variance, and sun com-
position appear not to have baen discussed previously in the literature.
The methods of complete confounding and of projecting diagonals have
been given only a passing reference with no'indication as to the actual
construction procedurs. The sum composition method has interesting
consequences in combinatorial theory as well as in the construction of
orthogonal latin squares. Lastly, equivalences of fourteen combinatorial
systems to orthogonality in latin squares has been Investigated and
described.

#This article has appeared as Technical Summary Report No. 1030 of The
Mathematics Research Center, U. S. Army, The University of Wisconsin,
Madison, sponsored under Contract No.: DA=31-AR0O-D-462.

The remainder of this article has been reproduced photographically from
the authors' manuscript.
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.3
w. T. I‘edererl, A, tie mwtz, E. i. Parker

v
v

p-] 3 o
B. L. Raktoe , Esther 3eiaen |, anz 2. ), Turyn

TR

. Introduction and Scme Terminology

|
i
|
[
|
1

R A
Iy
[~
lm;
o,
=5
g
r.g“
T
L3
‘o
L
-3
| .
i-m
o)
GJ .
o
-1
"
L
i
[ew
e
i+ I
B d
i
8
o
-
g
o .
[
™
g
(2]
™
3
o
-~
5
o
e
123

¥ .
L)
0
T‘ .
e
o
:r
w
n.
o
3
a
|

1

|

|

l

!

|

|

mutually orthogonal latin squares and tc rxhibit some sjuares produced by each
of the methods. The set of methods prosentea herewn was diszussed 1n a series
of informal seminars held during the worrs of july [4=18 ant 2i=25, 1249, oy the

authors at Cornell University, The n. hivation tor these d1s;ussions was derived

E : from results obtiined by licdayat {17 ¢] snd irum tne Sutindse of the authors,
F . .
P New procedures for constructing 1 set . =ute e ortnegonal latin squdres and

new vicws of present methods ot jonstra it i cefe SCstred 1n oraer to advaence the

theory of mutual orthogonality in lati: sgaares,

! Professor of Molugical statistics, “wrocll Linrveorsity and Visiting Professor,
- Mathematics Rescarch Center, U.5. /v 0 s Unidvuesity of Wasconsin ion
i : sabbatical leav+ [9n9~70),
[ 2 : )
§ Assistant Protessor, Cornell Universaty,
boos
b Professor Mathematics, University ! Hhincis, ang Visiting Professor, Cornell
' University (July, 1909),
‘ Agsociate Professor, University ot Gu-lun ans Yis1ting Asscoldte Protessor,
E : Cornell University (January to August, liet),
& Professor, Michigan State Universit, ., 11 Visitang Professoo, Cornell Lni=
b versity (June, July, August, 19v9),
i t
E ’ Mathematician, Raytheon Corporation, and Visiting Pretesscr, Carnell Una-
versity (July. 19u9),
i
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As may be ncled from the tapje of contents, the different sections were
written by different authors, An attempt was made to have a consistent notation

and a untform style, Although ruch more work is required to finalize the method

in several of the sections_enough is known about the method to use it to con=__.: .

struct & latin square of any order ~r . construct a set of two or more mutually
orthogoral latin squares. Also. a number of equivalences may be noted for some
vt the: methoas,

The theory of mutual orthogonality in latin squares has application in the
construction of many classes of oxj--riment designs and in many cofiblinatorial
systems, The latter subject is discussed in section XV where the equivalences’
of various combinatorial systems are prescntcd,  With regard to the {ermer sub=
ject, there is an cver present need {or new experinent designs for new experi-
mental situations in orde:_jor the nx;,--rimn;{tvr not -m,l;a've to éonduct:hxs ex=
periment to fit kriown experiment designs, |

som» ot the notation and toerminology that will bo atilized {s presented
below,

Definition 1,1, A latin square ot crivr n oon o set ‘\_, with n distinct elecments
{san nxX n ma'tnx cach of whose rows andd columns is 2 permutation of the set

W

—

xample:

11213 _
21 311 1S a latin squarce of order 3 on L: {1.2,3} .
31| e
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Defination 1, 2.

all distinct.

Example:

Definition 1, 3.

orler roare sal;

L. IO T |

‘ ’

Lxompiles

Note that

1

i ) J—

4
said to be orthogonal if the n
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" Latin squares and orthogonal latin scuares ndave at least &7

;
i this matcrial together with a bibliograph, «:licwhe .

years of history,

: | -Hedayat |196Y=scction IX] has presente ! o reasonably guod pisture of this
F history which will not be repeated here, [t 1s planned to prepare o historical

account of developments related to orthogotia Uity 1in latin syudres and to publish




i, tastonial Confounding Construction of Oin,ti Sets

ii. i, Zompicte Confounding

2
‘he n row=column intersections may be related to the treatment combin=~

P _ 2
ations 1n a n factorial treatment 4-:sign. To illustrate let us consider the 4

“factorial-and the-latin square ot order 57" “The levels of the main effects, A~~~

and B, in the factorial will be us.:d to dosignate the rows and the columns of

o lauin square Lf Crder 4 as L)1 ws;

latin squares ot order 4

c¢olumn l - By | eolumn 2 = By, |column 3 = (B) , |column 4 = (B)

1 1 2 : 3
row 1 = IA'“ 00 01 02 03
ruwd = u\»l 10 ol 12 i3
row 3 = u’u) 20 214 22 - 23
oWt = 'A;; 30 ] 32 {5

Thu:, four cumpinations cut of the In waich have 1 = 0 in the subscript 1y,

fee, 00, 9, 02, und 03, ‘are dosigrated 48 (A), and are put inrew 1, Con-

0

tinuing this procedure the remaind:r of the 13 combinations are allocated to the
remdining rows dand to the columns as shown abouve,

Now, three uther effects with 4 levels cach cen be set up from the pro-
2 4 Y2
jective geometry PGil, 271 the effect, are tAR ) , tAB ) , and
u,‘uu U, -u.u
uj I 1) i 27
1Ak o The levels of these effects and the corresponding latin square
1 3

produced Ly letting all cumbinations of the level of an eftect be a symbol in the

latin square are (see page 337 of Kempthorne [ 19532] , e.qg, 1
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0 00+ 11422+ 33 -1 Joo-1 lor=11 [o2-mi]os-iv

u 1 01 +10+ 23+ 32 ~11 10=11 jil=l 12=1v| t3=11

’ui*uluj 2 024 13420+ 31 »1II | 20=1l1|21=1V | ¢e=1 |¢3=1
3 03+ 12+ 21+ 30 =1V [30=1V |31=111] 32=11| 33=1

00 + 13 +21 4 32 ~0a a Y ) g
03+10422+431 -4 | p 8 N o
} 01 412420433 » y. Loy e ] P _ ___-b___,_.__j__ N

02+ 11 423+ 30

L4
o
o
™

Q

0 00+ 12+ 23+ 31 -W

u _ 1 02+ 10 + 21 + 33°=X
Utuu, o )2 03411420432 Y
301+ 134220430 +2

Nl X =
Sixj<in
-<N§><

In the above the complete cunfounding scheme of sources of variation in (
the O(4,3) set and the effects in the {actorial may be illustrated in the following

analysis of variance table wherein the sums of squares in the lines of the analysis

of variance are orthogonal to each othor:

Source of variation : Degrees of freedom .

! ,Correction for mean 1 "
Rows = A effect ' | 3

: ) . Columns = B effect . N 3

; Roman numbers = (AB 1) effect | ' 3

Greek letters = (ABuz) effect . ‘ 3

Latin letters = (ABu3l effect 7 3

; . Total | ' 16

&g‘ . 679
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Instead of relating the mutually crthogonal latin squares of order 4 to a

the 16 row=column intersections be numpered as follows:

-e

2 ) 4
4~ factorial we may relate them to a ¢ factorial in the following manner, Let

c-:alt.—yx,mn - ,
row U T T e e e
1 0000 Q001 0019 0011
2 0100 0101 o110 011t
3 11100 1001 1010 1011
4 ~1100 (1ot 1110 1111

Lot the tactors be a, b, ¢, and 1 with two levels (0 and 1) each, The rows

A

correspand to factorial effects A. B, and AB and the columns correspond to fac-

tonal eftects C, D, and CD . This form of constructing latin squares has been

usod by Pisher and Yates |1957] for latin squares of order 8.) Then, let the

symbols 1n the 3 latin squarcs

iactoria} genarators

tACH . (BD,
0 0
(ACDO. 'BD'x' (ABC D)

(Au;l, |BD)O, (ABC

(ABCDl(

)

l

l

(Aul . (BDtI . (ABL,D)U

H’-.Dl() . cABG»O, {BCD)
1AL . (ABC) , (BCD)
(AD) . (ABC);, (BCD)

u‘«[)nl, (ABC)l. (BCLn

0

l
t
0

0000
0001

nolo -

0ol

N00O

0010

0001
0101

Uombinations

0101 + 1010 = 1111

0100 « 1011+ 1110
Ol + 10Un 4 1101
0110 s 1001 + 1100

1]

1101
VI0D » 1001 ¢ 1111

it

0110 + 1011

-

tH

0111 + 1010 4 L1100

1]

001t + 1000 + 1110
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be represented by the following scheme:

»

latin_squares

I 1t IV
In [t v 1ur
mr (v | 1 It
v | | 1T |
w1 Z X Y
X W Z
Y | X 2 w
Z W Y X

.
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T

o e

e

T e
1

R T o

L ey i

3 T

B T,

-

g e

(ACD), (BC),, (ABL),

(ACD),, (BC) ,
(ACDY,, (BC),

(ACD)l, (BC)I, (ABD)O

(ABD)l
(ABIT)l

0000 + 0111
1010 4+ 0100
1000 + 0110
0010 + 0101

+ 1110 + 1001
+ Q011 4 1101
+ 1111 + 0001
< 1011 + 1100

] u n
o <« T

Q

a Y ] B
o) 5 Y a
Y |a A L
] ) a Y

.. The correspondence of the latin squares obtained frormrcomplete confound~

Se s nmdcl Bl e L L. L S -
g considering a 42 fMctorial and considering a 2 factorialis démonstrated

in the following analysis of variance table:

Source of variation

Correction for mean

Rows

Columns

Roman numbers = AB

Greek letters

A effect in 4z

factorial

A cffect in 24 factorial

B L2
AB n

B effect in -id

" 24 "

11 24 "

factorial

C effect in Z‘i factorial

D "
ch u
u

l

effect 1n 42

(1] &4 "

" 24 1]

factorial

AC effect In 24 factorial

BD (1]
ABCD "
Y2

= AB

a z‘ 3

" Zd "

effect in 4',' factorial

ACD effect in 24 factorial

Bc "
ABD "

" &4 L1
4

" 2 [
681

degrees of freedom

1
3
1
1
1
3
1
|
[.
3 !
1
|
1
3
i
1
1
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Saabtrhdh e s o et

Latin letters = AB ; effect in 4': factorial 3 |
AD effect 1n 24 factorial 1 |
I S 1 §
pep v 2t | ! o %
o Total 16 ’ - %"‘

It should be noted here that the effects in the Z4 map directly into the

4
E
2 i
4 projective geometry or PG(I,&Z» . likewise, even though one more set of '
. ]
gencrators 1s available, viz, ’ s
Generators _ interaction !
Roman numbers = AD, BC ABCD
Greek letters = AC, ABD BCD
Latin leiters - BD, ABC ACD

the three orthogonal latin squares produced are the same ones, Since the third

effect above is ubtained as the product of the two generators, mod 2, we nerd

consider only the generators, Multiplying these by CD (mod 2) we ubtain the
generators of the preceding scheme, Hence, even though two different complete

confounding schemes are available there ts a simple one-to~one mapping of one
!

PR,

set into the other set, Although nothing interesting turns up here, it would be

; interesting to study the various complete confounding schemes in the latin square !

4
of order 7 as related to the 3 factourial.

; As a second illustration of the use of complete confounding to construct
[

latin squares, let us consider the latin square of order 6. Using the notation

NP7 SN PI PR

X
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Dot

:,"v‘,.‘! -',-,’j'ﬁﬂ. TR R —
[
C e RS Ty ke g 4 e

ind concepis ol Rakiuv [1563] we Jesignate the & ac 2 272} factorial

represent a combination by ghij where g, h are members of [ (3)and i, are
2 2

members of | (4), The effects in the 2 and in the 3 factorials are denoted

respectively by

R

82 b

a’s®  cipt
¢t

-

The remaining interactions are given below in the analysis of variance table:

Source of variation Degregs of freedom
Correcﬂon fox: mean 1
Rows = AJC" ' 5

a? I
C“ 2
A’x ct 2
Columns = 8°D* 5
8’ 1
D‘ 2
8’ x p* 2
Treatments or symbols = ASBjC“D4 5
A383 1
C‘D‘ 2
2%’ x oo 2
683




Remainder 20

c*o? 2
A x pt : 2
A x c'p! 2
MBxct? o 2
8’ x ¢! 2
B> x c'p! 2
8’ x ¢'p’ 2
apdx c* 2
2%s% x pt ’ 2
238’ x c'p? ' 2
Total 36

Let us now set up ihe 6 rows and the 6 columns of a latin square of order

6 with the corresponding designation of the 36 combinations as follows:

" Columns
3_4 34 3 4 34 3_4 34
Rows (B°D ’O {(B°D )1 ("D )‘,' (8°D )3 (B°D ’4 (8°D )5
(Asc‘)o 0000 0304 0002 0300 0004 0302
u:\"d‘)l 3040 3344 3042 3340 3044 3342
(A’C‘)z 0020 0324 0022 0320 0024 0322
<A3c'r)3 3000 3304 3002 3300 3004 3302
(A3C‘)4 0040 0344 0042 0340 0044 0342
(A’C‘)5 3020 3324 3022 3320 3024 1322
684
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4 4
Now let the levels of A3B3C D correspond to the symbols in a latin

square of order 6 as follows:

Levels

(A’B’C‘D‘)o'

(AsBac‘D‘)l

33,4 .4

(A'BCDY, -

a3picipt

)3
w’s’cph),

(A3BSC4D4)5

This produces the following latin square of order 61

Levels

0000 + 3342 + 0024 + 3300 + 0042 + 3324
0304 + 3040 +‘0.3ZZ + 3004 + 0340 + 3022
0002 + 3344.+ 0020 + 3302 + 0044 + 3320
0300 + 3042 + 0324 + 3000 + 0342 + 3024
0004 + 3340 + 0022 + 3304 + 0040 + 3322

0302 + 3044 + 0320 + 3002 + 0344 + 3020

o] 1[2[3]4a]5
1| 23] 45 {o
2 3 4 5 0 )
3l a]ls|o |1 ]2
4| s5]o] 1|23
5101} 2 14

Alternatively we could have used levels of A383CJ41)z

‘following latin square of order é:
Combinations for which 3g+43h+4i42j, mod b,is constant Symbol

Combination for which 3g+3h+4i+4j, mod 6, is constant Symbol

- 0
. 1
- 2
. 3
. 4
. 5

to construct the

(A’B’C‘Dz)o

a3e3c'n?)

!
ap3c'n?)

2
w's’ctp?),

a3pictn?)

4
(A’s’c‘oz)s

0000 + 3344 + 0022 + 3300 + 0044 + 3322
0302 + 3040 + 0324 + 3002 + 0340 + 3024
0004 + 3342 + 0020 + 3304 + 0042 + 3320
0300 + 3044 + 0322 + 3000 + 0344 4 3022
0002 + 3340 + 0024 + 3302 + 0040 + 3324
0304 + 3042 + 0320 + 3004 + 0342 + 3020
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latin square of order b

0 5 T | 3] 2 1
1 0 . 8 4 3 2
2 ! 0 5 4 3
3 2 n o | s | 4
s 3 2 ] o | s
3 3 3 2 1 0

Thus, the above square 18 simply a column permutation of the previous one, As
there are no other sets ut 5 degrees of freedom leading to a latin square of order
6 I, e, As. 83, and ASBS exhaust tho three single degreos of freedom from the
3‘! factorial and 04. D4. (}41‘)4, and C"r)?‘ oxhausgt all sets of 2 degrees of
frecedom from the 32 factorial )y it is not pussihlp tg obtain a latin square of
arder 6 orthogonal to either of the preceding ones using complete confounding
schemes,

. a 2
For a latin square of order 10 we may use lovels of A’RSC(’D“, AsBsc“D",

u
) 5 506

ASBQCD . urAB [)‘ to form four Jdifferent latin squares of order 10,

Ho 4 Partal Confounding

In the last saction ugse was nade of complete confounding of effects in a
factorial with the rows, columns, anu svmhols in 4 latin square, Instead of
conpletely confuunding an effect, it could bo partially confounded, Fnr example,

the latin square of drder 4 could be considered as a 24 factorial as in the

preceding section, with the following scheme of confounding:
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T T T T

A r————

A

(ki
:

; evmeny

Rows l=(C)G 2=(C): 3=(D)G 4'~‘(D);
! (A)O,(B)O 0000 001 0010 0001
2 (A} .(B)1 0101 Lo 0100 01!
3 (A)l y (B} 1000 1ot 1010 inol

¢ 4 (A1, (B), 1101 1110 1100 SRR

o \ 5|
P ‘ 3
If we set up the latin square symbols for the akoveas -\ 3 N | ther,
“ a 3

the symbols correspond to the following combinations:

[V 1

B

¥

he

NOOK + Ui lO + 1001 +
0011 + 0101 4 1010 4

1000 -+

1100

NN

110 ¢ 0010 « 011

u

= |.’-\BL)D)n 0 "

(l\BCD)I + "

0001 + 0100 4 1011 + 1101 = lf\B(';?Dll : "

IABCD)O + other affects

It 18 known that this latin square has no orthogonal mate (Hedayat (1969 ),

This means that no orthogenal partition of the remaining sum of squares can be

made which forms a latin square,

If on the other hand, the latin squarce used s
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sorresponding to the Greek letters are:

o 0000 +« 0110 4+ 1010 + 1111 = (ABCD;O + other effects

S 0011 + 0101 + 1001 4+ 1100 (ABCD)0 + "

1

'H 0010 + 0111 + 1000+ 1110 (ABCD)l + (AC)l + other effects

b 0001 + 0100 4+ 1011 + 110] (ABCD)l + other effects

1nis square has two mutually orthogonal mates and hence there must be partitions

~f the sums of squares nto orthoyoenal components which correspond to the symnols

oo LI sgudre,

instead of tnserting symbols 1n the latin square of order 4, denote the
symbols 1n the latih square by the following partial confounding scheme:

1 add the two 1/8 replicates gonerated by ((A)O, (D)o. (BC)O) and

HAL L 1C) (ABD1y 1 te cbtain the 4 combinations (0000 + 0110) +

(1910 + 1111 and denute these 4 combinations as symbol o« ,

1 add the two by & replicates generated by ”D'l' (AB)l», (AC)O) and

‘em;'). [}

AR (i\l_)ll) 1t obtatn combinations (010l ¢ 1oll) ¢+ 1100 ¢

Onoh and denote these 4 combinatiuns as symbol g3,

it aad the twao 1o 8 replicates gencrated by HA)I, IDJO. (ABC)II and

(1A, 181, B o wbtain combinations (1000 + 1i10) + (00l +

a1l and denote these 4 as symbol vy,
1da the two 1/ & replicates generated by ((AB:O, (AG)I, (I))lﬁ and

uABIX, w:»o, (BD)l) to outain the combinations (k101 + 00l11)

o100+ 10011 and denote these 4 as symbol &,
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This procedure results in the following latin square of order 4:

Obviously, one could take any pair of 1/8 replicates such that the 4 combina-

tions are in different rows and in different columns to form the combinations for

3 a given symbol,

The above type of partial confoun&ing results in the class of latin squares
3 denoted as half-plaid latin squares, If partial cox"mfoundlng were utilized in rows
as well as in columns the resulting squarc would be dencted as a plaid latin
square (so-called because of iis resemblence to plaid cloth if the effects con-

founded were of different colors). The threc types of squares are illustrated

below for a latin square of order 6:

~umplete vonfounding ot effects

AT TR R SN A AT R e

;o Columns

: = 2 = 3= 4 = 5= 6= ~
f Rows (A)o,(C) (A)(L’(C)L (Abg,(CD (A)J,(C)Q (A)-l"C)L (A)g’(C)j_

L = (B),,(D)y 0000 0010 0020 1000 1010 1020

2 = (B)),(D), 0001 0011 0021 1001 1011 1021

L' 3= (B)y, (D), 0002 0o0l2 0022 1002 1012 1022

4= (B)l,(D)0 0100 oll10 0120 1100 1110 1120

- 5= (B),(D) 0101 o111l 0121 1101 1111 1121

" 6 = (B),, (D), 0102 o112 0122 1102 112 1122

i
¥
y
b
} 689




' Partial confounding of effects with columns
Coluiunsd
Rows L=1Cly | 2=1C) |3=1(C), [4=(CD), |5 = (CD) |6=(CD),
l = (B;o,(Dlo 0000 0010 0020 4000 . 1010 1020
2= (B),, (D), 0001 0011 0021 1021 1001 UTT
3= (B)Q,(D)‘ 0002 0012 0022 1012 1022 002
4= (B),(D)y 1100 1110 1120 -~ 0100 - 0110 0120
5 = (B),, (D), 1101l 1l 112l 0121 olol: o111
6 = (B),,(D), 1102 (112 l 122 0112 0122 0102
Partiaj cenfounding in both rows and columns'
Columns .
Rows "= tC:)O 2= 4C)] i= K:)Z 4 = (CD)0 5= (('JD)I = (CD)2
b= Dy 00 1o 20 00 10 20
= (D), 0l L 21 2l 0l 11
3=, 02 12 22 12 22 02
4= (CDZ)O " 00 I 22 00 22 11
5 .2 ch‘»l 02 10 21 21 10 02
PEREN 0l P 20|z 01 20

In th~ last table abave only the subsgripts for combinations of factors ¢

and d have been inserted. There 1s some difficulty in inserting subscripts for

fastors a and b such that thesc cfircts are orthogonal to both rows and columns,

In any event, this problem requires further study to determine 1f half-plaid latin

squares ard plaid latin squares lead to latin squares not of the same type as given

by complete confuunding.

If the three types ot latin squares of order 6 can be

produced by partial and complete contounding, this would be an interesting re@ult.
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I1I. Fractional Replication Construction of O(n,t) Sets

Any latin square may be considered as an n-'l fraction of an n3 factorial
where the rows represent levels of one factor, the columns represent the levels
of the second facggr, and t'he symbols in the latin square represent the levels of
the third factor, As an tllustration, consider the latin square of order 3 where

the 9 mombinations represent the 1/3 frac_tion of a 33 factorial as follows:

Columns
Rows 0 1 2
0 000 01 021
1 10e 111 120 *
2 201 210 222

_ 3 . .
The above is the I/ 3 fraction of a 3~ corresponding to (ABC’huﬂ:O,mod 3,

Stnce this is a regular fraction we may write out the aliasing structure {n this
fraction as follows:

M + ABC : .
A ABZ(‘.2 - BC

B 4 ABZ<.1 v AC

G + ABCY + AB

aB®s act l'sCZ

where the effects connected with a plus sign are completely confounded with each
other. In the above latin square the symbols 0,1,2 correspond to the levels of
the third factor, c. Now if we set up a second latin square in which the symbols,
say a,p,y, correspond to the levels of ABz, the resulting square will be

2
is
orthogonal to the first one, The square corresponding to levels of (AB )1+21 ‘mod 3

691




Lala Saiait B saci)

E
i
4

S Ul Bl

__,auy_ orthogonalm&tin squares. .In "par"ticular.., all; 2

000 + 111 + 222 = u _ a ¥ B
N2 4 21 0 1Nnd - R}

L L a0 RSV v v y
200 4 012 4 120 = y v el

) ) - . 3
The cla;:s of fractional replicates constituted as an r\gé‘l fraction of an n

factorial necomes an important one to study as it relates to construction of mutu~
. . -3 X o
.~ "fractions of.a 29 -and.all

-2
v

- - 6 . - » ’ .
o3 fractions of a 3 with all possible alia’é{ng structures could produce several -

sets of mutually orthogonal latin squares, This could have interesting conse-
quenaes in finite geomeiry,
The struvcture wf tne left-hand set of parameters in an aliasing structure

will have a pattern; for example, tor n = 4, 5, and 7, the patterns are:

_nh= 4 h=5 _n=7
M+ ABC M + ABC M + ABC
A A A
B s B [
> G C. -
2 2 2
AB CAB AR™ - .
Ik ITh AB°
AB'l AB'i
B>
, : ' a®

1

Nt tha: alth/:,-uqh ARC was completel, contoundoed with the mean, any one of
the cther three=-factaer interagtion components ABqu, u,vs=1,2,,..,n~l could
e heen utilized oqually well,  Alsc, note that the levels of C corresponding
to.oorenaols produce a latin square . and that the levels of effects below the
tactor B oproduce a setaf a=-1 mutually orthogonal latin squares,

In yeneral we '.;/ant to look at all possible n-l fractions of an n3 factorial,

1.+, , th subset of( id> combinations for which the levels of C are the symbols
1
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in a latin square and to study their patterns especially for n = 7,8, and 9, All
possible fractions, or rather all forms of the aliasing structure, could be classi-
fied into all types of t mutually orthogonal latin squares, O(n,t) for t = 1,2,

++ey0=1, Perhaps this is the manner in which the geometries of various values

‘éf ‘1 can be exhaustively §tud1e‘d. In fractional factorial notation we want to

study all possible patterns of X 1)( in the following matrix equation:

11712 ,
/
. 7
) M
A
B + anxlz .
C

where the form of the first vector below the letter C will be,determined by the
the candidates for entry 1/nffhe vector ;56' are the'remaining

values in x Xlz,

" two- and three-factor interactions, and .‘;ﬁ;' is the particular set of nz out of n’

combinations for which the levels of any fourth effect in the first vector forma
latin square. Thus, it becomes important to study the properties of Xulxu.
even for the 2 system, The irregular fractions would appear to be the most

interesting for n = 7,8, and 9 since regular fractions can be related to complete

confounding in section II.1 and to flate and points in the projective geometry, ;

We now wish to illustrate the use of fractional replication procedures to
construct latin squares which are mateless and which have orthogonal mates. To
tllustrate let us consider the four standard latin squares of order 4 which are

(Fisher and Yates [1957]):
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la la T T [A in lclp AlB |cID A|B |C|D
BiC|D}A B{D{A|C B|A |ID|C BlA|[D] C
|l DYALB ClA D] B ClDIBI|A CI|DJA}B
DIAJBIC DI{CIB A C{ C|A|B D|C|B|A
Sguare | Syuare 1 Sauare 11 ' Square IV

Tt 15 known (Hedayat [ 1969] ) that thedirst three squares are mateless and that

the last sgquare belong: to dﬁ 04, 3) set.,

Noow numbeer the ~ows an 9,00, 008 and denote these as levels of the factor

a; number the columns as 0,1,2,3, and as 0,1,2,3 for A,B,C,D, respectively,

and denoto these as levels of the facter ¢, Then, in factorial notation the above

: ' . 3. .
“16 cumbinations form a ono=fourth fraction of @ 47 factorial treatment design.

The ralu‘x.'mn.g schenmie tor the fractional replicate given as square [V.is

M .+ ABC
A BC - ARSCY L ap’c?
2 ;
B+ Ay ATG 4 AB C
' 2 .3
Co AR+ ABCS 5 ARG

wher- e clleats connegted with a plus sign are completely confounded with

cart st The Complenion of the oo qining two liasing structures results in
A ]

) . -1 . 3 .
e conplete aliising structuras tor s 4 friction of the 4~ *factorial; these

tw- T

N i 2 3 42
AR e AT BT s AR T

. )
) N [ R 5 ) ‘3
AR« AT B AR C

2 3
T otne Lewels of AR ant sf AL e form two latin squares, these two

Wt gaere TV e aa Od, 4y set of mutually arthogonal latin squares,
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.. I, 11, apd' IIl, These are:

additional combinations|combinations replaced in IV
Square I 112, 130, 310, 332 110, 132, 312, 330

St I | 143, 120, 210,223 | 110, 123, 213, 220
S Mo Ty 213,230, 320, 331 | 220, 231, 321, 330

-The aliasing structure (withbut the cocfficientsd is givenon the following page for
all four standard latin sqyares of order 4. The 1/4 replicate given by square 1V
forms a regular fraction ‘ The remaining threc fractional replicates are such that

ncne of the additional effects are uncenfounded with the effects A, B, or C of

the original latin squares of .ofder 4, Since this is true nc linear combinations

of thésQ effe-é-ts wm-be nconfounded, In order to form a latin square which is

" ' | orthogonal to the given e‘.it.is necessary fhat there be’'a set of effects which
is unconfounded with the effects in the given square, This is impossible forl the
three squares I, 1I, and Il and hence the squares are mateless as is well=-known,

It would be interesting to ascelrmm the aliasing structures for the six

standérd_;la'tin squares of order 5 belonging to the (5,4} set and for the fifty
stgndé;a latin sqﬁares of order 5 for which are knowﬁ to be mateless (Hedayat

' tl969] ). After a study of these fracticns, one should continue such a study for
n=17,8,and9, Itis suggested that one consider a 26-Z fraction instead of a
43-1 fraction for n = 4 and a 29-3 fraction instead of an 83-1 fraction for

n =8, Thereason for this is that there 1s much more theory available for the

o ——— o
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Aliasing structure of effects in the four 1/4 fractional replicates

of a 43 factorial for four standard latin squares of order 4

Square 1 Square ] Square III Square IV
Effect Effect Effect Effect :
[~ . ; [ - . o 4 J
A o |la |8, s [,,, e lea 8 I8 el k ]
e | 83 TR TE )TN B |G B YR TR B lE VAV TG
™ -1 1 1 I- T 11 1 1 1=-1 | T
U I T S I T o ol O SR B IR S e SO EER
B - - - - ;
‘ c - - - - i
AB ple|e|or p P c :
Ag® P P P
ag* P P P
AC P P ' c
act P P )
act | p p
BC P|{ P | P p P c
BC P| PP p: P :_
Bc® | p| P | P B P !
? ABC pl P P|P|P|p| Pl P P{P|P |C
fb ABC p|{ PPl PP |pP| Pl Pl[P| P|P]|P o
F ABG Pl P |l Pl P| PP P Pl P P|P|P C
aeic | pl PPl plp| | 2| Plp| plP]|P ¢
| alct| e | PPl e |p|P| P| PiP| p|P|P c| :_
alcd| el PP P Pl p| b ple|p !
aslc | el el Pl PP |P| Pl 2lP]| P|lRP|P c ’
A e Pl p| P p| p| P plP|P ;1
ap’gil el Pl p|lp|p|P| k|l PlP| R|P|P c ;.
mg )
3 TéSg 21316 12| 7 |12 12| 126 | 1212|121} 3| 3
§ 558 .
~ means ldentical effect C means complete confounding ]
P means partial confounding blank means unconfounded i
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8§ =2 inthe s™ series than for any other value of s, Also, one may use the
generalized defining contrast which has been developed by Raktoe and Federer
[1969] to a considerable advantage in writing Put aliasing structures in these
cases, Investigation of the regular and irreqular fractional replicates obtainable

for various values of n could lead to considerable advances in the theory of

© mutually orthogonal latin squares,
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IV. ANOVA Construction of O(n,t) Sets

There-should be some procedure which would utilize the orthogonality of

single degree of freedom contrasts in the analysis of variance (ANOVA) and

which could be utilized to construct orthogonal latin squares, For example, one

could make use of orthogonal polynomial coefticients for row and column con-. .

irasts and then construct mutually orthogonal latin squares from these, To illus~

trate, consider the latin square of order 4 used previously wherein the row=column

4
Intersections are numbered as a 2

factorial, i.e,

Column
Row | 2 -3 4
T 0000 | ouo1 | 0010 | 0011
2 | nloo Olo1 | o1to | 01t
3 1000 | * 1001 | 1010 | 1011
4 L100 Prot ) 1o i

4
and the 2 factorial is given below:
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"o relation between the 16 contrasts using orthogonal polynomial coefficients
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Source of variation

C.F. M.

Auw contrasts

- —

A\'-R L- ZRC

1

Rows lincar = K, = A4 ¢B

R 2=V Pt =S-SR

3
1 Ry
B -ARL+ Rc ] l quadratic = RQ = AB
‘ABsRQ 1 ! ' cubic::RC:zA-B
Column ¢ontrasts 3
C = -CL- ZCC ! | Columns linear = CL = C+ 2
.. - . L1] ¢ d = - :‘! .
D = ZCL + C’C ! 1 quadratic CQ -
CD = (JQ ! 1 " cubic = CC = AC-1 -
ul‘
Roman numbers = (AB ") 3
AC = RLCL + 4RCCC | 1 Rl CL
BD = 4RLCL + RCCC ] r { RC("(;
D= | | >
ABCD RQCQ RQ LQ
i ua
Greek lotters = (AB ) 3a
ABD = -ZRQLL + RQ("C ! ! Rl.('Q
BC = ?.RLCL - ARCCC+ 7 ><
4RLCC--RClJL I l RQCC
ACD = (-RL-'JRC)CQ 1 ! RU('L
Ui
Latin letters = |(AB ) 3
AD = ¢R C‘L-ZRCCC-RLCC+
4R.C, | k | Co
ABC = RQ(-CL- ZCC) l | RQ('L
BCD = (-ZRL + RC)CQ ! I RG C:Q
Total 16

tions is:
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The individual degree of freedom contrast matrix {or the above 16 ¢comoina=
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The particular contrast matrix utilized is not unique as has been
gemonstrated above, All orthogonal contrast matrices resulting in latin squares

could be considered, For example, other gets of contrasts among rows (or columns)

zould be:

1 2 3 4 1 2 3 4

Meanj + + + +| Mean| + + + 4

Rl ~ . 0 o0 Rl - 4+ 0 O

R?. 0 0 - t+{or Rz + 4+ =2 0

. R3 + + - - R3 + 4+ + =3

The interaction of row and column contrasts possibly could be utilized to allocate

the synihols in the latin square, et

We wish to illustrate the method of constructing latin squares using
orthogonal polynomxal coefflcter'nts.»""wﬂ shéll first consider the construgtlon of
throee m.ut,ually orthogenal latin squares of érder 4 and then we shall conslder the‘
construction of a single latin éqﬁarc; of orde} 6, In the preceding table on
crthogonal polynomials for n = 4 denote all combinations with a_plus sign as
belonging to (RLCL)I and those with a minus sign as belonging to (RLCL)O .

Lo likewise for the RQCQJ and RCCC eftects, Then, the four latin square

symbols are obtained as follows:
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The above results in the following two latin squares of order 4

(R Cp);, RyColyr (RGCQ), = 0000 + 0101 +1010 + 1111 = A
RO (R O, = =
; (R OV, ROC ), (RC ) = 0001 + 0100+ 1011 + 1110 = B
L .
i = + =
; 5 (RLCL)O’ (RQCQ)O, (RCCC)l 0010 + 0111 1000 + 110]) C
| = .
f i (RLCL)O’ (RQCQ)P (RCCC)O- 0011.+ 0110 + 100} + 1100 = D
{ This results in the following latin square of order 4
2 A B [c] D]
= B |[A [D]| C
' : C | D |A]|GB |
v DJjc |[B]| A
A
u - -
L } Likewise, if we use the following polynomial contrasts we obtain the two mutually
i orthogonal mates of the above square:
- : 7 \J ST )
\ ] . - : [P + =
i . o (RLCQ)P (RQCC)'O’ (RCCLIO : 0001 + 0110 + 1000 1111 = ¢
(R Cq'» (RaCclys* (RCy)y = 0010 4 0101 + 1011 +1100 =
I;.A N ) i . .ot . - - N ‘ .
3 (R Cqlg» (RCglgr (RGCp)| = 0011 40100 + 1010 + 1101 = y
F ')- "RLC_‘Q’O’ (RQCC)I' (RGCJLa0 = 0131 +1001 4+ 1110 + 0000 = -5
i 'gnd_ 7 ‘
] . . r,i' ,J“ o
(RLCC)I’ (RQCL)O' (RC(’Q’O s 0001 4 01) l\+ !010 + 1}00 = |l
(R, G)gr RqCylgs (RoCol| ® 0000 + 0116471041 + 1101 = 111
(RLCC)O, (RQCL)I’ (RCCQ)Q = 0019 + 0100-+ 1001 + 1111 = IV

B S U S WV

:,.<;<¢;:11Hn3 A G mie et e

g

e L

— ke
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~(R,C)) (RC“\

6 a P Y I 1 v | 1

Y (B a 5 A IV 1 mr [ 1
a 6 Y B I | o | oI
B vy | 6 a I O v

polynomial coefficients work§ for ldtin squares of order n where n = Zp . We
need another proceduré for othér vah;e of n and shall now construct a latin

sguare of order 6 from the orthogonal plynomial coefficients in the table of
slngie degree of freedom éontrasts fér 36 combinations, If we observe orily

the signs ofﬂ contrasts we npte((h"at the 36 combinations may be classified into

six sets of four with like signs and two additional sets of six. The latter two

sets will be used to build up the six sets of four into six sets of six as follows

where all combinatiors wl}h a’plué ‘'sign go in the one level.and all those with «

minus slgn go in the zero level:

(R C )1, 1R 1, (R C4)0,

(R 04)1,

171

2Colyr 1o (Fgt5lg

(R C 2o (R3C,3 0’ |R4C4_)0, (R5C:5)0 ' ‘

(RyColgrRyCy)y 4'or (RsCs)y 1€

(RZCZ'O'E‘R g, ,l' (R C-i)l’ (R5CS)o +

iR C )1. (R3b } lR4cqu,(R505Dl +

, (R (R, C

trom these sets we obtain
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+ 2 from (R, C)),,(R,C ,(R 3)0,(R4CG)1.|R5&,5)0

The above method of constructing mutually orthogonal latin squaresiusing - - -

(RgCylg + 2 from (R.C )» (RyC o) (RyC )1 (R,C 1 (RGC),




)

¢
b
f (12 4+ 21 + 34 + 43) + (00 + 55) = A

(02 + 204 35 + 53) + (11 + 44) = B |
é (Ol 410 445 +54) + (224 33) = C
‘ (04 + 15440 + 51)+ (23 1 32)= D

(03 +25+430 +52) + (14 +41) = E

(13 424431 +42) 4 (05 +50)=F

Gt o DR it he it 2
© i el g o ey a1 8 et

This results’in the tollowing Tatin' square of rder 63

00 A 10 C 20 B 30 E 40 D 50 1
01 C 11 B 21 A 31 F 4] L 51 D 7
02 B | 12A[ 2 Cc|32D/l4r |52E
03 E [ 13 F | 23 D 33 C |43 A | 53 B /
04 D | i4 E | 24 V' i4 A 44 B 54 C Vd
. B § /
05 F |15 D| 25 E- | 35 B |45 C | 55 A /
s - . oot - - //
f ¢ ' The pair-o_f_treatments in the second sot of parentheses, e,g., (00 + 55), were S
' ' , " picked from the set/ of 8ix in such a manner as to have i and j in the combina="
- tion "ij, contain 0, 1, 2, 3, 4, and 5 sincc cach letter must appear once in
each row and once in each column.
r It would be interesting and perhaps enlightening to carry out the above B
[ procedure for n = 10 and 12 and to exhaustively study the complete set of 35 ;
f . ‘eontrasts for n= 6 , ' ’ '4
§.
§
f 1
; !
P
-
P 705
§ 4
1
3
- k
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V. Group Construction of O(n,t) Sets

V. 0. Introduction. The construction of O(n,t) sets based on groups and their

associated mappings such as automorphism, complete mapping, and orthomarphism

is the oldest and still the most popular method for n not of the form 4t + 2,

Euler [1782] implicitly utilized some properties of finite groups of order 2t + 1

and 4t for his c\Q{mstmcuon of -(j(it-;l; 2) and O(4t,2) | sets, respdctively, "1t
' i

. was MacNeish [1922] who, for the first time, explicitly (however, not rigorously)

" utilized group properties for his construction of O(qm, qm-l) sets and Qin, \ !}

t f {
sots, where q is a prime, m is a positive integer and {f n = ql qz qrr
: . {

is the prime power décomposition of n then \ = min(q:‘ s q; yeany qrr) . The
field construction of -;.O(qm, qm- 1) sets found independently by Bose [1938]
and Stevens 11939] is based on the additive gréup of GF(qm) and its related
cyclic group of automorphisms., The Oin,n~l) scts for n = 3,4,5,7,8 and 9

.exhibited by Fisher and Yates (1957 are based on cyclic group and abelian groups,

Several beautiful applicat‘i.ons of group theory to the existence and non-exié;cncu

- of Ol(n,t) sets have been found by Mann [1942, 1943, 1944], The 0O(12,5) scts

found By johnson et al, [1961] and Bose et al, [1960] are based on abelian
groups of order 12, Hedaya;c [1969]) and Hedayat ancll Federer {1969] have fourd

a series of results on the existence and non-existence of O(n,t) sets through the
group theory approach., The interested reader on this subject will find the fol-
lowing references together with the references given to these papers very useful:

Page [1951] , Page-Hall [1955] , Singer [1961] , Bruck (1951], and Sade [1954] .
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--Définition Vely I

The author has no doubt that the reader can find many more interesting papers

directly or indirectly related this rich subject,

V.1l. Definitions and Notations.
There are several forms of definitions of latin squares and orthogonal

latin squares, The following forms are useful for the results which will follow:

whose rows and columns are each a permutation of the set Z Every latin square
of order n may therefore be identifird with a set of n permutations (pl,pz, oo ,pn)
where Py is the permutation associated with the ith row,

Definition V,1,é. Let Li be“a latin square of order n on an n-set 21"’
i=1,2,..,,t . Then, theset S = “‘1’ Lyvsens Lt} is said to he & mutually
orthogonal set of -t latin squares if the pr&}’e\’cttbn of the luperimﬁosed form of
the t latin squares on any two n-sets ‘\-:i :and 2:1, i j, forms a permutation
of the cartesian produ&t set of _\_:17 and :’ . Such a set is denoted as an
*Ofn,t) set,

Definition V, 1, 3. If L = (P;, Plovees,y Pln and L, ® (PZI' Py seey Py

are two latin squares of order n on an n=set Z‘,, then we may define l;le to
be Ly = (P, Py PlaPyyyee, PP, ). The generalization to the product of.

t >2 latin squares follows immediately,

V.2.2. Construction of O(n,t) Sets Based on s Gr

We shall divide the problem into three parts based nn whether n is a

prime, or a mixture of prime powers, The proof of the subsequeant results can be

found in the references related to this section.
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A V.2.l, n.= qaprime. Recall that any prime ordered group is cyclic,

Theorem V,2,L.1. Let G={P,,P,....,P } be acyclic permutation group of de-
i q

dgree q and order q . Then, S11 = {Ll"LZ""',',Lq-l} is.an O(q,q-l) set,

IR TN

i 41 i
where I'l = (Pl, PZ’ ey Pq) .
Demonstration V, 2.1, 1, let q = 5, Select any arbitrary generator such as
12345 '

-35714) -Which generates a cyolic permutation group. G and, hence, a latin.

square I..l . Then,

E
£
¢
g,
3

Lssalf; 2l 4] s 3[1 5(1(4]2]3 4l 3]11512
_ 2| 4f 5 3[1 4 3[ 1512 315121114 511423
Ly=|sp 4 2)s), L, =3 s]2f1]4], Ly=qa]3]|s]2], Ly={2[a]5 ]3]

1alsli]s]z s| 1|4]2]3 2la s3] 351214

112345 1 2] 3]4]s 1{2]afals 1121345

F'or those who do not like to work with permutation groups we present the followling
theorem: .

"rheg.;am Ve 2, 1, 2, Lgr. L(ri paan nx n gauare with ri+ j (modq) jndws (i, 1ith
cell, L,i=0,1,.,,,9=1. Then, 51.3 = {Lh, L2), vuv, Lig=l)} is 8n Quq, g=1)
setdf q is.a prime.

Demonstration V. 2,1, 2, Let q = 5; then,

f of1]2]3]a o[1]2]3]4 ol1(2[3]4 oli]e]s]a
': 1{2]3]4]o0 2l3lalo alaol1 ]2 ANEBE
i Lib={2|alafolt|,varaafofr{af3], Ldrafi{z]a]alol, L) =[3a]al1 |2
§ 3lajol1]2 1[z]3]4f0 alol1]2]3 2 (3140 |1
: 4(0]112]3 3[4jo]1]2 2f3l4j0]1 1{23]a |0
{
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Note that L(1) in theorem V.2.1.2 is based on the cyclic permutation

2 2--- q-l'
1

group generated by ¢ i 1 p ) and L{i) = Llll), 1 32,3,...,0-1, Henece

theorem V, 2,1.¢ 1s a special case of theorem v.2.L1,

V.2,2, n= qm where q is a prime and m any ggultive integ ;. Note that

this case in particular for m = 1 includes case |, We shall present three

one is based on any group which admits an automorphum of order t , .
Theorem V,2,2,1, Let G={P1,P2,...,Pn} e 2lic permutati g £
degree n and order n . Then, S, = (L,Lyheees L, } d3.8n OMn,\) get
where n=q" and » =gq-1, |

Qemgggtratlg}\ Vo2, 2.1, Llet n s 32 =z 9, Select any arbitrary qenerafor such
2 :) which generates a ¢yclic parmutiﬁoh group G and hence,

a latin square L, Then, since \ = 2,

3Tdfs[1]6l7([8[9]2 s[11el3]T]8]912]4
Sl1je[3]7]8]9 (24 715|869 ]2|a] 13
b|3[7]5(8]9 2[4/} 9(7]2]8f4]1]3]5]¢
T 58 lej9f2|4() |3 491235678
Loaj8lelo|7|2a|4|i|3]|5] and Ly»|3|4]|5)1]6[7|8]9 ]2
9 {72 ]8[4]1[3]5]6e 6|3|7)5([8]9l2|4]!
2|8 (a9 1[a]l5][e]n glejolr|2f4f1]3}s
419 (1t je|3ls(e|7|s l2a{8lafo1|a|s|e6]7
L2 (34|56 |7 |89 1234|5678 ]9

is an 0O(9,2%) set,
Gonjecture, The set 521 is orthogonally locked, meaning that there does not

exist a latin square L such that S, U @) 1 an O(,\ +1) setif n is not
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A

a prime.  Note that for n even this conjecture is correct since any latin square
of even order based on cyclic permutation group is orthogonally mateless,

An analogous theorem to theorem V, 2,1, 2 for this case is:

Theorem V,2,2,2, Let L(r) bean nX n square with ri+ j (mod n) in_its

(i,)) gell, 1= 0,1,2,,..,n=1, Thep 8§, % {L(l), L2), ..., LX)} is an

On,\) setif n=q™ and X = a-1.

Demonstration V,2,2,2, Let n=q = 3z then,

o1 {ef3lals]|e]7](s o1 f2a(3]als]e]|7|s
{2 3[4afs]e|[7]8]0 2l3flas]e |7 ]s]o
2134856780} 4|slel7|8fo]ijz|s
slalsfejr]sf{ofi]e 6l7|8 (ot ]2]3]als
Ld)=j4a (5 f6[7|8]|0|1|2]|3|and L2ra [8[O|L [2]3]a]|5|6]7
| 516 7]8(0]1]2]3]« I [2[ala]s 6750
6 |7(8|lol1]2[3]4]s 3lafs]el7 s ol e
T7 8 ]oft1]2]3|4]5]¢ s{e|7(s8foftf2a]s]4
glof1fe]|sla]s|el 7lafo]tf{2]|3|4]5]6

is an Q(9,2) set, Note that theorem V,2,2,2 is a apecial case of theorem V.2.2.1

01 2., n-l

viz,, L(l) 1s based on the cyclic permutation group generated by 023 o

and L(i) = L‘m,' 13 2,000,0

Theorem V, 2,2, 3, Le_t G = {4:l = e the identity, IYRERE an} be a grgup of

grder n and o an aytomorphism of order t on G. Ihen,
1)y §= {Ll’LZ"”’Lt} is an Oin,t) set, where
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e ﬂz soe an
| N i i
| [+ 4 (02) 24 (az,az ) [ 4 (Bz)an
! ) i t {
: Li < o (63) (5 4 (83)32 YY) a (&3)ﬂn
} . .a ‘an) a ‘an)az Ceee - o lan)an

¢) lfin particylar t = n~l, then one can simplify the constryotion of an
0(n, n=1) et from the {ollowing key latin square by 8 gyolio permytation of its
jast n-l pows.
e a(X) O‘z(x, e at(x)
alk) | alxXa(x) a(x)uz(x) see _',a(x)at'(x)
Ly *| o | alwe | ePmidin | L. | afetm) _
at(x) at(x)a(x) ﬂ‘(x )az{x) Y at(x)at(x)

forany x 4o G exgept the idaentity element.
We see, therefore, that by means of theorem V, 2.2, 3 one can construct
an Ofn,t) set if we can find a group G and an automorphism a of order t ,

In particular, if t = n=1 the whole task of construction reduces to the construc-

tion of Lo as described above, I{ ns qm then because every slementary

Y




abelian §-group G of order n admits an automorphism a of order n~1, we

~.m m .,
can construct an O(4 ,y4y =1) sel based on G and a. Hore we presant a
m
general method of constructing such an automorphism for any n=q . In par=-

ticular, we shall exhibit such an automorphism for the following n:

) . na2™ ma2,3,..,,9
j O R : ; |
1 nusm,m=2,3,4

n=?", mE 2,3

e .2

oy newtn 172, 102, 222

,292, and 31° .
This will then perhaps be the largest table that has ever been produced so far

i© . for Qnyn=1) sets,

[P

Note that there is no loss of generality if we limit ourselves to the follow=

ing elémantary‘ab‘ollan q«group of order n = 'qm .
G“ LS {(bl bz.‘l.” bm), bj = 0, 1, 2, e pq-l') =l (:, ..;,m} .

The binary operation on G*- i8 addition rﬁod 4 componentwise, yiz,, (bl. b2 e
bm) H‘b'l bfz ‘i p';n)'t (c1 Cp ven Cp ! where ¢, = b1 + b; (nﬂ'od q.) . Note that
the alements of _G':‘ are simply theytreatment comblnations of m 'factdrs cach

at q levels., The reason why we have chosen this particular elementary abelian
(=group is thai it has a wellekhown structure to those Qho are concerned with cx=
' periment design construction., Note also that G':t ie the direct pro&um of m

, Galois tields, each of order q ,

The generator set for avery elemaentary abelian g=-group of order qm gon=

sists of m elements, and for uniformity, we may choose the following ordercd

713
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&
generator set for G .

g = {100 .,, 0), (01,00,., 0), ... (00,.., 010), (00 .., OL)} .

5

‘ *
i Note that the structure of every automorphism a on G 18 completely

. *
defined if we know t);;e image of each elementof g under a . G 1is a vector

\~ T space of dimension m over GF(q).

)
U Before proceeding further we need the following well-known result:

" 'Theorem V,2,2,4, Let G be an elementary sbelian g-group of order n = q" .
en, A o G is isomorphic to fhe; (multiplicative) group of all non-singular
m X m matrices with entries in the ticld of integers mod q .

7 .
The construction of an automorphism of order n~1 for G s equivalent

to the construction of an m X m matrix A such that an-t

=1 but A' w1 df t
1s not a multiple of n=-1 over the {leld of integers modq . .
We know from linear alqebr$ that if & is a linear:ma_p on a v’gctor space
V ard if x ¢ V suchthat x» 0 but onlnh= x, then | is an elqenva.lu; of ¢,
Morcover, It {x ,\,, .00, A, ) 18 the set of etq;n\;aiueslbf {¢, then‘(k’l, A :,
ceny A :) 13 the set of gigenvalues of o° . Therafore, fo:_' our probl'em we must
: fmd a linear map on G“ with a set of eigenvalues” xi having ghp'p}opgrty t!m:'
for each |, xjs ¢ 1 (mod q) forall s = l,2,..,.,n=2 and xr-l =1, Todoso ‘-“.
let F bea c_r(q”‘) and let 3 be a generator of the multiplicative cycllc group )
of Gl”(qm). 1. €, ﬁl + 1, 1=1,2,,..,n=2 while |3n-1 =] ., Let f{(X) bea T
monis xrrmuclﬁln pol_yr.o'mial o;)ér. GFtq) for B, Note that f(x) has degree m,

3 ts sometimes called a primitive root or mark of F. Ncw, if we let A be the

companion matrix for 3, then it is easy to see that A has the desired property.

v
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~ Example

- . . ' ¥
let us findan automorphism of order 3 for G = {(00), (0l), (10), (1)}.
]
It is suffictent, by previous arguments, to find a 2 X 2 matrix A of order 3
over the field of integer mod 2 . Let GF(Z?') = {0, 1,R B+ 1} with the follow-

ing addition (+) and multiplication (.) tables

g p |B+1} 0 ! B "y Boja+ L
pellp+i] Ll o | Tla.a]o]es+r] v | p -
) f
~
_ T~ w2 2
Note that 8 is a primitive root for Gl'i27) and fix) &2 x +x+ 1 is a monic
M i

irreducible poi;?ﬁaﬁ{l'éi‘“fa““ﬁ;"‘.e;"m;:e fi3) 8 O(mod2) . The companion matrix

IS

associated with f(x) IR ‘/"m _
, . )
L !
NA .
. 1 i
o :' \ -
As a check { (// | ' A ‘
, | S , |1 1 0
A = # over GF2), A = =
1 2 L1 o : 0 ! 01

over GF(dr ., -

Let us now determine the image of the ordered generator set g = ((10), (01)}
N

under A,

718
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17 o) {"o (10) + & (01) (01)]

ro
A‘;‘Al_l i | on =[_|uo;+x(on i} (m_i ‘

Therefore, A(10) = (0l), A(Ol) = (l), -and since (i1} = (10) + (0}), (00) = 2(10) J
. ! 4
+ 2{01), we have A(ll) = (10), A(00) = (00), 1

- el T [ — R *I e s B AR
... New; we have a group G’ of order 4 _and.an autoh

on G . We .can now construct an O(4,3) set , Since e = (00), and if we let

1

x = (10) 1n theorem V,2,2. 3, we obtain:

L.

(00) AUy A%0) a%(0)

A(10) A10) A(10) A10) AZ(10) | Ao) A%uo):

| A%a0) | A"‘uu)z_\uo/' 20017 00) | a%a030)
a0y || A%aoaner | aluoalao | a%ion’ud)

- / — I _ F—
(00) (obL i (10) '
o1y - (00) o ()

(- 107 00 (@)
(10) th (0 (00) .

The other two latin squares are obtained by a cyclic permutation of the last three

rows of L() . Thus,

001 ] o ] an | «oi] |0y ] ©n) | (in) | (10)
(rov | (11 | 01y | 00) (ll») {1a) | (00) | (0l)y
L = . 2 Lz
: on | woy aoy | and {ao {an {on | vey|
() | 1oy | 0y | ron| |on | 00 | oy | anf .




1
PR ‘.
ey

agl

312

To simplify the notation we set (00) =1, (01) = 2, (11) = 3, (10) = 4 to obtain:

4

We are now ready to exhibit a generating matrix of order “n-

with entries from GF(q) for those n promised bhefore.

[ Y L T ..
< e .I... T~ —
o - 5 =
¢ T — - )
: LT ooo0COC O~ —
| S I | '
OO0 O0OCO0D COLOOCS ~CO
SooT—~S "0O0000 —~20GC
. . ococ—-0cT D0CO—-0O0OC
[&3 . .
= o0 ~c oo cco—~Do oo —
o o—-0cCcoD cc ~oO00C O —
c e - ,
@ ooz o — C D000 Q0 O —
1] .
So 0D, —~O0OT 0000~
i ) .
COOC00 00O~
D "y ~ o
E ~3 ey ~ ~
5 .
o o ) o«
2 = -y 0
@] .
B L0 1
. - COO0OO0 0D~
- "
.A .000010 o-ocCc = o o
. _0010_ coo—0cC cT-ToCc -0 o0Oo
L d -
o ) o—co oo ~co0ooc ©OCO0—0008 -~
S
o |
o o000 — L O D0 O — O —-—0D0COO0O ~
@ 1
&) . , coooo—~ —m200O0O0OO0OCO0C
L - —) o oococoococo -~
] ]
~N < Nl ')
= ~ N ~ ~
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L ol
L 0 ~N - a0 o o o o o
o ~ -« ~ -« ~ 0 ©° oy o
0 .
XN .
9 o~ oo~0o o —-o - —
o T _ll.- 113_ 1....5_ -14_113a —
m —_o — O -0 0 a —Cc N
L o ~ o m o n oW o™ o~
s COoO—~, —OooQg— conm: ) L ) =) il Y Sl I Shuiihl )
(&} .”.”.,ﬁ _.lll—
s ~ - o ~~
= 33 53 n ~ - - — — ~l “
0} P x - - ~ © x o
i ® & ~ ~N ~ -+ G ~ T
[ ™~ N} o~ ~3 oy <
O . o
=i
- ]
oo —~0O FEEA . :
B R | } T
m.v. : c —-C Q. . 0.013..:—0'!,'0].
L d . B : —
Pt —~2 —_c 0D 12_,.0100 .02..15__11._12_
O ) - L e |
o —_ cooc ceN, -0 0™ - GO g O — o~
9 | &y . t ] T 2O SoN, CDCET )
O oo — 0003.r||||._
\b -
o ~N ~
-~ ~: < ~
~ < -~ . [ >
c - ~ e wn w ~ -~ ~ ~
Ed —

Let

To shed more light on the given procedure we go through another example.

. Then

2
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n

{(000), (001), (010), (0L1), (100), (101), (110), (211)}

o
[[]

O O =
— e
S |

{(100), (010;, (0C1)} and A=

_—0 0

41
u

. Ag (010) oony |

o] [ (100) (010)
!
1 (001) (o) |

0 1
0 0
1o

Clet’w i theorem V.2 2.3 be (1007 Then,

CA(100) = (010)

TRy, PATE

a%100)= (0011
3

A (100)= (1011 »,

atoor= (i
5

A>(100)= (110) ,

N ' ' 8100 NQI) , and
i : ' o

AT(100)= (100} .

SrEngo T Ao gl ook Ve =t o S

Therefore, we obtain L0 as follows: L ' ' e

1000y | @10) | (001) | cron | 1kt Loy Jeor1) | ooy’
(010) | (000) | (011) ] (11-1) | (101) | (100) {(001) | (110)
001) { (011 | (000) | (100) '(110 $xr11) [1010) | (101)
(lofy'{ (111) {(100) | (000) | (010) | (01l) | (110) | (0O1)

0 (111) | (lol) [ (110) | (010) | (000) | (0OL) | (100) | (OL))
' (110) | (100) | (1113 ] o11) | (001) | (000) | (101) | (010)
(011) | (001) | (0103 | (110) | (100) | (101) | (000) | (111)
(100) | (110) | (101) | (o11) | (01l) | (010) | (111) ] (000 .

—
]

Setting (000} = 1, (010) = 2, (00l)= 3, (101)= 4, (l11l1)=5, (110) =6 ,
(011)=7, (100) = 8, then Lo in a compact form will be:

119




1(2]3]415]|6 |7 |8

217|514 |8 |3]6

317l l8lefs ]2 |4

Ly=| 4[58 [1[e|7]6]3

514)16i21113]8]7

6|8 57131 (4]2
7131216 ({84118 . _
“GEELL R - -

Now, we can derive Ll’ Lyveooy Ly from L0 by a cyclic permutation of the

last 7 rows of 1,0. for example,
11213 (4516|718 Fl1e 13415 (6|78
Blel4|3|7 (2|81 73126 (8|4 ]1]s
2 1[7]5]4(|8]3]6 B|l6[4t3 (7 (|2 ]5]1
Ifryp (816|524 L7514 (8 |3]6
e lals{s[ a7 el s 57 1 |86 |5 ]2]a|
sS4 6]t ]38 7 45|81 1271613
61851131142 6 (8 (517|311l |4a]2
T332/ 61814)1 |5 6|8 (57131 |4f2

and so un, Note the way Ll is derived from Los except for the first row of

1,0 and ’“1‘ which are ldentical, the lth row of Lo becomes the (1+1-)th row

of Ll‘ and the last row uf Lo becomes the second row of L1 . In general Lj

is derived from LJ-I in the same fashion as L, 1is derived from Ly »

m, m m
V. 2. 3, n o= ql q2 qrr, "where q1 is & prime such that qi‘qj if iw]j

and moois oA posttive integer, 1= 1,2,,,,,r ,
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m m m

Iheorem V,2, 3,1, Let n = q, l, q, 2, ceeyq rr be the prime power decomposition

m

of n . Then, there exists an O(n,y set basedona group, where y= mim’ql 1,
m, m, :
qz g ey qr , - 1 .

e

. m
Construction, Let n o= q i . Then, by the method of theorem V, 2, 2, 3 construct
| .
80 00 myml) st By ® Ly bigs ey Ty ophy 4= L2peeyr o Now, let ,
" s’f: {LH,JLR,...,LW}, i=1,2,...,r , Then, H= {AI,AZ,...,Ay} is

......v-.- S

an O(n, y) set where Aj = L“ ® LZJ Do ‘DI‘rJ . @ denotes the Kronecker product

operation. .
Eol
¢ Demonstration V,2,3,1. Let n =12 = 224 3 « Then, y= 2,
(! .
| 11213 ‘ 1]2
E 8, = Ly = |3 37_71_,le- f1] 2 ,
| ' 3f1]2 {2{3f1
N _ Y
. rya2l 3|4 2] 3]4 L]2]3
5, = \1‘21‘3214_3.10‘.2,4 ZI'Lzs‘s‘l
' 3)4i]2 2143 4l3jaf1]
’ 4/ 312} 1 ' 3laj1]2 2|1 14)3

" 7 " ' 1
§ = {Lu. le} and S, say {L“, Lza} . Then, the reader éan ear_luy
verify that
He= (A =1,9L,. A =L,3L,,!

is an O(l2, 2) set,

o N

Remark. Let n and y be the same as in theorem V,2.3.l. Then it can be shown

that automorphism method fails to produce more than y mutually ortﬁtgonal latin

f

L‘ : 721
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Squares. We shortly show that this inherent defect is due to the mapping not

o the yroup structure,

Definition V, 2, 1. Consider for each pPositive integer n an abstract group G of
ordgr n with binary operation *, Let Q be the collection of all one=to-oné. ,

mapptnqs of G lnto 1tse1t Then two maps ¢ and y in Q are said to be

T rthggaga “if for any g in’ CS.

Lo = e e e

(0 2) = (mZ)-l =
has a umqu'.e solution Z in G. In particular if ¢ is 'an identity map then
. 18 satd to be an o rthomgrgn S map, A t-subset of Q1 is said to be a mutuauy
orthogonal set Lf every two maps in this t-subset are orthogonal,
‘Let L(+) bean nX n square, We make a one-to-one corfuponddnce :
brotweér} the rows of Li*) and the ele_menfs ofb G, Tﬁus, by row % we shall
mean the row c_or;'espondan to the element x in G, Slmllarly we make a one- o
to-one correspondence between the columns: of L(*) and the elements of G.

The cell of L(.) whlch occurs (n the 1ntersection of row x and column y is
called the cell (x,y) . ) ‘
Theorem V, 2, 3,2 Lg_tcg_e_l_gﬂ.l’utlg;he_ie_u (x,-f)g_fL(-)th_g}gmm _ .
- lex) *y of G, gallthe resulting square Lic). Then Lie) _LLLL!_Q_Q_MQ . & \
oforder n on G. Moregver ;f {u‘l, rrz., ...,"crt} is a set of t mutually ortho- | ’
gonal maps then “‘“’1)' cen, L(at)} isan O(n,t) set,
Remonstration V, 2, 3,2, Let G = (0,1, 2} with the binary operation X +x,m

xj(mod 3, xi. in G. Then the maps ¢ and y with the following definitions

are orthogonal,




L et el

SRR T

c(0)=10 $(0) =0
e(ly= 1 wly=2
og(d)= 2 bE)y=1,

0 (o qtié
CLeds [1)2.)ol., L= |2 o]0 o
2 1 1 0
which are orthogonal,
anﬁmg_tm O(n,t) sets based on t different groups of order n
t T /

- Upto ‘\.now we have been concerned with the construction of O(n,t) sets
uuhq a qroup!':iof 6rdet n which admits certain mapplnqg. In this section we want
‘to-show that fé_yr som-e n's Qnd t's one ;an construct O(n,t) sets based on t
dlffergnt qroup:_lp each of order n . This apprbach prove& useful because it lead

to the construction of an O(l5, 3) set. We should mention that our motivation

to aearch along thue llnu has stemmed from the fouowlnq theorem, with a nega-

tive flavor, proved by Mann [1944] .

 Theerem V. 3.). n.tummmmmm_uowz) aet based on two dif-

{ ation )

f‘or a while we thought that this theorem might be true for other orders.
However, it was found th’at, fortunately, this is not the case as the following two
thecrems show: ‘
Theorem V, 3,2, It is possible to construct O(7,2) sets based on two different
sxgugmmmw 7.
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. cyclic permutation group generated by |

Proof: By construction {Ll’ LZ} is an 0O(7,2) set where

Lje|3[als5|e]7 1j2{3]|4|5]6]7
dl7)6 1] 4]2]5] 21314 (5]6]7] 1"
6|sla|3|i|7]a __ 3lals|ef7]1]2]

L= 24176l sisiy - Lys{afsle)ritieals| -

lr{rlsl2alel4]3 516|771 (2]3]|4
s{3laj7]2]1]6 67|11 ]2]|3[4]Ss
4ale]l 5L7 3f2 7 ]2 |3l4f5]6] .

| | | , .
x‘.l and Lz are based !Fn two different permutation groups as can easily be seen

from the different struc{ture of their rows, To be abeclﬂé Ll is based on the

v

ob
1234 7 '

| 3176 1 5) and I..z is based on the
cyclic permutation group generated by (l Z! : ; T) . Note that, since L1 and

=3 o s U,
O 20 N

. | :
1_Z are baged on cycuc'\_\ permutation groups, then by theorem V,2,1.1 {I..l} and

(L can be embedded f‘~n 01(7,6) sets. However, whether or not {tl, LZ] can

be embedded in a larger sct is an open problem.

Thegrem V, 3,3, It is posgible to congtryct OS5, 3) J.megun.ﬂ_é_-
ferent ¢yclic permutation groups of order 15,

We remind the reader that every group of order 15 is cyclic,

Prouf: By zonstruction “l’ L. 3} 1s an O(l5, 3) set where
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0 12} 3 al5t6l 7218|9110 11 (1211314
71 4] 8] 9f1r]2fs5]12 113}l ollse | 11 3l 6
12Tirialiolalgt 2l 3 Yol ogf 21 64 41 91 3
i ]te4] 3V of eli3f gl a4 lol zi12 1t s 13y Ligl 21
4l ofol 7l s i3f3alatpolnal ! 2 1141 01 8
il sfiofi2] 2T9l 3T1alol 11 4] 81 6ll7l13
4] 2] of t1 s8itol 91 61721 4 (11 113 1 & o3

y Ly ol 8 7l al13iollo]l 51241 |4 | 3} 21 1'["9
sfidfuafiif 3{-71of 211f14] 61 ol a8t 4110 ]

B \ 89 a4l 610kt (12013 L5 210 k-3 b4l |
03 it ]s 41 1 [ 34 g (.2 191 6112 |
' 3014 [ 1t lel 9felaftajiziof 511
9l 7] ol s]t2znefir 1o fshia] 34 1 | p 214
(o Ji2fs]13] 1 [wftajofe[3] of 4] 1] 8]il

0 1 2

i 4 5 o Ve 9 o 11 1z 13 14) :
7 4 8.79 Il .

L2 5 12"?.\;‘,3 10,0 14 1 3 6
i';.“, - )

A
i !
S .

1.1,'

Jenerated by (

Whether or not {Ly, L,. L} can bk’ embedded in an O(8,t), t >3, set’

LY \ o

.

(N i ) . N

© 18 an open problem, - o o

"

c

[
4

- Vid, Concluding Remark -~ = .

Koy

jé?hnson et al, [1901] and Bose gt al, [1960) ,lndependently found, by an-
eleétronié computer, five ;nutﬁall\;" brthogonal latip sqt;xe_ares Ey first finding five
mutually orthogonal maps ifpr an abelian group of c;;:rd.er 12, The b(lZ, 5) set
exhibited below is the s;(‘.t ;found by}‘ Johnson P_tg_l_. '[1961] . Note that the top
squaré i3 obtalned, after a proper renémxng, as the direct product of a latin square
of order & and a cyclic latin square o:",c;rder b beind both orthogonally mateless.
Mor-~over, every other s_quaré 18 uh-tain‘ed by propér row permutations, determined

by an orthomorphism, from the top square,

Final Remark, The group method fatls to produce an O(n,t) set, t 2> 2‘. for any

4 the forme 4t » 2, This 1s so because the Ca'!gyley table of any group of order

n o= 4t + 2, which i1s a latin square of order n, is orthogonally mateless,
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VL. Projecting Diagonals Construction of O(n,t) Sets

A very simple procedure (sort of th|e ""man-on-the-street " approach) of

constructing balarnced 'lné'omple'te block and p&rtlauy balanced incomplete block
2 _

designs for v = Kk u’éms,ih mcomblete' blocks of size k hds been utlllzed

sets, First we s : 1 ulustrate 1ts use in mcomplete block experlment desiqn
construction, and th\en we show how it applles to the construction on O(n, t) set.
The theoretical basis for tnis method may be derived directly from the preceding
sgrc;tf;n. , .

| The procedure becomes a'pparéht through an example, Supp'oéewg that v = .-9

and k = 3, After writing th® first square as illustrated below, take g'uccel,sivb'"

dxagorra'ls/of the preceding square and use them to form the incomplete blocks of

a square, thus: , . r
Square |  Square 2 Square 3 Square 4 ;
1le]s 1] 599 ‘1168 1147
415 |6 2] 67 214 |9 2158
IRERE 3| 4|8 3ls |7 ale|o

As we have noted this is a resolvable balanced incomplete design with the para-
e
noeters v o= 9 o= k')'-, k=3, r=s4d=k4+1,b=12=k(+), and x =}, where

s
N opg

thi rows f the above squares form the lncomplete blocks.
1. form a partially balanced incomplete block design for v = kz in in-

complete blocks of size k one may use any 2, any 3, ..., any k ananqemenf‘s

‘ |
(or squares), To illustrate the formation of a partially balanced incomplete block

728
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design for v = 6 = k(k=l), r = 2,0or3 =k, and k' = 2 nimlly delete the
qymbers 7,8, and 9 from the last k = 3 arrangements, The deletion of certain
symbqls from the set_ 1,2,...,v is known as "variety cutting”, For kz = 25

‘and k'= 5 partiaily balanced 1ncomp1etéi block designs may‘bﬂe constructed for

* T -
-veloand k =2,v=15andk =3, and v =20 and k' = 4 by the above

.nvariety- ‘;‘-‘tti_ﬂG"—t;roc edure, e

Also “the succiessive diagonals method ls useful for v = k.z ini incom&ple't.'ev

A

blocks of size k for any odd k. For example, for v = 225 and k = )5 four
arrangements or squares may be quickly constructed by the above method, Like~-

I \ : .
wise, the "variety cutting” procedure may be utilized to obtain 2 or 3 arrange~-

menfs for v =15p, 2 <p< 5, varleties. ) P ;

;: o - ' The above method has its gounterparr in constructing mutually orthogonal

latin squares and this possiimty {s briefly mentioned in Fisher and Yates [1957)

‘ 3 in this context. 'Aqakthe 'rh th_od becomes apparent through an example, . First

write the latin square in stafndard order and of the form given below for the first
" square, then project r.ﬁe main right diagonal of the preceding square i'nt'o- the first
: colum_n of a square, and then write the symbol orger in the same manner as in the

first square, As a first 'example, let the order of the latin sqdare be 3; the

e e et s e s e oo

squares are:

first square i second square o third square
: 1] 213 111213 11213
| 2| 3]t 7 B N B O 1123
: if1] 2 2|3 ERERE
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Thus, the main right diagonal of the first square is 1,3,2 which becomes the
fiiai column ot the second square. Then, write the first row as 1,2,3, the
second rowas 3,l,2, and the thirdrowas 2,3,1, For the third sduare,'

whnich is not a latin square, the right main diagonal of the second square is-

l,1,1 and this becomes the first column of the third square; the rows are then

- —compléted; ~ If W thes take thé right main diagonal of the third square, we ob=

tain the first square,
As a second illustrative example, the five squares for order n = 5 which

are constructed by successively projecting diagonals, are:
{ ..

first square ' second square third square
233 5 | NEERE Tz]3[4]5
d{3fals i 17\131'.512 NBBBE -
a5 f2 fsl1{2f3]4 2| 3{4(5(1
Talsitfe]s| el3]a]s] s{t[2]3]4
. lsfifalsqe 45123 3jals]1]2
fourth square: fifth square
TITAs] - [TTE3 e 8 )
? sl1]2]3]4 1le]3lals] '
| EIEIRREAE R EICAE ,
3[4]5]1}e 1j2]3/4]5
’ 2| 3]4)5] 1]2]3(4]5

The {fth square s not a latin square 6ut may be utilized to construct the first
square through use of the method of successive projectidns of the main diagonals.

The method may be utilized for any odd order n; and will produce ql-l
crthogonal latin squares for n = ql._qz..... vdg where q, < q1+l and ql,qz,... ,qs

A)
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is the prime power decompq,éltlon of n. Thus, for n =15 =2 3(5) a pair

3
E ' - {q)=1= 3-1=2) of orthpgonal latin squares is easily produced. For n = 35 =
L | ; |
O 5(7), a quartet of mutug;lly orthogonal latin squares is readily produced by the
I . .
projecting diagonals method.” | . A
e ' " _ \
{
. -‘\_’ -
) ‘ w . ! ,‘ - .
! ¢ |
o i
: E[ ) .
) |
3 , .,
1§
i
|
b
|
E \
|
%
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VII, Relating Between Complete Confounding and Simple Orthomorphisms
We shall illustrate the ideas by going through & complete example taking
f : 1
. ' n=1l2= 22 X 3, For this purpose we take the ring pt 12 elements (obtained
: ' by utilizing Raktoe's [1969] results) as follows:
— i _ i R 24 ,__ll, - GF3) -13 - - _ y_‘
i - 0 0 0 0
' 1 o= 3 |} => 4
X x| 2 2
X+l 3x+3 ,
Rig = Iyt Iy = (0,1,2,3,4,5,3x, 3x41, 342, 3x+3, 3x+4, 3x45}
Rx-a" is a commutative ring under addition .énd multiphcition (modddé, :
. ", H : . ° 7 . - :.
3x" 4 3x + 3, 4x + 4) in the following sense: :
€.g.t (a). (3x+3)+ (3x+4) 3 bx + 7 = |; hereiwe ha}ve to reduce ’
"only mod 6 to get the answer, . 3 ll
(bl (3x+l) + (3x44) = u9x° 4 15k 4 4 i
= 3x')' 4 3x{ 4 : . !
2 2 Y
= [ 340] %7 4 [340] x + [044) =(3x" + 3x) + 4
= 3+ 1= 1; here first we had to reduce"
“mod &, then mod le + 3x + 3 leaving us immediately 3 and
4, which is irreducible mod 4x + 4, thus resulting in 1.
\
. 732 '
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Explicitly, to facilitate arithmetic, ‘N:g/a:dditlon and mutliplication of these 12

elemants are.
sl 0 1 2 3 4 5 3% kel 3xe2 3x43 Ix+4 3xsS
0 (P 0_ 1 2 3 4 5 Ix 3x+1 342  Ix+3  3x+4  Ix+5
1 2 3 4 5 0 3x+]l 3x+2  3x+3  3x44 345 3K .
7 2 | 4 5 0 1 3x42 3x43  3x+d4 3x45 X 3x+1
Temeegie Do 0 0Ll 2o 3%e3 k44 3xeE 3% IX4l 343
4 |23 3x44 3x45  3x 3x+l  3x42  3x43
5 : 4 3x45 3x | 3xel  3x42  3x43  pxid
x | 0 . 2 3 4 5
. 3x+l ) , 2 3 4 5 0
{‘ ' J3x42 ‘ t 4 5 0. 1
. 343 0 12
- 3x+4 2 3
?..! 3x+5 | | '4‘
' c 0 1 2 3 4 5. 3x x4l 3xe2  3Ix43  3x4d  3x45
bl 0. o 0o o o 0 o o' o0 0 0 0
- ¥ I 2 3 "4 5 3% x4l 3x42  3xe3  3xed . 345
| 2" 4 0 2 4 0 2 4, o 2 4
‘ 3 3 0 '3 3x 43 3x Ix+3 3x 3x43
| il 4 20 4 2 o 4 2
5 - - 1 3x Ix+5 3x+4  3x+3  3x42  3x+1
' - 3x ' 3x+3 3 x+3 3 x+3 3
wel| T 3x44 5 x 'l Ix+2
“ 3x42 3+l 3 x5 |
IX+3 \ Ix+3 3 Ix
Ix+4 il 5
Ix+5 Ix+4
733




Now, agssociate with a latin square of order 12 the 32“2 = [3x 4] X [3x 4]

= 12 x 12 lattice square with the following breakdown of the 143 degrees of

freedomy
P - 3
NN T S
. e 3 A“B? B 03433 R W
a*g® 2 cir¥*
3 _3x+3
C ¢’ 3,
v .
L
/‘ 3 4 3 4 4 3 4 2 3 N
CATC .6 B'C 6| ABC 6 | A'B°C 6
a*p’ 6 sfpd 6| a%e'D’ 6 | a*s?p? . 6
Meip? . Aend el atetcn® Ve | ats?cp? 6
Cateto™ 6 | efed™ 6| ats'cp™ o | a'efcd™* 6
F - . chsbb-‘” 6 B4C3D3x+3 6 '- A4B4C3D3x+3 6 A4BZC3D3X+3 6

For any row or column confounqu we need to confound effects totaling up tc»",\,l 1
degrees of freedom, There are natural candidates available, In fact, we may
S " Cheose for our first lattice square the confounding scheme.in many ways, A

schemn resulting in a pair-'of orthbgon;l latin squares is the fpllowlnqx.
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Using the complete confounding approach as outlined above, on’f.e can construct

- S )
tin | (& =i), (3=1)] = & mutually orthogonal latin squares and no more as can

- . easily be observed from the degrees of freedom table,

From the multiplication table of our rilnq: Rl we observe that 1, 5, 3 +l

i

4 " simple auto'mor_phum's in Rl?. of the form: ' . v

off1 = r'r S ' .

1 where r is a mven fixed element having a multiplicative inverse (because only

these elements are capable of produclnq automorphlsms ot‘ Rlz) s Let now qu‘r ]
aim be to produce two orthomorphisms which in turn will produce an 0(12, 2)

set, For this purpose consider the automorphisms: : -
i, .

|

L ., - S e = ¢
L . . ) ‘ ‘ ulri= r:.- r . E
i . . . . . . . !
ks " 4 .
Now ['=o implies the condition that r in the equation [r ¢« r=r] a ¢ has a -
G

. ) ]

In our setting this means that r(r ~1) =0

i

unique solution for every ¢ of R, .

. has a unique solution, i.e,, rr + 5)'7 c has a unique solution which in turn

. -

implies that (r ¢ 5';-1, ox15t8 in RM_ .
Substituting in the values of r we see that:

[1+ 8] -1 dees not exist in R
-l " "

12

" " n N o

[5+ 5]

[ (3x+l] + 5] -l does not exist in R

12




) -
L — ! S
——a _ \
: v >
j ) N
-1 =1
[(3x+42) + 5] " = [3x+l} - exists in RIZ' .
[(3x+4) + 5] -1 does not exist in RIZ
’ . ) -)‘ - . - S .
[ (3x+5) + 5] L, | 3x+4] ! exists in sz .
. . . T ' N
Hence we have obtained two pajrs of orthomorphisms namely: j
" ' a(r)= (3x+2)r ; g (r) = (3x45)r B
L - ( i
The 0(12 2) set presented/’dbmze using complete confounding corresponds to
the t‘irst pair of maps. It may be easily shown that simple maps of the type [ "
; » oy 1 : ',
a(r) ‘= r «r lead to O(lZ 2) .setaor 1n generalto an' O(n, a) set, where \\
o n, n, ™ _ﬁ_ N
= mln B, =1, Py =L, s0e., =1) and n s P so ‘that the cpmplete 'con-'
1 2 | Qk ﬂ e 4 \
foundinq approach is equlvalent to the c!onstruc:l;ion-of a set of.a orthomorphlsms.
j | . . R (“\_ .
f o - \
A
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VIil. surme Remarks on “Crthonorphism” Construction of Oin,t) Sets

Gl ang D ftu L. . Paiker snewed by @ combination of classifica-

1 B e ttars P i e we 4~
tior of Sacog with SOnGLIC

[}

34 elinination ol isumotphic repetition accessibie

1L cut down on computer time, followea by computer runs) that there are obtain~

orthogonal laun squares of order 12, all restricted to be copies of

LAt squares Telated by fow peFmutations.
1The researchers cited call this the method of orthomorphisms. Parker considers
this o onethe 4L uut only nase . o freaks of luck; wurther, Parker feels that
Tl e ihol phasio DUl hiv plecise Jgefintion, )

Pary-r mazc anather finding. alsc by hard classification of cases followed
by computer runs, '&hxch Marshall Hall feels 15 more xmportaﬁt than that cited

anowe,  Tonopaldr Lo

ral sgudr(rs ¢f the type mentioned can be ex-
tended to a4 cumplote set ot ary sorty 1, e, , further orthogonal latin squares are
allewnrd to be compluetely goneral,

WwWhat might oo chtananle for crinsgonal squares of order 20 in like
tanmrcr, toeeeporeuting tho non=oy chic Abohan group of order 20 is aﬁ iﬁterest-
iy mAayer for speculation = corcotvanty OnRE hnght even produce a complete set

Sitkoscnal squares egquivalent o a planes, Knuth and Parker discussed the
oroclem ano L iy, and szacluae s thet exhaustive searcsh 1s cul of the question;
GEiil o soptanate 3ample f mase . mLont preguoe an attractive result,

i sarser leLaeg @t the oo ampermutition C'orthomorphism® of Bose

an; N Laohnoaper anar dnr tne gre

uo ~f mrders 15 and proved by Hasse-

Mlma A SreeAra s that g e slote ot osald not e so cbtained, He dropped

740
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further work; butl some porcistonss Could quite 1 ssibiy yie bt suh as five

crthiogoral squa:es o f order 15,

Aorosirid stta e on Lrasr 15 L0 24 magnt Do ynerlaken Dy an ar o1tk sl

investigator, (The facts for order 2 menticned apove rule cul charces here,

ight produse sots-of orthogonal latin. squares-of row=perruted group type, - -

23109 autemorpnisms of the group latin sguares to ehiminate = or, that {ailing,

ceguce — jsomorphic repetition, [t would rot! be shrewd tc program a computeas

-

L. awCo il tramaveizels L8y group latin sgoere, {or running Wime and cutpas

wouli he excosaive; waern for any hint of oficieney it wolld be necessary 1o tur
J

113Ut 03 de A reciuttion on the zomputer cutpats Aftsr @ set of row-permute.

latin squares (pG3sibly exhaustive for orger 15, but almost certainly caly a
sample for order 20 large rnough that computer searching would reguirs

| raalistiz amounts of e, wne might procesd with the noext step, Produce ail

N . . . R . . .

anbvarsals of the ser of orthoconal squares Ly computat, then fit these togotn.: : L
1

1=1ail possiple wavs ragan by corpatern to fores orthogonal mates of the pre i ')

-

s:t of Aothcgsnal 10 scuares,  Unhike Parger's assertion apove anout ¢.rgs

b ooraer=ia 2guan o, thers o8 & o Anewn dargament implying rrpossibiily

proswoing b4 ortooygenal latin sgueres ot order 15 o, this maonrid At e,

TR T ETTT Ry T e——m
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' 1s well-axnown that removing one line from the plane, usually called

2
the line of ntinity . the remaining n +n lines can be arranged intc 2n lines

passing through two points at infinity which are arbitrary up to notation and

eoordinatization-of the plare,and n -n

. lines beldnging to ‘n'*'1. mutua

orthogonal latin squares, If the line at infinity is chosen to be a secant and

thern

1

r

B
[
-
—
-
(%23
.
y
]
—
)
oy
b4
w
G
W

through the 'wo peints of the oval such

n
that eaczh of the n-1 latin squares consists of secants and T non-

o~ D

o~

lniérsectors passing through each of the n-1 points at infinity other than the

_peints of the oval,

T 'I'singthe described method, 1t was assumed that a plane of order 10
eX18is, niertnis assumtion 2l lines could ne exhioited arbitrarily up to

notaticn, 7 o of ‘nese lines nne was taxen to he the line of anfinity and the

remainir; 27 used o cosrnranze the wlane, Then by trial and error twenty

e e were b we lon bereenor twee urinogonal latin squares, The method

Use1 ty mAangtr ot (rese sguares Jiffers from the one described In literature.

By ol s L "9



Uonturtunately no mors squares could e foand aSaing tas ae o gl

computer ostablished that the 'wo squares dig not yield ar additional nmatuvidy

orthogonal mate. Clearly it could happen that the choice of the {irst two was

'unfortupate.” The same method was applied tot

forty 8¢ e plane of order .12 , Here

the trial and error method failed tc produce even two orthcgonal squares. (it
may be worthwhile toc remark that-the constructicn of the Llane and consesusntl
; the search for orthogonal latin squares dces not require the assumption that

3

3 the oval consists of the maximum number of points rn+ 2 , However, if the
plane does not include an oval consisting of n + 2 points the lines could nce
be classified into two categoriss only an this cemplicates the consruction -4
the plarne, Let us illustrate the .meiod in the case n eguals 1o, vy

eas, to show that in this case the oval must consis’ of at least 6  point:,

However, the case of an oval of ¢ points would be 1gnored sinc. in 15

case every quadrangle would have o have ccllinear diagonals., On e the

hand, a plane of order ten must be a non-Desarguessian and hence must =
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Ay tepenerats 1gsdrancle wit o soccolhinear diagenals.  Suppose that the

plare costainn @ quadiengle vith nonollinear diagonals and suppose that the

plare contains an cval consisting of seven points then the 104  points of the

"~ plane wr ‘h do-not belong-te the oval could be-classified into-three categories: -

th) points lying on 3 secants, 1 tangent 7 nonintersectors %
i
1
111} " " 2 " 3 N 6 " :
TN : " B | b 3 " 5 " ;
?
Let ys name the number of points in each category by x, y, 2 respectively,
Clearly x +y + z = 104, .
Counting the 1ntersectionrs of the secants and the tangents we get the
further equations:
3x -, - 105
#
Weoe 102 - 325 k!
i
The unique solutions of this system of nquations are x =20, y =45, 2 = 39, 1
i

Ore coula start the constructior of the plane under the present assumption and

1mvestigate the possinilities of urtannng orthugonal latin squares in this way,

RSy S
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X. Code Construction of 7in,t) oets

Given an n-symbel alphabet, e, ., 1.2,....,n, ana a set ol Kx-tapl

of the n symbcls, we denote the set of all k~tipies Ly Ck ne

be thought of as a vector space or as a k~dimensicnal hypercube with edges cf

T i

dength_n .. Any subset of C,__ is denoted as a

it T VT, RS I AR e = s s mmem, s

of k . The elements of the subset are denoted a8 &o

symbols by which any two code words differ is called the Hamming distanz«.
If any pair of code words in the subset differs by @ Hamming differenma o7 2t

least r, the block code is called a distance r code. Adistance I ouuc ..

called an (r-1)/2-error correcting code because fewer than ir~1)/2 zharges
leaves the word closer to its original form than to any other code word 1n the
subset, For similar reasons, a distance r code has also been designated as

an tr-l)-error~dectecting code,

In an interesting paper, Golomb and Posnar | 1964) discuss the relation-
. 2
ships between a subset of n  code words and an Oin,t) set and relate s s
. 2 .
to ideas developed from a consideration of a set of n super roors ot oW .
t+2 . , ..
on the n chessboard such that no twc super rooks attack each ctiver.  Thr

new concepts of rook domains and rook packing were found to be very oot

providing a geometrical view of the results,

2
Any subset of n words from C3 n which forms a single=orrer=-ete "y

code may be used to construct a latin square of order n as any pair of *H.o

)

triples ditfers by at least two symbols, Likewise, any subset of nS ower s
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from L witha Hamming distance of t + 1 may be utilized to construct

ar CCn 1y set, These results are embodied in the follawing thaoram (from

Golomb and Posner [1964]):

Theorem X, 8.1 The following three concepts are equivalent:

i) an Oin,t) set I
ot Asetof nt f power: t ‘on the fi
for event, also the following, a set of nZ super rooks of power t/2 on the

t+2
n board such that no cell is attacked twice; that is, such that the rook

domains are ronoverlapping.

thh) Adjistance t + | code of block length t + 2 with nz words froin an
n=symbol alphabet, '
T'or those tnterested in code construction, reference rlrmy be made to
Mann [ J948] and Peterson [196]] and the iilerature ‘citations therein, We shall
merely tllustrate the method of construction of an O(n,t) set from nz words
of lengtn t + 2 ard Hamming distance t + | through an example. let n =3
and t z . .Then the n"' = 9 gode words with length 4 and Hamming distance
“ } and the corresponding latin squares ares

latin squares of order 3

01 FJ c 1 2
noon 01y 0222 0 0 1 2 0 0 i 2
1012 112 120t to produce ! 1 2 |0l and | 2 |0} !
2021 2102 2210 2 2 0 1 2 1 2 0

where the first symbol corresponds to row number, the second to column number,
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the third 1o symbols 1n the first latin square, and the fourth to symbols in the
secord latin square, The two latin squares form an 13,2 set., Note that any

pair of the quadruples differs 1n at least three symbols,

The analogy of the above with many of the concepts from fractional repli-

manner that Golomb and Posner [1964] note various equivalences among Oin,t)
2 _ 1+2
sets, error~correcting codes, and n nonattacking rooks onan n chess-

board.
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X1, Pauwise Balanced Design Construction of O(n,t) Sets

Certral tc the constructions of orthogonal latin squares of Bose and

Shrikhande {1959} and of Parker [1959, 1960] is the following which might be

) ) 2
(t+«2)=tuples on n~ symbols such that each pair of distinct positions contains

each ordered pair of symtols (exactly once); the converse construction can also

be carried out, (Some, such as Bose, prefer to call the set of (t+2)~tuples an
arthogonal array, 1 There 1s nothing difficult to prove in this construction., Two

arbitrary positions in the (t+2)=tuples are identified-with row and column indices

e Ve B o

in matrices, and each other position vith entries in one of the matrices, The
equivalence between orthogonality of latin squares and the conditions on the
it-2i=tuples 13 then fairly apparent.

Parxer [1960] contributed the following to the construction-of orthogonal

latir, squares., [ftnere exists a palr of orthogonal latin squares of order m, then

there exists a paur of orthogonal latin sguares of order 3m «+ |,

Lot the 3m - 1 symbols be X ..., ,X_ and :he residue classes (mod 2m+ 1), :

)\
Form the tlatin sguare) array
X . i -1
4 X -1 1
1
N -1 X 0
! :
-1 1 0 X . :
L
%
i
!
!
|
¥ % '




tereach i, 1 < i< m, eachrow 1s one of the ordered quadrupics.  In turn, the

1 118t of quadruples is byilt up by adding rach integer (mod 2m + 11 to all four

pusilicns at once, the xl. symbels being uncharged by the addition.  1ne set

of 4mi2m < 1) ordered quadruples just described contains in cach pair of distinct

£ )
% —; ---bcsitions _exactly one occurrence of each ordered pair made up of ay _xi ang a

residue class in either order, and of each ordered pair made up of two distingt 77T
residue classes. The required set of ordered quadruples is completed by adjoin~

1nGg: 1 all ordered quadruples (3,1,5,5), ) = 0, ..., 2m: 11} a et of ordered

quadruples on the x‘ symbols corresponding tc a pair of orthogonal latin squares

\
L
A

<f crder ‘'m guaranteed by the hypothesis to exist.

1

: - Bose and Shrikhande (1959, published 1959 and 1960 partly.in a 3-author
N L ]
aper with Parker) developed a sequence of constructive theorems which led in
steps to disproof of Euler's conjecture for all orders dt + 2> 6, Their central

9 , y . .
1 ' theorem given here ddes not exhaust their methods, but virtually all their resul's

res: on this thecrem. We begin with a definition. A pauwise balanced design,

£8in; kl“ .. .kt) is a collection of subscts of a set of n clements, each suyb-

set having number of elemeénts one of the kx‘ .and such that ecach pair of distinct

clements in the set of n occurs in a unique subset of the PR . (Note: unlixe
in balanced incomplete block designs, the subsets of a PB are not restricted to

nave equal numbers of elements.) Now for the main theorem of Bose and Shrikhande,

If a PBin; kl" o ’kt) exists, and for each 1, 1< i<t, asetof m orthogonal
f latin squares of order k1 exists, then a set of m~-1 crthogeonal latin squares uf

order n exists. lLoosely speaking, the sets of ordered tuples for each subset

: 752
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of the PB are construcied and these fit together to form a set of ordered tuples

]

fur the full set of, n elements, The decrease from m to m~1 orthogonal latin .

squares occurs because in fitting the pieces together to form the large set of

of-that subset, (It §s sufficient that this condition be fulfilled in the construc-

tion. Thus the theorem might be stated in slightly stronger form: "If ... l<i<t

3 set of m orthogonal iatin squares of order ki with a transversal exists, then

asetof m corthogonal létin squares of order n g_&is_t’_s,. ") Now for a more nearly E
formal version of Fnc proc;f._’ If Ehe;e exists a set of_-’m. grthogonal latin squares 7 :
of order n, “then there exists a set of the ap'pr'opriate'-sort of nz ordered
im+1li~tuples with each symbol. repeated x‘p an (m+l)=tuple m+1 times. (The
condition mentioned 15 satisfied with (m+<Z)-tuples if the set éf orthogonal latin

1 squares has a fransvérsél. ) One need simply put .toqether the ordered tuples on
ecach subset of t.he PB in turn, subject to fhe important condition that within
each subset of the PB, each tuple of repetitions of each symbol be included,

Carrying this out on the alphabet of the symbols in each subset of the PB, one

has the construction for the set of orthogonal latin squares in the conclusion;

~ach crdered tuple of @ repeated symbol among the n is used only conce. J
A representative and very interesting example (Bose and Shrikhande in-

formed Parker that this was the first case of disproof of Euler's conjecture pro-

duced in their joint work at a blackboard) vields 5 mutually orthogonal latin

squares of order- 50 via the PB construction. One forms the affine plane of

e
780
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crder 7, then adjoine axactly one ideal point on each line of one class of paral~

lel lines. This yields a PB(50; 8,7), Since there exist & orthogonal latin

squares of eadh order 8 and 7, there exist 6-1 = 5 orthogonal latin squares 1

of-order 50 ;

e rerrma Y_w‘-——_v—m e g e

“here i8-8 Lifiitation-on tha-Bose=Shrikhande BB

trivial PB deéigns, having a single subset of all elements, any PB has a sub~-
set with at most one more element than the square root of the nurmber of elements

in the large set, Thus other techniques are requisite to produce more than \n

orthogonal latin squares of order not a prime=power,
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Xif. Product Composition of O(n,t) Sets

About “0 years ago, for the first time, Tarry [1899] in his half-page note
asserted that if there exists an O(a, 2) set and if there exists an Ofb, 2) set

then there exists an O(ab,2) set., He exhibited the following 0O(l2,2) set, by

IS AR T AT T

B 1<_;,9mp_ogi_ag;—twaf@(—.}r%) ;—and@(% emonstrate the truth:

tion. Note that in the following square the set of first 1hteéers belong to one

B
£
i

latin square and the set of second integers belong to the second latin square,

Nu more description 18 given by Tarry,

2-3 l=1 3=2 [B=12 7-10 4-i1 |il=6 10-4 12-5| 5=9 4=7 6=8
=1 2=2 1=3 |9=10¢' 8«11 7=12 [12=4 11=5 10-6]| 6=7 5-8 4=9
=2 3=3 2-1 |7«11 0-=12 8=10 | 10-5 12=6 11-4]| 4=8 6-9 5=7

11-9 10=7 12=8 |5-~6 4-4 =3 2=12 1~10 3=1l] 8=3 7-1 9-2

b e i 8 K i b R i et e

12=7 11-8 10-9 [6=d4 5=5 4=t 310 2-11 1=12| 9-1 8-2 7-3
10-8 12=9 11=7 |4=5  6-6  5-4 =11 3-12 2-10)7-2 9-3 8-l
512 4-10 b=l =3 10-1. 12=2 | 8-9 7-7 9-8 2.6 1-4 35 }
6=10 5=11 4-12[12=1 112 10=3 | 9=7 B8 7-9 |.3-4 2=5 I=6 E
4=10 6=12 5-10(10=2 1223 1i=l | 7=8 9-9 8-7 |1-5 3=6 2-4 §
B=t, T=d 9=5 |2=9 =7 3-8 | 5=3  4el 6=2 [L1=12 10-10 i2=11 :

Dud  K=b Teb |3=7  2=8 1=9 | 6=1 5-2 4-3 [12-10 11-11 10-12 '

7=5 A=t 8=-4 |1-K 3=y 2=7 4=2 6-3 5-1 {10~-1] 12-12 1lI~10 4

Tarry <14 not observg any generalization of his method. Perhaps this was
due to the fact that he, like so many other researchers, was only concerned with

sets of type O(n, 2) . Probably he was not aware of the existence of a larger set,

About 23 years later MacNeish [1922] demonstrated:
ST
Srid

o i BRASGA s 2 it e 12




1) The existence and a construction of an O(n, n~1) set for n a prime or
prin.e power integer.

2) A generalization of Tarry's procedure viz., if there exists an Of(a,r) set and

M'there exists an O(b,r) set then there exists an Cf(ab,r) set.

aph hat-if 1p.2

is the prime-power decomposition of .n then there.exists an O(n,r) set where
.
r= min{pil-l, i=1,2,...,t} .

MacNeish could not embec his O(n,r) set generated in 3) in a larger

set, This unsuccessful attempt, reinforced by Euler's conjecture, led MacNeish
to prove (erronecusly) géometrically that O(n,t) sets do not exist for t >r |
and therefore, as a éonfirmatlon of Euler's conjecture, The preceding argument

of MécNétsh is known as MacNeish's can;écture in 'the Iliterature. By con.struétxng
‘an Gi2l, 3) set Parker [1959] gave a counter exampie to MacNeish's conjecture,
later Bos-e, Shr-lkhar'xde, and Parker [1960] compietely demolished Euler's con-
jecture except fpr ‘n = 6, It should be mentioned that MacNeiSh's éo‘njectu.re .
has not been totally disproved yet, Flor instance, no one as yet as far as we know,
has constructed an O(ls,v‘l) set (an Otl5,3) set is given in. section .V for the

first tuhe) or an Q(20,3) set. We believe that MacNeish should be given sub-

stantial credit for his non-errcneous contributions, It 1s to be regretted that

. MacNelsh is often cited in the literature only for his false conjecture,

F ' Even though Tarry and MacNeish did not attach any name to their pro-
- cedure, it is not difficult to see that it is the method of Kronecker product of

matrices, Therefore, we can state, more formally, their results as follows:

o BEE A
i”i. R




Theorem (farry-MacNeish), If {Al, Ayyiuny Ar} is an O(n,r) set and if

‘ (8], B,y -v.y B} Isan O(m,r) set, then {AIQBI, A, Q Byyeee,y A® Br} ,
where @ denctes the Kronecker product operation of matrices, is an O(nm, r)

sct,

SoRtrast to the choice of the name for the procedure given in

section X1,

<%
-

The preceding arguments clearly support the choice of the title for this — &
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X111, Sum_Composition Construction of O(n,t) Sets

z111. 1. Introduction., Perhaps one of the most useful techniques for the con-

struction of combinatorial systems is the method of composition, To mention

some, here are few well~known examples: l) 1f there exists a set of t ortho=

,,v,-,_gon;:-l»~lm1n-»squaresr—offgrderwnr rrandr-irf» -theref-existsf-awsevot-—t— Lonhogonal.laun».:w e

-squares of order nZ‘ then there exists a set ot' t orthogonal 1atin

and
]

3 If hl and I—:z are

5quares o! order n.n 2) 1f there are Steiner triple systems of order v

a2’

there is a Steiner *riple system of crder v = v\ v

M 12

2!
two Hadamard matrices of order n and n, respectively, then the Kronecker

preduct of I-{1 and Hz is a Ha'iamard matrix of arder nln2 . 4) If Room

squares of order | and n_, exist, then a Room square of order n,n_, exists.

2 172

. . ) 2 .
5) 1f BIB 'v-.k,\l) and BIB_(-/Z.p:,\Z) exist and {f f(\ zvz)i k, then

BIB (v Vs RN l\ z) exists where f(\ zvi) denotes the maximum number of con-

straints which are possible in an orthogonal array of\sxzc \ 5V ;, with v, levels,

strength 2, and index 6} As a final example, the existence of orthogonal

z L[]
arrays (M ivr, qi,vl, t), | = l,2,...,¢r 1mplies the existence of the orthogonal

array (\vt,q,v,t). ‘where A\ = \ \1"’\r’ Ve v "'Vr" and q = min(ql.q

l 2 2’

cea gy

The reader will note thaf each of the above examples inveolved a product
type composition, The method that we will describe utilizes a sum type compo-
sition, by means of which one can possibly construct sets of orthogonal latin
squares for all n > 10, |
X1I1.2. Definitions . In the sequel by an O(n,t) set we mean a set of t mutu-

ally orthogonal latin squares of order n .

~350-




: p
% |
‘ a) A wransversal (directrix) of a latin square L of order n on an n-set Z ; 1
IE 12 a ~olloction of n zells such that the T0iTiE5 of these ceils exhaust the set
% < and every row and column of | i< represented in this ccllection, Two trans- j
| versals are said to be parallel if they have no cell in common,

:
!
&
¢
e
i
£
&
%

b) A collection of n cells is sa;d to form a commog transv_;;_ﬂ for an Ofn, t)

£
48
5

E

gl if the collecden—xs a-transversal for each of- tl‘msa“' t “lmn mml‘e’s_ Simﬂarly,""'“’
two common transversals are said to be parallel if they have no cell in common.

bxample. Tne underlined and pareninesized cells form twe parallel common

e e e A T ot b

trensvers.as o the whiowing Of4, 2) sei,

2 (3 4 12 (3) 4
2y 1 4 3 (49 3 2 1 ;f
3o 12 2 (1) 4 3
4 3 2 (1) 3 4 1 (2)

AI11,3. Composing Two Latin Squares of Order n and n, ‘ ‘

A very natural question in the theory of latin squares is the followiné: E
Lvaen twe latin squares L1 and 5‘2 of ordet n and n, (n 2n, ) respectwely i
[ hew many ways ¢an one compose Ll _and L2 in order to obtain a latln square :
by owd order m, where m 15 a function of n and n, only? This question ‘:
car bo opartially answered as follows, TIirst, it is well=known that the Kronecker :
ProIuE ;'.1 'y ;‘2 18 a laun =guare of crder m = nlnz irrespective of the i
combinaterial struture of Ll and !.2 . Secondly, we show that {f I.1 has a \
wcrtaan . Lpanatorial structure, then one can construct a latin square L of ’

7L




order n = n1 + n, . Naturally €aough we call this procedure a "method of sum

composition”,
Lven though our method of sum compusition dues not work for all pairs

of lat‘in squares, it has an immediate application in the construction of ortho=-

N [

gona} latin squares rmcluding those qf'orrdﬁexjr 4t+2,t2>2, Weemphasize that'

~~tR& GombIRatorial structure of orthogonal 1ati squares constructed by the mathod

of sum composition {s completely different from those of known orthogonal latin
squares in the literature, Thérefore, it is worthwhile to study these squarcs i
for the purpose of constructing new finite projective planes,

We shall now describe the method of “sum composition"., let Ll and LZ

be two latin squares of order ny and Ny My > n,, on two non-intersecting
g N = o= ] 1y,
sets X, (al,_az, ees anl} and 5 {bl,bz, crey b"z} respectively, 1f L
1
has n, parallel transversals then we can compose L, with L, to obtain g

l 2 B

latin square L of order n = np+n, . Note that for any pair (n), nz)', there

2
axists L.1 and LZ with the above requirement, except for (2,1), 2,2}, {6,5)

e

and (6,6),

To produce L put L and l.Z in the upper left and lower right corner

1
respectively, Call the resulting square Cl’ which locks as follows:
.
Il L,

Name the n_, transversals of L1 in any manner from 1 to n Now till the

2

cell (i, ny + k), k=1,2,44,4 Py with that element of transversal k which

2 .

appears inrow i, | = 1,?.,...,n1 . Till also the cell ()~ kb, k= 1,2,0.. P

-3
»




with that element of transversal k which appears in column j, j = 1,2,... ny

Caii chie sesuiting square Liz . Now every entry ot Cz is occupied with an

element either from El or .‘.‘Z, But Cz_ is obviously not a latin squarée on

e U +, . However, if we replace cach of the n, entries of transversal k

o At SqUATE z‘5‘f~"es"rd;é?‘*ﬁ'-"esﬁ“"*x'£":'U’"if;f

2

The procedure described for filling the first n, entries of the row (column)

1

nl + k with the corresponding entries of transversal k is, naturally enough,

callvd the prujection ot transveisal k on the first n entries of row (column)

n, +k,

We shall now elucidate the above procedure via an example., Let }.‘l =

{1.2.,.5.4,5}, :.{ = {(h,7,8},

&1

12 3 4 5 1 2 3 451 23
5 1 2 3 4 5 12 3 4/4 5 1
43 1 2 3 4 51 2 3|2 3 4

“1T s a5 1 e and G, 1y 451 2|8 1 2
2 4 4 5 | 2 345 1|3 45

6 7 K I 35 2 4|16 7 8
2 8 b 5 2 41 3/78 6
o6 T 4135 2|8 6 7
l'{!,xﬁ
v .t

) !

with bk' it is easily verified that the resulting square which we call Lisa

P T




And finaily

-

6 7 8 4
7 8 ¢ 3
8 6561 6
3 49 6 7

L= 2t 7 8 .
1 3 5 2 .
5 2 41 g

' which is a latin séuaré of order 8 on =

Remark. Note that it is by no means required that the projection of transversals
ot. the rows and columns should have the same ordering. Irdeed, for the fixed

set of crderea n, transversals, we have n

2 choices of projections on columns

i
Zl

and nzt choices of projections on the rows., Hence we can generate at least

(nzl 12 different latin squares of order n = n o+, composing L1 and LZ .

~ XIl.4, Construction of O(n,2) Sets by Method of Sum Composition. In order }

to construct an O(n,2) set for n = n we require that n, > an and

1t Ry 1

there should exist an O(nZ,Z) set, and an O(nl.Z) set with 2n.

2 parallel

transversals, It is easy to show that any n > 10 can be decomposed in at least

11 one way into nl +'n, which fulfill the above requirements. We now present two

2
theorems which state that for certain n one can construct an O(n,2) sct by the

method of sum composition,

Theorem XI11, 4,1, Let n = p” > 7 for any odd prime p und positive integer

o, excluding n = 13, l'rheg there exists an O(n,2) set which can be constructed
by composition of two O(n,2) and Oin,,2) sets for n, = (nl-l)/z and

+n

n=n1 2 ) .




“{Bth)y Bix), By}, Y t‘xﬂ; x#1, t1s:an O(n,,3) set. "Gan'sid'er'thp"n"'_‘;fﬂ'_l’_z_:"_infs_(fl)' T

We shall first give the method of construction and then a proof that the

coenstructed set is an O(n,2) set,

ot AR A o

Gorstruction. Let B(r) be the nlx n square with element ra+aj inits (i,))

cell, a a’, D=#r In GF(nl). L,i=L2,...,n Then it {5 easy td see that

l -

'_,_'l

i B e g

4

with w @ = k a fixed element in Gr(nl) . Then the correspbnding cells in

Bix) and Biy) form a ccmmon transversal for the set {B(x), B(y)}. Name this

sermmon transversal by k . It 1s then obvious that two common transversals kl

and k,, k, # k, are parallel and hence {B(x), Bly)} has n; common parallel |
trarsverseis, Now let {AI,AE} be any Omz,dJ set, which always exists, on

a set & non=-intersecting with GF(nli. Forany \ in GF(nl) we c¢an find

i) = 12 pairs of distinct elements belonging to Gi'tn,} such that the sum of

1

the two elements of each pair 1s equalto \ ., Let {S} and {T} denote the

zoliection of the first and the second elements of these (nl- 1)/2 pairs respec-

tively, Note that for a fixed \ the st (S} can be constructed in (nl-l)(n -3) f

.ol atstinct ways, Now fix \ and let L1 denote any of the (nZ! )2 latin

s7ua:es that can be generated ny the sum composition of L(x) and A1 using

1

transversals determined by the n, elements of {S}. Let L?. be the latin square

Aerived fror the somposition of Loy and A.’. using the n, transversals de=- l

2
tormir ity ne elements wf (T} and the following projection rule: Project trans-

versals tx' 1= ], 2, )M, on the row ({calumn) which upon superposition of

L, on 1.1 this row tcolumn) should colncide with the row (column) stemmed
from the transversal \-tl . Shortly we shall prove that “‘VLZ} forms on O(n,2)

[ Xa ¥ ELIEY
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The preceding arguments shows that {LI'LZ} can be constructed non-
tsomorphically in at least (nl-wnz! )“[nl(nl-l)(nl-d). ..1] ways., For instance
in the case of n1 = 7, there is at least 12096 non-~isomorphic pairs of oriho=

gonal latin squares of order 10 . Therefore, Euler has been wrong in his con=-

)ecture by very wtde margm.

of ordet 4t + 2 by the method of theorem XIIl.4.1. For p=7 mod 8 and e od

e ———— eam—

PQ = (Bt + 5)/3), Hence n, + n, = 4 + 2,

Prcof: The constructional procedure clearly reveal$ that:

A, 1,l and L2 are latin squares of uorder n on GF(n,) U Q.

l

8. Upon superposition of L1 on I‘z the following are true:
bl' Every element of 2 appears with every other element of .

b,. Every element of @ appears with cvery element of GF(n)) .

Efvery element of d;i‘(nl) appears with every element of 2,

Therefore, all we have to provg 1s that every element of GF(nl) appears’with

every other element of GFin,) . To prove this recall that Bix) is orthogonal to.

1

Biy) . However, since we removed the n, transversals from B(x) determined
° -

by the n, elements of {8} and n_ transversals from B(y) determined by the

2 2

n, elements of {T} therefore the following 2n,n, pairs have been lost,

2 "

(:-cux &aj, ya, + a)) with a, ta =y for any vy« GF‘(nl), YN,
We claim that the qiven projection rules guarantee the capture of these lost pairs

by the i!nzn1 bordered cells, To show this note that the superposition of the

FH*‘I




, ) projected transversal s from B(x) on the pro)'ected transversal t = \ =s from
B(y) will capture the n1 pairs.
1 (Xa, + @, ya +a) with o +a = k = [y(r=5) +8]/(l+y)

_ %
. \it these transversils have been projected on row border and n, “pairs

if these transversals have been projected on column border, Now because

k + k' =\ and if sl £, then kl: kZ and kl#kz hence the Zn?_nl pairs

whi ok have been resulted from the projection of transversals determined by {s}

and {T} will jointly cabture the .’.nznl lost pairs and thus a proof,

We shall now clarify the above constructional procedure by an example,

Example. Let n = 7. GRT) - {0,1,2....,6}, Therfor x=2,y=x =4

we have

{81), Bi2), Bl =

N1 2 3 4 5 6 01 2 3 45 6 01 2 3 45 6
1 2 3 4 35 6 9 2 3 4 5 6 0 | 4 5 60 2 3
2o+ 5 ko0 | 4 5 60 1 2 3 I 234560
34 5 6 0 1 2 6 01 &4 3 45 5 6 01 2 3 4
4~ 601 2 3 | 23 45 60 2 345 601
5 60D 1 2 3 4 145 6 0 1 2 6 01 2 3 45
te ) 2 3 4 5 5 60 1 2 3 4 3 45 6 01 2
raor :‘._,_=ml-l}/'2=slct szz:{T,S,Q}and
o= 9 T 8 9
A A =4 % 7.9 7 &, Finally for x =0, {s}={1,2,3} and
[T - -
18891

{Th = {b,5.4}) we have {Ll.L,}=

RS FIEI |

3 -
i
k-
2
1
3
S}
t
E 1
i: 3
3]
'; .
3
¥
;
*
3
1<
'(‘\ 'y
N
IR
i
q
b
1
i
2
i
]
1

s iR Ak Spmen e




0789 456123 01 23789]|654
789560 1|234 4567893|210
89 &0t 27345 127280 ¢4o0ls a1
9 01 2378{456 578923 4/l 06
1 2347809560 7895¢601[432
3457892601 89123417065
5 6789 34/01 2 9 45 60 7 8|3 21
2106054 3789 304152617 809
4 32 1 065|897 63041 5 2i9 78"
b 3@ -0:h9- -7 & '3'-’?',6‘:’ 30 “-4'"“1—"".57'%"9

the reader can easily verify that {Ll’ Lz) is an O(lQ,Z) set, '
Remarks.

1) The method of theorem XII1. 4.1 fails for n, = 13 only because there is no

i

0(6,2) set., Otherwise, there will be no orthogonality contradiction on the other

parts of 1.1 -and l‘a with their 6 X 6 lower right square missing.

"2) In the case of n = 7, if welet (S} = {0,1,3} and {T) = {2,4,5} thenthe

requirement y = x-1 is not necessary, lowever then we dp not have a unified
-1

projection rule for the formation of La a8 was provided for the case y = x by

theorem X111, 4.1, To give the complete list of solutions let (a 1ay) and

%2
(bl.bz,b3) be any two permutations of the set {8,9,10}. If we project trans-

versals (0,1, 3) on the rows (al,a z,a,) and columns (bl,bz,b_s) in the forma-
° 7

tion of Ll' then the following table indicates what permutation of transversals

{2,4,5} should be projected on the rdows (al,a,,a ) and columns (b,,b .bg)

3 1’72

in the formation of L, . Obviously these permutations will be a function of the

pair (x,y) .

B T
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rais Ruws Columns
(x,Y) al’aZ'aJ ) bl’bZ’bJ
2,3) 4, 2,5 4, 2,5

{This table is by no means exhaustive, )
Tne reader may note that whenever y = x"1 in the above table the given
solution(s) are different from the one provided by the method of theorem XIII, 4. L.

Thus we can conclude that any pair of orthogonal latin squares of order 7

based on the GF{7) can be composed with a pair of orthogonal latin squares of

PRI




order 3 and make a pair of orthogonal latin squares of order 10, In addition,

since we ‘have six choices for (al,az,a3) and (bl’bz’bs’ hence from every

line in the above table we can produce 36 non-isomorphic O(10,2) sets or

¥ B PARDYT 9% QTAT hGT T S Ty

l6 X 36 = 576 sets for the entire table, Since all these pairs are non-isomorphic

- with abl-previ m-X1 4.1, thus by the method of sum

composition one can at least broducé' 12,672 non~isomorphie O(IO,Z) se“tms.
We believe that for other values of ny there are sets of {S} and (T}

together with proper p.ojections which makes the restriction y = x unnecessary.

Theorem XIIl, 4.2, Let n = 2° 28 for any positive integer o . Then there

exists_g_b_ O(n,2) set which can be constructed by composition of two O(nl,Z)

f ’ i _
- and Omz,?.) sets fgr”nZ = nl/& and n= n+n, .
- .

R

We 'shall here give only the method of construction, A similar argument

v e, )

as in theorem XIII, 4,1 will show that the constructed set is an O(n,2) set,
Cbgstrggtign. In a similar fashion as in theorem XIII, 4.1 construct the set
(B(l!, B(x), B(y!} over GFi2%), Let also {AI,AZ} be any Otn,,2) set, which

. always exists, on a set  non-intersecting with GF‘(Z“) ., Forany \ 2 0 in

!f : GF(Za) we can {ind nl/Z pairs of distinct elements belocnging to GF(Z") such
t that the sum of the two elements of each pair is equal to » , Let (S} and (T}
denote‘the collection of the first and the second elements of these nl/Z pairs

from the sum composition of B(x)

:

g ; respectively. Note that for a fixed A the set {8} can be constructed in
|

i ~4),..1 distinct ways., Now form L

nl(nl-z Nn )

from the sum composition of B(y) and A& using the same pro-

1
oL and I\1 and L

2
jection rule as given in theorem XIII, 4. 1. Now ““1'1‘2) is an O(n,2) set,

B T
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Diccussicn, The necessary requirements for the construction of au Gin, iy sei,
n=n4n,,t< n,s by the method of sum composition are: The existence of an

1,t) set, nl_>_ tna, with at least tn‘Z common parallel transversals, and an

O(na,t) set, These conditions are chviously satisfied whensver nl and nz

While for some values of n there exists only a unique decomposition ful=
filling the above requirements, for infinitely many other valucs of n there are
. abundant such decompositions,

It seems that 1f there exists an O(nz,?.) set and if n = ny+ny, n2 .’.n‘2

i then one can construct an O(n,2) sct by the methed of sum composition if n
is a prime power, To support this observation and she.d some more light on the
method of sum composition we present in subsequent pages some highlights of the
results which we hope to complete andlsubmn for publication shortly,

In the following for each given decomposition of n we exhibit an O(n,2)

set which has been derived by the method of sum composition. We shall represent

the pairs in.a form that the curious reader can edsily reconstruct the original sets,

Hereafter the notation L, 1 L, means that L, is orthogonalto L

1 e 1 2
1) 12 =09« 3
| ABC4S3S 672809123 123456ABC|8 97
BCA12345356/978 9783128 CAl64S
CAB?789123(564 $64897CABI12)
| 231%564ADC|897 645ABCI127809
- 8972313 CAl6SE6 231B3CAB8972/564
o 564897CAB|312 N 789CABGLIGIL2
;f 312A3C978{6458 ABC231564|978
ol ovlchetszsx '2“7::1§=:§§
o 4 2
| gl%%ﬁ%%?t*%% %T%%TT%TTTTT
L 726348591|3cCcaA 35716824469(CADB
4839135267|CAB 816924735BCA
- Mg, v Ay
. JE)C'
P
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14 = 1i + 3, the only decomposition which fulfills the necessary raquire~

2}
ments,
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15 = 12 + 3,15 = Il «+ 4 are the only Jdecompositions which fulfill the neces-

3)

However, we consider here the latter decomposition since

sary requirements,

wo can utilize the properties of Galois field GF(ll),
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We do not know whether there exists either an'{ (8]

&)

(18,2) set with 8 common

parallel transversals or an O(15,2) set with 14 common parallel trans-

versals., Therefore the only decomposition of 22 which fulfill the necessary .

redguiremants are 22 = 19 + 3 and 22 =2 17 + 5,

22 =19 43,
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XIV. Computer Construction of O(10,t) Sets

In about fitteen years the effectiveness of computers in searching for

orthogonal sets of latin squares of order ten has increased strikingly. S8till

the problem is so large that there seems to be little reason for optimism that the

—More precisely, tf({as. most . .

quite plausible) fio Stthogonal triple of
orthogonal latin squares of order ten exists, then the number of cases to con=
s1der seems too large for an exhaustive proof by computer tc be achievable. The
numbar of latin squares of order ten 1s astrqnomical.

Abcut 1953 Paige anu Tompkins [1952) programmed SWAC to search for
squares orthogonal to a fixed latin square of order ten. A few hours of running
procuced ne orthogunal square, and was regarded as a bit of experimental evi~
dence for the truth of Euler's conjecture.  Calculations bas'ed on the Vprogress
mac: 1n.the search led tc the extrapolation thatover fifty million years of computer
time would be requireqd tu search for all squares orthogonal to a latin square of
order ten put into SWAC 1ntially, (At about the same time a similar program was
‘-‘-'nt',n'n. and similar results Obta:-',(,‘.i.' with MANIAC at Los Ala;mos; this attempt
s oot been reported in print,)

In 1959, after Fuler's conjecture had been disproved for all orders
41 . 2 - b, Parker programmed UNIVAC 1206 tu search for squares orthogonal
t. a latin square of order ten. The running time was sharply less thaa fer SWAC
<t SMANIAC, about thirty r.inutes for the majorﬁ:y of'latin squares. This was

accomplished by generating and storing all Jtransyersals of the input latin square,
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then searching for all ways to form latin squares from the list of transversals.

(A transversal, or directrix, is a set of cells of a latin square, one in each row,

-

one in each column, and one containing each digit.) The striking gain in speed

over the earlier efforts occurred largely because the number of transversals of

¢ of:order-tencisToughly 8505 much-less-than A0t--andy

of course, the search was several levels deep. (SWAC and MANIAC wete pro-
grammed to build up starts of latin squares toward orthogonal mates by filling in

cells to form rows.)

- There were two main outcomes from considerable running of Parker's 1206 7 //I

- program: l) Orthogonal triples of order ten latin squares are not numsrous; more ,

precisely, only a small fraction, if any, order ten squares exten;! to __t,r!ples{ //

t , Scome 400 latin squares were run, Some were random, some were computer Qﬁ£put
ied back as input apd hence known to have an orthogonal mate, and some \_N.eré
considered interesting candidates for 1ntuit1ve reasons by Parkér and others,’

' Not cnce did an exhaustive search for orthogonal mates of an input latin'square
include a pair orthogonal to one another., Mild evidence may be cla,im'ed-sup-

porting the opinion that no order-ten orthogonal triple exists, 2) Of a zomputer~

generated sample of 100 random latin squares of order ten (program by R. T.

Ostrowski), 62 have orthogonal mates, Thus, unlike tfiples, order ten ortho-
gonal pairs are quite common. Euler's intuition for order ten was not only wrong,
but in this sense wrong by a large margin., It was this finding which tempted
Parker for a time to believe that repeated runs of the program should have a good

chance of producing at least a triple, but many failures dimmed this optimism.
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In 1047 Inhn W, 8rown oregrammed IBM 7054 to decide whether an input

.latin square of order tan can be extended to an orthogonsl triple. The running

time was one half minute, Almost needless to say, transversals again were

—.. _generated, Searching for patterns of transversals towatd extension to 8 triple

endeavored to get every drop of speed from the machine, As before, hundreds

of 1nput order-ten latin squares produced no orthogonal triple.
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XV. On the Equivalence of O(n.t) Sets With Other Combinatorial Systems

p

53 ‘

E i XV.0. Summary

E In this section we have densely summarized some of the results obtained

- by author and at least fourteen others in crder to demonstrate the importance of

well=known and hnportant corhbmatorial systéms with certain parameters aré
alctually equivalent to a set of mutually orthogonal latin squares, A schematic
representation of these equivalences has been demonstrated in four wheels which
we have lcallad "Fundamental Wheels of Combinatorial Mathematics",
XV.1. Introduction

The theory qf mutually orthogonal latin squares o‘wes'ifs _hﬁportance to the
fact that many well-known combinatorial systems are actually equivalent to a
e _set of mutually orthogonal latin squares; viz,, tinite projective plane, finite
Euclidean p‘llane, net,"BlB ,. PBIB, orthoqone;l arrays, a set of inut_pally orthogonal
matrices, error correcting codes, strongly regular graphs,. com;-alrete graphs, a
\ balanced set of (-restrictional lattice designs, difference sets, Ha'damard
matrices, and an arrangement of non attacking rooks on hyperdimensional chess
board, These combinatorial systems are unquestionably potent and effective in
all branches of conbinatorial mathematics, and in particular, in the constructxbn
of experimental designs. Therefore, a statement that the theory of mutually
orthogenal latin squares is p?rhaps the most important theory in the field of
experiment de‘gigng is not in the least exaggerated as far as this author is con-

cerned,
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Qur purpose in this section is to demonstrate the relation of a set of {
| mutually orthogonal latin squares with the above mentioned combinatorial systems,

We shall present the essence of the known results available only in scattered

literature in one theorem which we consider to be a "fundamental theorem of

combinatorial mathematics Y, For the definitions of these combinatorial systems *

tha forthéoming ihaarem.see.the List of referances. given-at.the. -

énd ‘o:f thié paper.
XV.<2. Notation
for the sake of concisenass wee introduce the following notations:
. 0) <()(n.!) donotes a set of t mutually orthogonal latin squares of order
no.
1y MOMm,t) denotes a set.of t mutually orthogonal nXx n rﬁatrices.
2)  OA(n,t) denotes a set of cvrihoqcmal arrays of lee nz, depth t, n
1r,‘vels.‘ and strenqgth 2,
' 33 Net{n,t) denctes a net of order n and degree t, A ‘ j‘
4)  Cuden,r,tim) denotes a 2t of n o code words each of length r such
that any two code words are at least ot Hamming distance >t on an
m=set o with m Jdistincet clements, We remind the reader ihat guch ] 1

a4 cude 18 alsc collod (t=l=crror detacting code or (t=])/2=error cor=

roecting sode becayse such 4 code is capable of detecting up to t-l '

creers and cotrect up b it=ly 2 errors in each transmitted code word,
5, PBIBb,v,r, k"\l'xd, denotes a partially balanced incomplete block

design with b Dblucks vach of size k, v treatments with r replication

e ¢t oach, and association indices \1 and ka .
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6) SR-Graph (A) denotes the strongly regular graph with incidence

—

matrix A.

7) Non #(n,t) denotes an arrangement of n mutually non attacking

rooks on the t=dimensional n X n chess board.

2;5)..denotes a-finite prolective §

Desarguessian ),

9) &(2,8) denotes a finite Euclidean plane of order s ,

10)  BIB(b,v,r,k,\) denotes a balanced incomplete block design with b
blocks each of size k, v treatments with r replications of each, and
association index X\ .,

i | K=-Graph (A) denotes the complete graph with incidence matrix A .

12) DIF(v,k,\) denotes a difference set with parameters v, k, and \ ,

13) BLRL(s) denotes a balanced set of t?restrictlonal lattice design for
s treatments, Note that a l=-restridtional l/:alanced lattice designs for
simply a BIB design.

14) HAD(n) denotes a symmotric normalized Hadamard matrix of order n .,

Hereaiter we also adopt the following two notations:
{) A <s=b> B3 means A implies B and B implies A ,

i{) A ==> B means A impliecs B, Whether or not B implies A {s

undecided,
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¢, The Resylt:

Theorem

1a)  lor any pair of positive integers n and t we have:
1) O(n,t) = MOM(n,t+2)

2 Oyt OAIRFZ) e e e

3] Oin,t) <= Net(n,t+2)

2
4) . O(n,t) &= Code(n ,t+2, t+i;n)
51 Otn,t) == PBIB(nz,n(HZ).n.t+2,0,1)

61 Olin,t) <=> SR=-Graph (A) where A {s the incidence matrix asgoclated .

with PBIB in 5), |
7} Otn,t) e Non #(nz,n“')') .
by It t = n=] then also:
¥t Gin,n=l; e PG(2,n)
71 Oin,n=l) = &£(2,n)
[) Qun,n=l) <a==> BIB(n2+n+1. na+n+l, n+l, ntl,l)

2 2
i1) Cinyn=l) <= Code(n +n+l, n +n+l, 2n;2)

1y ~in,n=1) -« KeGraph (A) wnere A {8 the incidence

malrix agsociated with BIB In 10)

'
Liv Qin,n=l) <= DlF(n"+n+1, n+l,l) .

: 1¢ ro= p™ where p s a prime and m is a positive integer then also the

doedlownige

et bt it
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(d) I n=2r and t=r-2, r>3 then the following are also true;

15) Ofer,r=2) —¢HAD(4r2)

T RSP PRISETEIT

16 Otar,r-2) =m0 BIB(4s2 - 1, 4r2-1, 2t5-1, 2621, r2-1)

17)  O(2r,r=2) = Code(dr’=1, 42«1, 2r%;2)
18)  O(2r,r=2) = Code’(Bi'z, &?,_’_;rz;z);w N

A complete schematic representation of this theorem can be demonstrated
- ir. fuur wheels which will be called "fundamental wheels of combinatorial mathe-
- matics", For the sake of compactness we shall omit the associated parameters .

with each system in these wheels except for O(n,t) . By knowinq&he values

of n and t in the given O(n,t) sets,then the reader can easily find the

associated para}neters with other systems in the wheels from the proper part of

above theorem,

.
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ON CONFIDENCE LIMITS FOR THE PERFORMANCE
OF A SYSTEM WHEN FEW FAILURES ARE ENCOUNTERED .

Sam C. Saunders
Boeing Scientific Research lLaboratories
Seattle, Washington

3 ansambltan. are Bo reliable that no failures are observed within the

: time available for testing. This can pose a problem in both interpreta=-

tion and analyris. We consider here the nroblem of determining lower

X confidence bounds on the relfability of a complex system, such as the

i Saturn 1-C, when each component is assumed to have an exponential life

and different components have different multiplicities within the system.

. We discuss the assumptions necessary to obtain confidence limits using

y the likelihood of the data when only a few failures are encountered. The
: bounds resulting from two models are compared. The first model is

Bayesian with uniform prior distribution of the failure rates. The

second model regards the failure rates virtunlly as unknown constante.

Here the argument {s made that models of the first type are deficient

in several regards in comparison with the second.

0. INTRODUCTION. The problem of determining the probability of
successful operation of a large complex system when one has data only on
the reliability of the componenis has, over the past decade, been the subject
of many investigations. However, much of the literature was of a propristary
nature and was never published, for example, sea [1], [2] and the references
there.

Some of the studies, see [7] and [9), were based on an asymptotic
theory for which the precision of the approximation is unknown. Currently,
much of the analysis is based on Bayesian methods utilieing subjective prior
' assunptions, see [12] and [13].

Because estinating the probability of failure under some models
requires that at least one failure be observed, the statistician may be
placed in the uncomfortable position 'of having less confidence in his
estimates of reliability when fewer failures obtain. Ultimately, when the
system becomes near perfect and no failures are observed the statistician
has no confidence if his procedures are necessarily based on failure analysis.
In this ungatisfactory situation it is an understandable reaction of persons
with good engineering judgment and statistical intuition, to form a distrust
of statistfcal inference and its '"numerologists," éee [3]. Some recent
surveys have been made to determine the most useful and applicable procedures
for current needs. One of the most comprehensive is [8].

-

k‘ b ey .
4 [




TP W AL T O

In this note we examine some statistical techniques which do
not depend upon the sampling method vet are applicable when there is
a paucity of observed failures among the components which have been
tested. The archtypical situation for this study will be the Saturn
1-C and the data which was available priot Lo the first launch, as
given in Table I.

The remainder of this article has been reproduced photogrsphically
from the author's mapuscript.
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l. THE BASIC MODEL

: Congider a complex system deaigned to perform in a specified

8, are

_ manner ﬁhp '§11 of its components, grouped in assemblie

VTEE, T

“operEting: AL quastion-1e-tha-confidence v can Rave: thes-4E VLY~

pcrtoxm'adééuitely for a specified time.

; We shall consider the reliability of the system for a

specified time t as baing given by
, | | ‘ .

vhera the wy are known weighting factors for the unknown parameters

A= Qgssesdy)e The problem is obtaining a lower confidence bound on

(1.1) from the limited amount of data about the Aif for i=1,...,m.

The particular form (1.1) can arise in several ways. The first

ve mention is that it is itself a lower bound on3iyitom reliability.

If the time until failure of the ith component is exponentisl
vith unknown hazard rate xi and these m components are in a

coherent gystem, then there exists a set of integers CPEXTRRT S

TR

where qQ is the multiplicity of the ith component within the
m .
system of order 5: 9y which can be used to obtain a lower bound
- 1
¢ on the reliability of the system at any time t > 0. This lower

bound 1s hQ},t) as given in (1.1) with wy, replaced by q,.

For a proof of this result, see [4].




An assembly containing several components can malfunction by
having different components full, e.g., a pressure system can either
rupture or Jaak, TheSe separate ways of failure are called "failure
modci" in the eurrent tcrminoloxy, however, they correspond to

aalfunceious within thg subsyiccn and necd not nccea-urily cause ' 7

We assune

1* The time until malfunction in each mode of a given assembly

has constant hazard rate and all are independent,

~ Suppose we separate the pollibla.q;dea oflnalfunction for each
assembly into mu:ually'ekcluaive. funqiiqnaily independent."clallcl:
labeling the time unfil malfunction Ty 14 for':hc fch ﬁode oflthc Jth‘
assenbly. The time un:ll malfunction of the alcembly by lny mode 1:.
| Tj = min(Tij) and the hazard rate of '1‘J is j ‘= E:Aij, with the
obvioun 1ntcrpretation|ofy Aij as the hazard rate of ?13
ke ' Unfortunately, the system may have different vulnerability to such

malfunctions depgndiqg upon the period within the mission phase,

Thus the second lituation in which the form (1.1) can arise °

is a ; series syntem with such mrlfunctioning assemblies. Assume

2° Given a malfunction in thevjth mode of the 1t assembly

during the kth time interval (t(k-l),t(k)) of a mission,

; system failure will result with known conditional probability

By sic”
For a mission of fixed length t we define the beta factor

for the ¢V assembly, which is a known constant, by the equation
. e

-




) ‘ . (x)_, (k=1)
8, Ek‘aijk[t t ]

3

L

- k. - vhere t‘o) w0, lim t(k) = t, Thus from 1°, 2° the probabilicy
af al  (0;e). L@ hQ_Lgf . &8

in (1.1) with ”it rehlaced byr Ei' Without loss of g¢n¢rqlity we
f h

" shall henceforth assume that all time intervals are expressed in

fractions of this fixed mission length t, to wit, assume ¢t = 1,

ﬁcedlell to say, in the prictical example given, all of these

complications occcur simultaneously. Moreover, the detemmination of
the 9 through minimal state reliability nnnlyuis is itself a

' non~trivial task, not to speak of the analysis of the mnlfunction o
modes and their effect upon mission success (or vehicle lnfcty).
All of this is a necessary pro;pde for the determination pt the

n beta factors. But we phall assume this work has besn completed

;o that w; = q.8, 1is known, consequently equation, (1.1) holds

with ¢ =1, . C ' . Coe

The problem that we wish to discuss is of another genrs,
namely the methods for utilization of the data so as to determine
a lower confidence bound for the reliability after the wy have

: beer obtained, Since it is this aspect which is important we shall ‘

assume that Bi 21 for our data so as to further emphasize the
differences betwcen the two models under dimcussion. Of course this '

fictitiously makes the reliability estimate low.




[

2. THE DATA

In many cases the flisi {and sometimes the only) data one has
concerning the reliability of the components comes fror environmental
tests. This test data must be reduced by engineering evaluation into

the equivalent ope}a:ionai :1@3 during the given mission ﬁhnlc.

practice, see {11, to accelerate the testing and/or reduce its expenze.
Specifically, during the first phase of a mission a component may
experience several types of vibration as well as several temperature

qu'humidity changes. Consequently, testing the components in these

”
«

)‘.aepnra:e environments must yield results requiring a transformation

into the appropriate mission phase géuivalent time, (The dangers of
. . * L]
such & procedure are apparent but are taken in view of the exhorbitant

cost of the alternative,)

We do not discuss this further but we merely point out that in

such Instances the data on the operational behavior of the components

are not Cod=-given, but rather are the construct of engineering knowledge :

and judgment.

Thus, the statistician is ultimately provided with data on all

components in the form

2.1) x, ® (£,,0,) 1=1,...,m

‘where :1 is the total time, expressed in equivalent fractions of the

mission length that the.ith component has been operated, and n, is the

total number of malfunctions of the ith cotiponent during time. L.

i

i
i

e




j
In the life qualification of components, it is usually the

case that testing proceeds as long as there are funds available
and this is usually neither until a fixed number of hours nor a
fixed number of failures occur. Moreovar, there are always

extranecus circumstances which might terminate the testing program

the treatment of the dats that we adopt éhauld not déﬁéhd'hehvily
upon a particular Eamplipg scheme which might not obtain.

Assume that a numbef of identical components, say m, are put

on test, What is observed at each trial is the random length of

life, cell it Y, when the component fails or the random time, say

Z, at which the test is terminated for any reason other than failure ,
of the component.

Thus we observe the:event

[y-y]n;;l<2] or [z-z]ﬁ[Yg_Z]

B i e T Y TR 7 57, PN NPT g

which we note is not the minimum of Y and 2 since we know whether

Y or Z is observed. It is well known that.the likelihood is independent -

PR s g

! of the sampling method for type I or type Il censoring, i.e. stopping at

either & fixed number of failures or after a fixed Lime". ]

et ——— Ly

We make the

Remark:

If (Zl,...,Zm) is a vector of non-negative random variables,

independent of all Y1 sucﬁ that [Yi > 21], where (Yl,...,Ym) are

themselves independently and identically distributed with common density

L N

function f and distribution F, then the likelihood of the event .

S T99

m—w 23




3 n ' | } ‘
N (Y, <z Y, =yl N (Y, >2](2 =z,
-y =10 o L g1t4y . 11

3 © where n (< m) 1s the random number of failures observed, is of

T the form

£2.2) .

and che"cons:ont' C depends upon the outcomes (yl,...,yn) but

not upon their distribution.

-

The proof is immediate. Let g be conditional density of
(21,...12n) given ‘(Yl,.;..Yn) .nlluning zlﬂ...,z- independent qf
b3 Yopqreoer¥y oR (). (Y, >2,]. Then the probability of the event

isp+l
specified above is

r * 8 @ , = f( )v ‘ [1-?( )l‘(l gres z y ,.l.., )d. ens d
J{zi>yi. 1-1,....n}JrI:I yif jI;I; £ 1 sl ! narene ey

whiqh;upon simplification lhcwlythnt

C L ‘ - LN “'(l XEXX1] y pes ey )dz ,c--’d.
/{ziwi, 1-1.._....n}f 1 nl 1 n 1 »

‘as claimed,||

" Taking the data x = (t ,n )‘ for the 10 of n lll‘mbli.l,.thl
. e % 1°"M .

1th

assembly having exponential life with hazard rate Ai' and substituting
into (2,2) we obtain the likelihood

' ' ’ ‘n, =A,t
(2.3) ' P(xilxi) - C(xi)xiio it

where IC(xt) is independent .of Ai‘ %

Because the l1ikelihood is the same for this very general sampling
situation and we feel that the data by its nature requires such independence

' SealR S
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we favor methode of ataridtical analysis which depend upon the

l1ikelihood.

i

From Bayesian Ptinéiplgs, Lindiey [8], pp. 1,2, the joint

R pQ;'tg‘fiqfi génq;ty.og_ : A r(kl’-"",”‘m).' based on the avidence

i . (2.4) f(LIz)&Hp(xilxi)n(L)
: where n 1is the joint prior density of ).

Two difficulties remain., One is to formulate a reasonable

joint prior = and the second is then to calculate, other than

RS TRy -

symbolically, the posterior distribution of

3 - (2.5) Ve IBy, say G(v|g) for v > 0,

,Fbllouin§ the usual method, p. 15, Lindley, loec. cit., the value
: Vg» depending upon x and ¢, 0 <€ <1 such that $(v°L§) -,

l providcaln lower ldocirBayéliaﬁ confidence bound for the system
. H _—
o]

reliability eV given x. of the form e and
i ; o
# (2.6) - P[exp{-zeiki} >e "] =eg.
: ;
§ Essentially this method has been utilized to obtain confidence

bounds on the reliability of certain systems and is presently the
subject of much discussion, see [8]. In what follows we shall
discuss two such methods and their reasonableness in dealing with

the asituation at hand.




o oy

3. A UNIFORM PRIOR

4 G

The first approach is to assume the special prior density

'nQL) 1 for all A >0, . . % -

ption fa-fustified by the io=called principle of immufficient

reaion; since we know nothing apecific about r we have insufficient

reason to take r anything but uniform. Strictly speaking n as
defined in (3.1) is a non-probabilistic prior. But, of course, one

| could consider it proportional to an approximation to a prior density.

Substituting (3.1) into (2.4) we find

Sk

n, =A,t 2
n ci(xit ) ie 1" 3
(3.2) ) =TT -—"1! for >0,

i=1

e

, |
R . The mathematical problem becomes that of finding the distribution of

1

V= 231A1 vhere 8y are known constants and Ay are gamma variates .

with known scale and shape parameters. To wit, each Aj ~ 18 r(tj,nj+1)
' |

vhere [(t,v) denotes the law with denoi:y; given v > 0

’

(3.3) D R (VL gr xs 0, e
rlv) . SN

We also quote two related results, see p. 46ff, Feller (7].

If vy > 1, then kj - Aj + A; in distribution where \35
is r(tj.l) independent of '\'j' which is 'r(tj.vj-l).
Thus by the first remark we see that in distribution V = i bJAJ _ F
_ i=1 '.
- ' [MERE ) ' ; !
(S .

-~ 308




o 2= PP, [

= 1/t j=1,...,m and each Ay is mow r(l,nj+1).

g = Bylty = Vg

By the second remark, for the data given in Table 1 where we have at )

.- vhere b

most two failures, we see that in distribution

where s 1is the numbér of components with two failures during testing
! »

r-s 1{s the number of components with one failure during testing

o-t-s- 1s the number of components with no failures during testing

and 'xk, VJ, z1 are all independent r(1,1), i.e., exponential with unit 3
meen, variates. : 4

We now quote a result proved, for example, in [11] as a

4

Lemma 1: 1If zi}...,zk ‘re-1ndepenﬂent.exponentia1 random variables with A

e uﬁitmmpnn. chendfor b1 >0, all di-cine}, we have

! : : " k ~u/b
(3.5) r[f bz, >ul = 3 -nj“"e 3 ' 3
2 - 1o i=1 - 1
?he;e B{l) =1 and for k> 2 . -
w kP o a
- (3.6) B"" = T-I—-L_-bj-bi for  j=l,...,k.
’ 144

Also these recursion relations hold

) -, o(k-1) - . ) &) _ (k)
By .B-" by/(byby), J=l,..0k-1  and BT = 1- 2 By

Also we have

n
lemsa 2: The distribution of D b2, +
1

B g A 1o
o
-
e
[ ]

-

Crevay
S
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a r -1,t
'151 15.-1 Bfn)!;r){l'—c 3 lj!"(injoi-}} for t >0,

where 'j" 1/bJ _fof i=1,... ,max(m,r)

. . ‘
' ‘*"-'f‘""fow ;

3

-1,t
e 1If 1wy
.-Tit -fjt
— it 143,
J i \

i
\

The proof is accomﬁliaﬁed-by the convolution of two distributions

each .of the form giveh in Lemma 1,

Consider the more general definition

3.7) v, " 521 1£1 bixu'

vhere the xij are all independent exponential variates with unit mean.

Let Vk have distribution Fk' then

.
VeVt 12‘ byX -

Defining F = 1-F with any affixes, and taking 1 i§~;;ven in Lemma 2,

i

m
« | %%
F () = _() P 1§1 byX,, > u=v|dF, , (V)

- % @) u et
=F )+ 121 Bimk j; ¢ 1dFk_l(v) .

¢ 4
[P




But the quantity in braces in the equation above becomes

-(u=v)T,

-utT u
{'“l = ?k_l(u)-e 1-11_/; ?k_l(v)e dv.

" Hence we hav

e shown the following:

S e e e e el e e o e R - i

VAL FrObaBLIIE OF VN deFiRed 1R SqUEELSR (3:7)
’ is given in terms of the survival probability of Vk_1 as
| 3.8 F ) = By s €l g [ R e .
i=1 0

Not§ that (3.8) can be used to prove Lemma 2 and used recursively
to find the distribution of Vi for small k. Thus we now have a
computationally feasible method for the calculation of the distribution
of Y, called G, Using the lemmas above a machine program was written

for the IBM 360, using double preciqioﬂ for the computation of the ng).

which tabulates the distribution of V in the region of interest., Using

the data presented in fable I, this discribution is graphed in Figure 1.

For example, we find that if vo = 12.8, G(vb) = ,95. Thus a

lower 95X Bayesian coﬂfidenca limit for the system reliability is
-‘-12o8 - 10"‘5
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Figure 1

Graph of the distribution F of the random varisble V = 8,0,
in the region near unity, If v is the abscissa value, the value
F(v) of the ordinate is the confidence the system reliability
exceeds e V.

|
|
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4. & CRITICAL DISCUSSION

A word about the computation necessitated by this method. It is
clear from Table I that the differences of the Tj are neither small

nor uniform. A glance at the formula for the B}k)' in equation (3.6)

k)

20 are not impossible.) Since all Bj summed over - § must add

10

to unity, some must be positive and some negative. However, because
of the nature of machine decimal arithmetic, the summands will be
rounded off and the machine cumulate the error. We should, by

definition, have G(0) = 0 but computationally we do not. For

g krie. u NENET

TPy, A

example, referring to Figure 1, the machine value at v = 3.2 was

& G(3.2) = .699 x 10”7 but at v = 2.4, G(2.4) = -.123 x 107}

with
" wider fluctuations for smaller values of v. fFortunately, ve are

L interested in those vnﬂtes of the argument for which: G(v) 1is near

g : one ;na the values of v necessarily become large encugh to eiiminate

the errors due to this circumstance. :

However, this is merely a limitation due to the accuracy of the

method of computation which was adopted. We feel there is a much more

Rebrgre

bk ' primary objection,

-~

Hithout any real loss of clarity to the fundamental ideas, let
us fix our attention on an assembly with two separate modes of mal-

function with hazard races Ay and Az, say. Suppose this assembly

1
vas operated for a time t and no failure of efther type wasp observed.
) . Y .

By using the uniform prior of (3.1) the posterior distribution of the
component hazard rate \( = x1+A2) considering the component as a

-

. \lnit, 1. f)[\t’lq

(In fact, for such data as we have fot 67 componen:s values ag-high ans'""””“"w




80 that @ ° 1is a lowér bound on the reliability for a mission of

unit length and the confidence level is P(A < a].

N lut on_ the o:her hand, by conlidering the poatoriot dil:ribution

S e _éf .alf ng ﬁiiﬂg ‘data.—- 31 2 g o o

insufficient reason :o apply thg uniform prior for each mode, we have

(4.2) P(r < al = 1-¢ 8% aret for a>0

o) ' e
as the posterior distyibution of the hazard rate ) of the assembly. .

, But notice that (4.2) is less thin (4,1) which vas the distribution

from the same data for the same assemdbly,

The point we are making is simply thip: For a series ly;tcm.
luith no‘cohpoqentlfailing dq;ing tasf time t > 0, the confidence in
the reliability of thé,lynteh lhéula-be the same as that for each
component, pincc the lyn:nm'ana.the coﬁﬁonanﬁq both experience the E
same oprrational :1§e t without failure.«. | |

Our cr;ticisn of :he former method is that the' confidence in the
reliability does not depend only upon the data, it also depends upon
the arbltrary denignation of component or assembly. If wo arrive at
different answers when using the same duta. then something must be

wrong. .

To continue this point: further, let us lhppoic th:c'wu have a
series system with scparate malfunction modes with hazard rates

Al,...,\m each of which has acquired the same operational experience,
. L ] )

-

" BN
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¥

. vy e,

- -
" |
' i

E :E namely X * (¢, 0) for 1-1.....m, i.e., no failures during
é B operation for a length of time t. Agaln bymhslng'theAuniform
Ei_ prior ansit§ we have the digfribution of 3 = ll+---+xm as S i
|
which approaches zero as m approgches infinity regardless of
r . ~ ithe value of ta > O. | A
of coufle. (4.2) results from a diffcrent -pecif$cation of the -
, Bayesian médel._ The point.is that ench upecificaiion of!Another
1nd.pand¢nt camponont w&;; aiways re-ult in a dhfferent poatirior
dilttibu:ion. (Nced&esu to say, a different p:ior will lead eo a I? \J
different posterior densi:y for ) as well ). " \}\ . i
Horeover, {t {s clear that almost any choice'of prior“denlit;\ i
wtp A which 10 the product of independent prior den:itici for eneh\\i
. .; Xi vill result 1n ‘8 conkidénce level which {s® QIaentially the same -ﬂf
as that given in (4;3). to'wit 56 low as to be no&nenlicn; for o "
; . large, f . . h % |
Oﬁn modification suggested ie to asaumé functionél dependence
with atatiatical 1ndependence, among the prior densities of Ai.
Onﬁ such is to take the (conjugate) prior density of xi_ as ' r
r(ui,v‘) for 1-1,..5,m, using here the notation of (3.9),
subject to the'conatraiqf
(4.4) w50, ?;_ vol | .




Comhining this with the likelihood of the fora (2.3) shows

n v~ 1 Xi(u +:i) :

}
¢
] f(,La)ach"T Dy ]
%’. i=]

subject to (4.4) above. Thus thevpcs:erior.densify 9?_;?1__1’

¥ and each xj is F(l nj j for i=1,...,m subject to (4.4).

Because nJ + v.j is not an integer we are faced with an
analytic and computational problem beyond that of the preceding -
R section;- ﬁovever; it is Elear-that this artiface does~1ntroqucc
-enough degrees of freedom that proper choice of u,, naiptaining

" the restriction (4.4), can yield reliabilities of not unreasonable

i size. We do not pursue- it furthér. The difficulty, making cucg
| an assumption untenable, is that ones prior knowledge about the
 rellabilitygof a component Qhould neither depend upon the priorl

densities of the other components in any way nor upoé how many

of them there are. _These.prior.densftjéj should be independent

in ‘every sense. s R ~
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S. THE DEGENERATE PRIOR
Ll [} . r oo R .1 Ao oab o Y L fil 2k ke emamaed sbea N -~
LUK VADAD VL WaJESEdai GHLU LRIV S AVE T f DWW AL pMi e W "1 —.—
E ‘ random variables having a distribution which is to be constructed
from prior knowledge., The more commouly accepted point of view 3
N £

‘i that the A, are unknown constants about which inference must

e
A —.
o

¥ If the i, twere ur’uk:iow_é'{' pogitive real numbers, then there
T 7 would exist' a constant of proportionality between any two Als

i which would be fixed, even though it was unknown.

Thus we make the assumption - N

il
STy

3° There exists a constant of proportionality, say “ij’
between any two A, and Aj‘-- '

If we have m different modes of malfunction, we define oy

e it
[SEEruS S

-for 1-1,f@.,m"§a'ihe probébiltty of maifunction in the ith mode

R~

. given that a malfunction in the systeri has occurrcd. * One’sees that
_ . nm
a, = P[Ti_ <t jgl ['I'j < t}],

wvhere we made the convention that the summation of events denotes

T P T e i G N o o et s

the disjoint union. It follows that ay, = uilu, where
) 3

-

P

A
(5.0.1) a = i=1,...,m.

>
A
g1 1

e IR 2 e e g

Thus 3° is equivalant to taking the prior distrihution, say
(d), to be singular with all measure concentrated along a ray out

L from the origin with the direction of the ray determined by the

constants of proportibnality. Specifically, we assume

LR S |

¥ o




> 0 if some A, = 2l for

(5.1) d“()‘l‘“'"‘m) 3

= 0 othervwise,

In the case m = 2,

i43

o R

SR 7 T T et s
to find the posterior density of

1
variables py ™8

m n, -1.p _
£l < 3 ey e T lanne )
i=
where
ek fm
-n*(pl,..-’pm) H(Bl'“"pm)'
Thﬁa
a.B.0
) > 0 if some p, = 144
Do i GjBJ
(5.2) gn*(Dla-"apm)
=0 otherwise.

The density we seek is proportional to

m n, =1.p
.3) f e }IT—]' (Ti"i) ie i

i
dn*(pl’lll’pm)i
Lg:tpi-a i=]

Consider the line in m-space:

a,8 a B
22 m_m
z(pl) (pll 0181 919--0p “lbl Dl).

S

e B
2 Byrye We make the change of

y and by (%.3) and . cilei we have

for

143
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o ams uf R is concentrated along the Tay

By eguation (5.72) a1l the ¢

In effect the only quantity that has a distribution

o . ) fne ~ 0.

A B ) i
is P1 and we shall later see it makes no difference what this
distribution is as long as it has support on (0,»). This iine inter-
n

sects the plane z py ™8 at a single point, namely 8, such that

[

py ¥ B m==p
1 eyt

and solving for ay we find P, %Yy where we define

a,B
-# 1.1,ll"m.

(5.3.1) 7 Bl
8
321 i

Then the value of py at the point of intersection of the line ¢ with

'
the plane zpi/h a is pi'- ay, for i=1,...,m. Since all the measure
of n* is concentrated along the line £, the integration over the plane

in (5.3) yielhs a single value at the singularity of the measure ns, It

" follows that the density we seek is proportional to the value of the

integrand at that point, namely

T rgarp tenol= 3 <o)
(r,ay,) “expl- T,8Y 4}
1.7 U1 g U4 _
1f we define
m it,c m
i1
(5.4) 0'211'—'—-‘ and k-Zn,
=1 1M1 ZBiui 1 i
\

vIoen
PR Wiy




which are, respectively, a welghted mean of the ti’ and the total |

rumber of fd{lures, we can write the posterior density of V = E: Py
i

k.

]
gu k -8 k ~6u 3 i
(5.6) p[v<u]=f £ as=1-ze—-—j—,@£l- 1
0 3 :

=0 1

wvhich we recognize as a Chi-square distribution. If we set -

(5.7) . wet x3(2k+2), | : i

where x:(m) is the 100;th percentile of the Chi-square distribution

with m degrees of freedom, we have eV providing a lower confidence | i

bound of level ¢. 4

We note that the computation for this method is trivial., We
compute only the two quantities k and 6 and then from a table of

the Chi-square distrfbution calculate u and e Y,

Untortunately, equation (5,7) gives the confidence bound e -
in terms of the alpha factors which are still unknown. Nonetheless,
based upon the objective model that the failure rates are virtually
unknown constants, we do arrive at (5.7) and knowledge concerning y
the ay is what is needed to determine the confidence limit.

However, this does not necessarily mean that the values of A

i




necd be known, for example, [t is sufficient tha- their ratios

g be known. Perhaps 1n somc 1nstances engiluevting capeiicncd aight
be able to classify all the failure rates as multiples of fixed

one, say the lowest, at least in a conservative manner,

Disregarding for the present the computation of 6,

sbviate: some-1

preceding method possessed.

Firstly, the confidence bound is the same regardless of how
the components are apportioned to subsystems within the system.
In particular, 1f Ty mretR T We obtain the same density of

tsixi as we would by considering the system ﬁs a single unit,

3 _é ' The addition of components to the system none of whiéh have
fgilea, i.e., data of the type (ti,O), do not qecessarily cause
the confidence to go rapidly t§ zero. (Of course, the confidencé
does depend upon ty through e.)ﬂflt 18 clear from (5.5) that it
is not the number of components bat the number of failures which

rapidly decrease the confidence, l

In the special case when Bijk = B8y for all j,k we can

Make an intuitive interpretation of v, @as the conditional
o probability of fallure of the ith assenbly given that an assembly

has failed. To see this, label the events "the 1th assembly fails"

o e o e e - e

by Fi and "the 1th assembly malfunctions" by Hi' By definition

By = P[Fil"il' a, = p[Mi!znj]

e

T e, ey




and from the calculus of nrohahil

_m Ncalculltitms

obtained by rhis method.

Example 1:

Y- % for i=1,...,m. We recall that !

Let us suppose that
under certain conditions this would mean the event any one particular e

component had failed, knowing that exactly one component was 1n a

failed state, was equally likely with the event any other component f

had failed.

From Table I we find k = 8 and compute from (9.4), O = tri/m -
25.35 and hence for € = .93, using the Chi-square value for 16
degrees of freedom,'we have y = (28.87)/50.7 - ,569. Thus e = } 1

+566 1s a lower Y5% confidence limit for the system reliability.
Example 2:

Let us suppose a, = % for i=1,,..,m and from Table I, we

again use (9.4) to compute € = (Eti)/(tsi) = 16.27. Por k = 8,

e = .95 we find u.= (28.87)/(32.54) = .887 and e " = 412 {s
{

the lower 95% confidence limit for the reliability of the system.
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6. BOUNDS ON 6

In this section we make the argument that what prior information
one has about ki for 4i=1,...,m should be applied so as to determine

bounds on 6 rather than in the production of prior distributions of

It'§§ clear that if a- (ni{QQ{,;;’ is conatrained and a lower
bound @, < 6(y) can be determined, tE:n correspondingly from (5.7)
Y, >y, from which it follows that e 1 provides a lower confidence
bound of level not less than ¢. For example, the trivial inequality
a
::? Ty L 0Q)
will provide such a bound. 'ﬁowcvar. unless the T4 are neafly all
squal, a state deyoutly to be wished and planned for, it is not certain

this bound would be a useful result. However, if testing were continued

ﬁntil' 14 "= T for i=],.,.,m, we would then be in the favorable

position that oy nesd not be known,

1f Ty were the minimum of 1y for i=1i,...,m, then Ty " 6(g)
implies yj"- 1, y =0 for 143 which in turn by (5.3.1) implies
that ay =1, a, * 0 for 143 vhigh requires by (5.0.1) that Aj
be infinitely large with respect to all other Age This would seem to
be an unlikely state of nature, one which might be reasonably excluded

from conajderation.

We now give some examples of information which in various degrees

exclude the state mentioned above and are of a type which may provide

& non-trivial bound.




Let us suppose it is known that

n
(6.1) B8, = p.
i§1 a5

(This would mean in certain situations that the probability of a

3

failure given a malfunction was known to be p.)

T

“problen becones that-of -Rinthleing the functlon 8(g)

as defined in (5.4) where (ci,si) ‘ are known positive numbers subject
" to the restriction (6.1) and
m
(6°2) ’ z ui - 1, ai l o for 1-1,---.n0
1

Call the set of o satisfying (6.1) and (6.2) the set afp.

Clearly with the denominator fixed in (5.4) we have a linear
programming problem with two constrainti, for which tthiheory is

vell known.

Of course the restriction (6.1) is a mathematical convenience.

What we desire are bounds on min y(p) for p taken over some
P .

[

subset of the range

L

min Bi < p < max Bi’

vh;re
(6.3) v(p) = min{o(a): g eafp}.

This can be obtained from a graph of y(p), which is here
accomplished with a tinear program using p as a parameter. 'A plot

using the data of Table I is given in Figure 2 as on illustration.
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7 ' .Graph of w(p) for 1s2p s 30.
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Consider & as a function of J'; (Yysee0sy,) as defined in

(5.4). 1t is linear (hence convex) and we wish to minimize it subject

¥ F{«nn-

to some restrictions on its domain which are measures of the variability

lé~o£»;he'.xir for i-l,...,m; First wc"?ball-considerv:he rggion 2’

defined for
Ie or

: (6.4) 1cmi ex® 41, Iy, =1, y 20 for isl,...,n.
|
5 |
i r The region ﬁx is convex and thus there exists a unique minimum
for & over the region. The method we shall use is Lagrange multipliers. A§ :
. . ) . ‘ ! ;
Let BN (\\ b
7o : | mdy .2 B o 'i i
; : 00 = 84y = 5= Iy - A,E. P
E | ]
\ We wish to minimize ¢ . subject to the conditions _ i ?

(6.5) m:yf - x?+1, Iyy =1, v 20 for disl,..0m.

Thus ]
38 . - m - A : =]l i .6

an Tj ! le 2 j= REENLE : 1

_ : : |

' Kl

We now ronsider the three equations : é
3 1 3 1 34 3

(6.6) Iy, $-=0, =it =0, =1¥-ag ‘
i m°-'i3 m - 3 !

' Yy vy i

which upon simplication, and imposing the restrictions of (6.5), 1

yield three equations which are teo be solved for 6 by eliminating

and )

,‘\1 2

~e e et 1wy
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First eliminating Xz we obtain
2
“ 6.7 A ==, (0-D? = X%

1 o

where T and ¢ are the mean and standard deviation of Ti'l,

..otespectively.

of o from (6.7) as the smaller root

6.8) : B =1~ X0.

Also from -3-3- = 0 we must have
3 : :

(609) YJ = A';lm(Tj-Az) ?_ 0 for j.lgco;.m

[ S——.

in order to satisfy the restrictions. Since by (6.7) and (6.8) °

mram ey e e w———re e

"1 ® =g/x we see that a sufficient condition to satisfy (6.9) is

€ ey eieath

¢ This! is satisfied for all Tj which are reasonably close together.

., .

It :I.l"‘eha.r from (6.8) that the minimum value of 6 dis a cli;cz'eui.ngl )

C e e e e

function of «x. -

i Remark: 1If TyresosTy satisfy (6.10) for a given x between

0<x</m-1l, then

min{e(l): 1 ezx} =1 - x0

L where ?,a- are defined in (6.7).

- f

; ' From this remark we see the restriction (6.4) yields a lower
P.
; 100e? confidence bound for the reliability, namely

F i - VA




.0.1) exp{—~ (7k+°)/7( -x3)} for 0 < x i.o/(max rj-;

¢ = 21.25 and

-
]
N~
w
.
w
w
-

Using thd data in Table I we find
miax 3 = ¢8.1 and thus the range of x 1is 0 < x < .31. A graph

of (6.10.1) for this case with k =7, € = .95 1is given in Figure 3.
Next we consider the problem of minimizing 9€1) subject to

(611) al=<, fay =1, ;20 for i=l,...m.

=

Since we can write

-1 -1
a. = v.8. /(z~,isi ) for _vj=1,...,m,

3 3]

o : . 2,-2 -1,2
the first restriction can be put in the alternate form EYij = <(Zyj8j )
Again we use Lagrange multipliers to take advantage of the symmetry of
the problem. LWrite

mX
I | 2. -2

& =3 2 [Lyi i <(2Y B ) ] Az(Zyi 1)

3% _ . o -2_ -1, ,.-1,

31j ' m.llyjej <(Ly;8, )Bj 1 -2,

We now consider the four equations
m . m m m
1 32 1 2 5 : :
18 e 1S aae § e § ol
. . D | - -1 .

By setting © = hyjrj = (in?i) for notational convenience and
froosing the restraints as encountered we obtain four equations
which contain the four variables ll,kz,e,é. Eliminating Xl,lz and 6
cives a guolratic equation in 2, namely
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lower 95% confidence bound on the relisbility given
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where, racalling ti - Bi%i for ial, .,..,m,

A—(E)zhxs. ' B'-'EE-x'EE. (:-r'(E)""-'xt2

F) Eéi')';ﬁa"ﬁpoﬁ- the value 6f 5 a 1 - (mx)'i.

Thus the minimum_value is the smaller root, call it

(6.14) O = (B = S )/A

‘where 5% w821 pc or equivalently S: = xa® - x%2

—
C .
: .

2 1., 7. %2 2 .22 _ =2
L ) ‘ . a -m Z(tiB‘Bit) ’ b t B (CB) .
; - It is clear that if x dis constrained by E
= | i
. G2 5§ ©2 8 3 ?
(6.14.1) Oiximin_,g,_—,—z.l-m' ;
‘ 2t 2 P | ‘

then the values of ex are meaningful.

We now argue that there is an interval of positive values of . x-

" for which 6, 1s decreasing as a function ¢f x. Note 8y £ 0 iff

(6.15) G(x) = -5l - ?sx s 8 @72 - 1@

Lo g
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To see that { 18 an increasing function, note that ¢{'(x) = -A‘S: . \
Now §'(x) = (a’-2xb%)/25(x) so that by (6.14.1), S'(x) > 0 and

\
likewise we check S5"(x) < 0 and hence g'(x) 2 0 Notice that

4(0) = -» go there is an interval of values in x| for which (6.15)

is true, and 9, 1is decreasing. This region can be determined from

T T T U T T Y

- .
P T TN .
e b ST

‘denominator of the right-hand side of (6.16) is positive. Thus

However, we must also satisfy the condition Yy >0 for

j=1,...,m. From %L' = 0 follows, by using (6.13)

"3
. B0t x(t,~8,(8))
(6.16) vy 2.0 iff 1 ot o A,
| | 1 t-8e

But Sy the argument aboéve ex < eo = t/8 for x > 0. Hence the

71 l 0 for j-l...-,m 1£¢
{6.17) t-0f82x ?':“:lc{tj-exsj}.

To.Be presuaded that there is 1nd-eed-l a neighborhood of zero in which

(6.17) 1s true we introduce the power series expansion of A

-

o mE ViAo 4 0().
* 3 @2 K

Thus (6.17) is eﬁuivalent with

- : .
.:.-f{ﬁﬁ::-glﬁ-+ 0(x) > v/x max[t ~0_8,]
B @ g

L)




which is clearly true Tor x sufficiently small. Thus we can make

the

Remark: If (ti,si) i=l,...,m are given and x satisfies (6.14.1),...
then e: defined by (6.14) satisfies T - ;

|
i
5

whenever (6.17) is true.

Using the data from Table I we find that the upper bound for
(6.14.1) 1s a2/2b® = ,26056 while the largest value of x satisfy- 5
: . g (6.17) 4n 145, A graph of exp{-x’(2kt2)/26,} for k= 7,

€ » .95 with, ex as defined i{n (6.14) is given in Figure 4.
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Figure 4
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confidence bound on the reliability given 1 2 L
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CONCLUDING REMARKS. By considering a series system with a given
- number of components, each component having been tested for the same
time and each experiencing no failures, one intuitively feels since the
entire system could have been operated, conceptually at least, without
failure for that same period of time that the confidence one has in the
system's reliability should be exactly the same as the confidence in
each component's reliability. Moreover, this confidence should be the
same irrespective of the number of components in the system.

By thinking how the confidence should behave for such a series
system, as components are added with different test times and different
numbers of failures, we see that the Bayesian approach with independent
prior distributions of the failure rate fails to fulfill our expectation
as to this incremental behavior. At the same time the second model chosen,
with failure rates as virtual constants, does seem to behave in conformity
with our intuition and moreover it has the added appeal of computational
simplicity.

Lastly, for the practical case chosen namely early data for the
Saturn 1-C which at this juncture we know is a highly reliable system,
the second model gave reasonable interval estimates of the reliability
while the first did not.

ACKNOWLEDGMENTS. The author would like to express his appreciation
to the reliability group at the Launch Systems Branch ot The Boeing
Company for providing the data for this discussion and assistance in
its organization. In particular, I want to thank Francis Bari who first
called this question to my attention by mentioning some deficiencies of
the extant methods for determining confidence bounds. '




TABLE 1
n, - number of failures observed
T tilsi

Summary of test data for Saturn I-C
L4

:1 = test time in mission lengths,

wg = q; = component multiplicity,
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A PROBABILITY MODEL FOR THE ASSESSMENT OF HUMAN
INCAPACTTATION FROM PENETRATING MISSILE WOUNDS

William P. Johnson
William J. Bruchey, Jr.
Ballistic Research Laboratories
Aberdeen Proving Ground, Marvland

ABSTRACT. A mathematical model is proposed for the evaluation
of the altered performance of one of the most complex systems known
to man, himself. Probabilities are associated with a random fragment
penetrating varying distances within the human body, striking a critical
anatomical component and inflicting damage to the extent that the wound
recipient would be unable to perform his assigned duties.

These probabilities are combined to determine the conditional
probability of all events occurring, simultaneously, to a tactical
soldier under battlefield conditions.

The remainder of this article has bteen remroduced photographically from
the authors' manuscript.
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I. INTRODUCTION

To evaluate the effectivencss of antiparsonne) woanons it hus

hocono necessary to employ a quantitative uasualt) criterion, A suit-

: ablo criterion for muny purposcs is the prnhdblllty that the weapon

will wound, fntall) or scverely, its intended target,

*n old cr1turion of wounding poucr is the 58 énot pound rule, - In

Sobsa el il

of kinetic energy do 'kill, rhls criturlon was never intended to be more
than a rough rule of thumb, Burns and Zuckcrmanl*_mndc a more refined
analysis in 1941 of the quantitative requircments for wounding, while
Cuorncyz suggested that MV3 was a more suitable criterion than the

kinetic cnorgy standard for wounding humnn targots. A

“Wound ballistics work carried out in this country during and since '

World Wur 11 has included studics of the rvlatxonship between -the volumes -
, of cavitias formed in tissucs and tissue sumclants by missiles and the.

phys1cal pirameters dencrlban the pro;ectile on impact with the targct.
Such work has not yet provided numerical relations betwgcn the physical
paramcters of fragments and the probability that the wo&nded man will
suffer any specificd degree of impairment of his ability to functiof.
For the cvaluation of the antipcrsonnel'weupous, there is needéd a know-
ledge of the numerical probability that a man, struck(ﬁy a projectile of
spcéificd characteristics,'will thercafter be Unable t6 perform the func-
txons of hza tactical role. For cvnluthon or d@sjgn. the size of a

we und 1J not directly omplovnblc as a uscful critér1on. S50 fur, cavity
studies have unfortunately ted to little or no information suitable for
the evaluation or design of fragmenting weapons,

The Burns and Zuckerman studies led to numerical probabilitics of
the type needed for evaluation. A later numerical study of a similar
type wus reported by McMillen and Gregg of the Princcton Department of
Biology, in Missile Casualtics Report No. 12, 6 Nov 1645, National
Reseiarch Council, bivision of Medical Scicnccs. McMi 1 1eh- and Gregg were

conceried with wounds thut they considered to be either fatal or sgvere. ..

- | L

Swperceriyt nwnerals refer to referencee,

D~ —
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These could be caused, they assumed, by projectiles reaching certain
vulneérable regions inzide the bodf:aftcr traversing prc%cgtiyé layere
of skin; soft tissue, and bone provided'that the projectiles reach the
vulnerable regions with velocities in excess of 750 m/sec}f The thick~
nessoé‘pf the anatomical structures that had first to be iraversed were

~necessary 0 pe _
were determined throug

B;iﬁr§ivo'éxﬁégimentagibﬁ;- Thgfselecfidnfdf
vulnerable regions was someéwhat arbitrary{.éince no éxperiments were

c;nducted to determine which regions were in fact of primary importance.

The final results, which were therefore semi-theoretical in nature, were

in the form of probabilities that random hits with steel balls on a : N
human target would cause fatal or serious wounds.: These probabilities
Qere plotted against ‘the striking energies of the balls, and werc on the
-whole consistent with the earlicr conclusions of“Burns and Zuckerman,

A generalization of qui{e a diffcrent typcihas published by T. E.
Stern'93 in May 1951, In that stu/d:f"'the experimental dnt"a' 'emp]oyé}l' by~
McMillen and Gregg were re-examined and rerintbrpretéd. In addition,

, the calculations of McMillen=and Gregg were repeated for randomly shaped

S g g
el i

fragments similar to bomb fragments instead of spheres. The temporary
K cavities caused by the fragments penetrating the target were taken into
b account by requiring that a fragment, in order to cause important injury
: ] to a vital region, must not oniy penetrate the intervening skin, tissue,
~and bone, but must alsc redch the vulnerable regions with sufficient
remaining energy to produce a temporary cavity of 2 cubic centimeters.

{
,,I

3 { In October of 1956, '"A New Casualty Criterion for Wounding by

Fragments" was published by Allen and Sperrazza.4 This study revisedi

] - the combination of mass and velocity combinations which appeared to be
related to incapacitation, Instead of employing the MV/A parameter u#ed
LB by Sterne, MVB, where 1 < B < 2, was introduced for'the first time, This
‘ criterion has becn used extensively to determine the relationship between

trauma and fragment characteristics, Hdﬁbvc;, cloge examination of the
- Y
techniques used within the current model rcvenls(:hat the resultant

O .v_\l\
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quantitative data is based upon numerous subjective assumptions which
vary from one cvaluation to the next and that the resultant data are

not probabilistic numbers in the mathematical sense.

With the advantage of the knowledge available in the arca from
carlier investigations, it is the purposc of the current study to estab-
lish a model that will supersede the currently used fragment criteria.

The specific objectives of the proposcd study are:

(1) To establish a truly probabilistic model for the asscss-

ment of humian incapacitation from penetrating missile wounds.

(2) To climinate the nccessity for tissue retardation firings
and in vivo experimentation as a prerequisite for the evaluation of the

wounding potential of futurc frapgments.

(3) To climinate the nced for trajectory tracings through
anatomical cross scctions of the human body in order to establish quanti-
tative values for the probability of incapacitation,

}, (4)  To establish a common basis for the comparison of all

fragmenting nunitions,

The approach and procedure for establishing the proposed model while
accomplishing the above objectives, are presented in the following sections

of this paper.

11. APPROACHES AND ASSUMPTIONS

For the purposcs of cstablishing a mathematical model to predict the
probability of incapacitation to a human upon impact from a random pro-

. - - . . .
jeetiie the following assumptions arc made:

* (1) The fragmenting pattern of grenades and other exploding
uunitions have been studied in sufficient detail to provide the proba-
Cbality of a specific fragment striking a human target, P(H).

(2) Each fragment impacting the human target has a distinct
probability of penetrating specific distances within the wound recipient's

hodv, PP,



(3) Each fragment striking the casualty has a distinct proba-
bility of encountering a critical organ along its path, P(E). This
probability is conditioned by the penctrating ability of the fragment

and the location of the critical components of the human anatomy.

| (4) Each.anatomicai component has a distinct probability of
being damaged, P(D), to che extent of precventing specific biomechanical
motions required by a tactical soldier for the full performance of his
mission.
(5) Each specific biomechanical motidn has a distinct proba-
bility, P(M), of being required during the performance-of the soldiers

total mission.

{6) The probability of incapacitation from the N'th, P(N),

component may be described by the expression:
P(N) = P(H) - P(P/H) - P(E/HP) - P(D/HPE) - P(M/HPED)

{(7) Each of the component probabilities arc independent and
can be combined mathematically to provide the conditional probability of -
incapacitation, P(I/HPEDM), to a tactical roldier from a random projcc-

tile by the following:

N
P(I/HPEDM) = X P(N)
_ 1

N , :
For the purposec of brevity, henceforth the conditional probability of
incapacitatibn of a tactical soldier, P(I/HPEDM), will be shortened to
P(I/H). Tt is to be understood that the sccond expression includes all

of the conditions provided within the first expression.

(8) No synérgistic effects occur from multiple wounds. Thus,
the probability of incapacitation to a tactical soldier from two or more
wounds can be determined by mathematically combining the independent con-
ditional probabilities associated with cach wound using the following

_expression: v
P(1/H) = 1—(1~P(I/Hl))(luﬁ(l/nz))(l—P(l/HS))..L..
(1-P(1/14))



As mentioned earlier, the probability of a fragment striking a
stationary human targct‘is assumed to have been established by Exterior
Ballistics experts. Thercfore, the remainder of this paper will con-
centrate on ‘the procedures to be used to establish the probabilities

requirced for the other portions of the model.

111. PROBABILITY, P(P), THAT PROJECTILE WILL PENETRATE
A SPECIFIC DISTANCE, (D), WITHIN THE HUMAN BODY

As assumcd by McMillan and GregﬁL it seems reasonable to suppose
that the probability that\a random hit will causc fatal or severc wound-
ing decpends upon the fraction of the body's superficial area through
which the fragment can wound a vital organ. The identification of the
vital regions, and the conditions of striking them necessary to cause
fatal or scverc wounding may not have been correctly chosen by McMillen
and Gregg, nevertheless, it still scems reasonable to suppose that the
probability P(1/H) will be a funcfion of the pcﬁctrating ability of a
fragment, If fragments possess such great penctrating power that they
“traverse a bdd; completely wherever they hit, then the probability P(I/H)
that a random hit will incapacitatc is the ratio of a rather large vulner-
able arca to the total presented arca of the body. On the other hand, if
the penetrating power of a fragment is so low that it can never reach the
critical componecnts of the body, then the probability P(I/H) must ap-

S
proach zcro,

It is proposed that an indication of the penctrating potential of
fragments be obtained thru the use of facilities currently or soon to Be
available to wound ballisticians. These include (1) the Ballistic
Research Laboratories Computer Man6 and (2) striking versus residual
velocity comparisons for each of the anatomical components of the human
body.

A bricf diversion is required at this point to acquaint the reader

with the BRL Computer Man, in order that he may f{ully appreciate its

potential for aiding in the solution of the current problem.

In bricf, the BRL Computer Man is a computer program currently used
within the wound ballistics program to determine the cxtent of incapacita-

tion experienced by wounded tactical soldiers. It consists of coded

840 i



versions of human anatomical cross sections extracted from Eycleshymer
and Schoemaker, "A Cross Section Anatomy.” The combination of the

cross sections rcprésents a human male in a specified tactical position.
Every major anatomical component illustrated in the original cross
section anatomy has been coded within the computer version in approxi-

mately the same proportion as found in the published version,

The asséciated instructions accompanying the coded cross sections
within ihe computer model permit simulated fragment paths to be traced
through the individual cross sections at various impact angles. Retar-
dation data is provided for each of the anatomical structures and is
used to determine the velocity loss within each coded compoient as a
function of the distance traversed by the fragment through the individ-
~ual components. Thus the penctrating ability of each fragment becomes
a function of (1) striking conditions at impact upon the cross section
and (2) the retarding ability of the anatomical components encountered

along its path.

Retardation data for several anatomical components has been used
within the Wound Ballistics program for several vears. However, the
data in existence is of inadequate quality for the ultimate solution to
our current problem. Fortunately, a program is currently being con-
ducted by Sturdivan and Thompson6 which should provide the necessary

retardation data input to the BRL Computer Man.

Upon comzletion of the retardation studies, the data will be fed
into the Computer Man model. Maximum distances traveled within the ana-
tomical model will be determined as a function of several physical para-
meters of ;he impinging projectile (mass, velocity, presented area).
Success or failure for each trajectory will be determined by its ability
to penetrate at least each of several pre-specified distances within the
human anatomy. The probability, P(G), of a particular fragmen;—vclocity
combination penetrating at least each of the pre-specified distances
within an anatomical subdivision will be the ratio of the total number of
successes at that distance to the total number of initiated trajectories
not pcrforating‘thc subdivision. It should be noted that the denominator

becomes the number of non-perforating trajectories rather than the total
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number of>trajectories originated within a subdivision. This becomes

necessary because of the varying distances within the human anatomy at
which_}crforﬁtions will be achieved by most projectiles because of the
variations in tissue structures encountered along each path, In addi-

L tion, the geomotry of the human anatomy isgsuch that the distance avail- ‘ e
'ﬁﬁjﬁctiiﬁﬂbe : : :

1f we lgt P' represent the probability of a projectile perforating
the human anatomy, then (1-?') represents the probability that the pro-
jectile will stop within the human body. However, it is desired that .
probability figures be Qeterminod as a function of soveral distances (‘ 1
within the non-perforating group, The probability, P(P), associated with i
each non»porforating projectile penetrating at least each of the pre-

3 spocifisd dista.ces will be given by the product of the probability of
‘ retention of the fragment within the human anatomy, (1-P'), and the
probability of the fragment rcaching the required distance, P(C).

Symbolically, this becomes: P(P) = (1-P') + P(G)

There appears to be two alternatives for considering the perforating

projoctiles:

(1) 1t can be assumed that thé penetration pattern of the non-
perforating projectiles are representative of that which would have been
displayed by the perforating projectiles, if the human anatomy was such
that it allowed all projectiles to penetrate as decply as possible,

Based on this assumption, the penetration pattern as a function of

distance would be represented by P(P) and the perforating projaceite "
paths would only be used to condition the probnbility of the body retaining
an impinging projectile,

(2) It can be assumed that the perforating fragmen: paths repre-
sent the upper limits of penetration and that because they do perforate,
the fragments would be able to reach any desired depth within the human

anatomy, Based on this assumption, the ponetration pattern as a function
of distance would be represented by the sum of P(P) and P'.
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As of this writing it has not been decided which of the two alter-

natives will be wsed within the prepogcd madel.  llowever, since we are.

aware of the ovidlable options, It is felt that subscquent discussions’

with knowlaodacable personnel will provide insight as Lo the proper

approach,

Prubnhxl;ty

datu of the ubove typc will be obtained for several

“be used ¢

Crandonly, then it must be assumed thit the path of the projectile through

“oricntation of the organs to specific impuct angles makes the ratio of

uati

a physical pu:umctcr oi the projectile. Thus, poeneralized cquations can
be developed which will provide the user with the probability of a
particular projectile penetrating a specified distance within a human

as a function of its impact point on the anatomy and other relevant
physical characteristics of the impinging projectile, '

IV, PROBABILTTY OF PROJECTTLE ENCOUNTFRING THE N'TIE ANATOMICAL
COMPONHNT DURING TTS PATI TUROUGH PRI TIUMAN BODY, P(E)

1£f it is ussumed that a projectile will impact the human target

the body will be random. Although the proposed model is designed to
yield primnrily; the probubllity of Incapacitation from a single penc-
truting projoctile, it should be renlived that an almost in“inite com-
binution of orguns or tissucs cun be cncountered along the path of a
singlo wound, For this reason one musi denl with the prohnhilitv of
encountering each indqpundunt anatomical _component within u given wound
tract, rather than conhinutions of traumntized ovpans,  The shiclding
cffects afforded some orguns by their surroundings, combined with the

thelr size to tho totul body aten an inaccurate measure of the proha-

bility of encountering the orgafl.

In addition, bccuuso tho geomctry of most anatomicnl components vary
as a function of their depth within the unatomy, probnbilitios of cncoun-
tering cach structure must bue developed as a function of the obliquity
angle of the impinping projectile and the tarvpet dcpfh within the human
body, lowever, for the purposes of this model, final probubilitics will

be documented as a function of penctration distunce only, Several

R Y i
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obliquity angles will be used to determine the probébility of encoun-
tering each structure as a function of its depth within the human ana-
tomy . The final probability figures will reflect the weighted averages
obtaincd from each of the indeépendent analyscs. Not only will this
approach reduce the amount of bookkeeping involved within the project,
it should also yield probabilities of encountering specific organs more.
representative of—those expected from a truly random peﬁetratién

obtained within this phase of the model. Imaginary trajectories will be
traced through the coded cross sections and allowed to penetrate specific
distances within the human anatomy. For each organ or tissue Lnder con-
sideration, a strike upon the structure within a specified distance will
be recorded as a’ success. The probability of enpountéring each structure
as & function of the specified distance will be the ratio of the total
number of recorded successes to the total number of trajectories traced
through the anatomy. The nbove will be documented at unit intervals for
each anatomical component. The final probabilistic numbers will reflect
the chances of huviug encontered cach componcnt with penetrations up to’
the indicated depth. :

Subsequent additions to the proposed model will provide inslght.on
the effects of missile "bite" on thelprobability of encountering compo-
\ nents within the human anatomy. This physical phenomena considers the
E k , fact that a projectile need not actually strike a component in order to
' damage 'it, Investigations in thesc areas are current]y undorway within
A tho Wouynd Ballistics program and once these data are avallable in quan-

titative form, the proposed model can be modified to include this
phenomena, ' )

Subsequent acquisition of modern anatomical cross sections reflec-
ting the internal structure sizes of soldiers from specific military
anthropometric percentiles should allow the probabilistic data generated
during this subportion of the model to be ,generalized as a function of
a physical measure of the human anatomy. No datj'exists of this type at
the present time, therefore it is impossible to make such generalizations
or cven-speculate as to how the probabilities of organ encounter are ex-
pected to va;} between population percentiles,

>
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V. PROBABILITY, P(D), THAT DAMAGE TO AN ANATOMICAL COMPONENT WILL
PREVENT THE PERFORMANCE OF SPECIFIC BIOMECHANICAL MOTIONS
Before a missile wound can be cvaluated in terms of the bio-
mechanics required to perform a given task or role, it is necessary to
describe the wound in terms which can be casily related to the phy-
siological function of the body or subsystems within the body. That
is, criteria must be developed which relates the probability of pro-
ducing a given damage level to performance. This must be carried out

in three steps. They are:

(1) Determine criteria to be used for damage description of

the anatomical components.

(2) Determine the probability that missiles from a given
munition will produce a specific damage level to a particular ana-

tomical component.
|

(3) Determine the probability that this damage level will

result in some biomechanical decrement.

At present work is being conducted under arca (1). This task is
oricented towards wound description in terms which can be related to
biomechanical decrement. The criteria used to describe the wound will
depend on the particular tissue or txésue type cncountered. For
instance, injury to muscles may be described in terms of hole size,
percent muscle severed, ctc; injury to blood vessels may be described
in terms of the rate of blood flow from the injured location. Once

these criteria have been determined, step (2) can be undertaken.

Presently, there exists a data bank of wound descriptions through
animal tissuc in terms of various parameters for several penetrating
missiles, 1If, for instance, the criteria chosen is hole size, the
wound data will be used to determine the distribution ofihole size as -
a function of the missile parameters (mass, presented area, velocity).
The information combined with the distribution of missile parameters
for a given munition will provide the distribution of hole size for
that munition. Using the probability distribution for hole size for a

given munition an capected hole size will be computed, i.e. the

S5



expected damage level, E(D). Likewiée, if the criteria for damage was
blood loss, a similar E(D) would be computed.

This value of E(D) would then be prégéqted to a medical assessor
who would subjectively determine the prob&bility that the indicated
damage level would prevent an individual from accomplishing a specific
biomechanical motion,

It is recognized that this subjective input 1n:o the quel pte-

":1n order'to quantify the effects of damagc levels to various anatom1ca1

components, years and years of cxperimental laboratory work would be
required, As of this writlng little experimental work has begun. In
view of the fact that the decision made by the medical assessors will

be a fﬁnction of the expected damage to ﬁh’anatomical component, totally
independent of the physical parameters of the tmpinging projectile and
made only once within the lifetime of the modgl, (except perhaps to im-
prove a previous decision), it is felt that the subjoctiddty will be
minimized as much as possible, ' . _ \

VI. PROBABILITY, P(M)%FTHAT A SPECIFIC BIOMECIHANICAL MOTION WILﬂSBE
REQUIRED DURING THE PERFORMANCE OF A-SOLDIER'S MISSION

Due to the wide iarlg;y of speciaitics ationg servicemen, it is
almost impossible to generalize upon the duties of active combatants,
However, basic to the performance of duties associated with every spe-
cialty is tho'abillty of the individual to perform controlled movemeﬁqé
or biomechanical mqtions: Regardless of the traumatized anatomical .
components or reglon, a soldiers ability to function under battlefleld
conditions is dircétly related to his ability to carry out controlled
movements. If an lngividunl's wound ,site is such that it does not ham-
per or impair his ability to make the nccessary biomechanical motions,
then for all practical purposes, the individual cannot be regarded as
incapacitated, These controlled movements of the body may be resolved
into the functioning‘qf the;following subsections:

AR
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I1. Shoulder Joint
111, Elbow and Radio-Ulnar Joint

IV, Wrist and Hand

I. Shoulder Girdle

Pelvic Girdle and Hip Joint

imxpgg;Joint
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. 1. Movement of the Shoulder Girdle:

1.

3.

6.

7.

" ARKYa

lspinaIVquumn

Thorax

Adduction - movemeat of the scapula mediélly toward ;he spinal

column, ‘

_Abduction - sliding of the scapula laterally and forward along
the surface of the ribs. ‘
Elevation/doprossi§p - thu'upﬁard and downward motions of the

_ vwhole scapula without any rotation.
Upward rotation - involves an upwvard turning of the g;enoid
cavity and the latoral angle in relation to the
' superlof angle and medial border, which turn

downward.,
Downward rotation - reverse of upward rotation.
Foreward tilt - occurs when the inferior angle moves backward
away from the rib cage.
ﬁackward tilt - the inferioxr angle and the costal surface
| return to thg surface of the rib cage.

Movement of the Shoulder Joint:

1.
2
3.
4.
5.

Flexion - foreward elevation of the arm.
Extension - return movement, N
Abduction - sideward elevgkion of the arm.
Adduction ~ return movement.

Inward rotation - turning the humerous around its long axis so
' that {ts anterior aspect moves medially,
a oAy
[Nl )
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6. Outward rotation - the oppositc with the anterior aspect
moving laterally,
17, Movement of UlbLow and Radiv-Uinar Joints:
|‘>)-l
A, Elbow Joint:
1, Flexion,

2, Extension,

B. Radio-Ulnar:
i. Pronation,
2. Supination.

IV. Movements of the Wrist and Hand: o
A, Wrist Joint: ///

1. Abduction, /
2. Adduction, \}
3, Circumduction,
4. Flexion.
5. Extension, ‘ . ' -
B. Hand:
'1..,§nohensilc movement.
a. powqf grip - an object is clamped by the partly flexed
' fingers and palm with counter pressure ap-
plied to the thumb lying more or less in
~the plane of the palm.' _
b. precision grip - object is pinched between the fingers
".and the opposing thumb. -
2, Nomprchensile movement - objects arc manipulated by pushing
or lifting. ’

V., Movement of the Pelvis Girdle and Hip-Joint:

A, Pelvis:
1, Forward rotation - increased inclination resulting from
lumho-sacral hyperextention.
2, Backward rotation - opposite movement,
3. lLateral tilt - the ‘lowering or raising of one iliac crest.
4, Rotation - turning about a vertical axis either to the right
or left,

~e
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B. Hip-Joint:
1. Flexion - forward movement of the femur.
Bytopcsion - raverse movement.

3. Abduction - movement of onc limb away from the other toward

T BN AT e e el - S
PR

the side, _ :
4. Adduction - movement of one limb from the side towards the other. 4

B

5, Circumduction - movement of the limb in a circular manner,
Combine movements 1 - 4,
-6,-~Rotation - may be outward or inward depending on which way

TR i
v
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the toes ‘are turned.

VI. Movements of the Knee Joint: ' . o i
| 1. Flexion, : p ‘

2. Extension.

i 3, Inward rotation, ' .
' 4, Outward rotation, . //
) /
ViI. Movements of the Ankle and Foot: ' //
, . . y
' 4

5 A. Ankle and Foot:
: 1. Dorsiflexion - consists of raising the foot touard the

. s anterior surface of tﬂz les.
"2, Plantar flexion - lowering the foot so as to bring its long
axis in line with that of the leg.
3. Eversion - the sole is turned laterally or outward
4, Inversion - sole is turned medially,

B, ToesN,_
1. Flexion,
2., Extension,
VIII, Movements of the Spinal Colunmn:

A, Cervical Spine:
1, Flexion,
2, Extension,
3. Lateral flexion.
4, Rotation,

3. Thoracic and Lumbar Spines:




1. Flexion.

2. Extension,

3., Lateral flexion.
4, Rotation,

IX. Movements of tﬁc Thorax: .

1. TElevation.

2. Depression,

As can be scen from the above the possibility of a wide variét& of

“body movements exists for eVery individual. However,_we are concerncd

only with the eqsential or necessary movemcnts involved in thc tasks of
combatants, ' J

It is assumed that cvery task, rcgardless of its complexity, can
be resolved into a serics of controlled movements of the type presented
above, It is further assumed that a probabilistic figure which reflects
the chances of an individual being required to perform a specific bio-
mechanical motion during the course of his duties can be dotermined. If
an individual is required to assume-multiple duties, then the prébabillty
of his performing a specific hiomechanical motion will be conditioned by
the probability of his pcrforming the duty which requires the motion,
Thus, the evaluation of a soldier's incapacitation can be related to

- several dutxcs requlred within an ovcrnll mission.

In order to ob;ain the desired probnbilitics, one nust be knowledge-

_ able of the specific dutics required of today's soldier, In addition,

these dutics must be analyzed from the kinesiologist point of view in
order to reduce them to thq series of independent biomechanical motions

B required for probabilistic analysis,

Once the duties have been reduced to a series of controlled move-
ments, two alternatives for dctermining'the probability, P(M), that a
specific biomechanical motion will be required durinﬁ the performance of
a soldier's dutics or mission appear to exist. The first assumes that

" each motion is independent of time and that every motion involved within

a specific task ‘requires the same percentage of the soldier's time,
This does not climinate the possibility. of repetitions of the same
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movement within a given task. Repetitions are accounted'for by includ-
ing each repetition as a separate component of the total sum of move-
mente invalved. The probability. P(M), of a particular motion being
required within the task will be the ratio of the total repetitions of
the movement within the task to the total number of independent move-

ments involved.

The second approach considers the total time required by the com-
batant to perform his duties as the unit and the probabxlity, PM), i

";determined by tlié functional part of the total allocated to -eadh

1ndependent motion,

Each of the two approaches has advantages and disadvantages obvious
to the authors at this point. However, suffice it to say that the merits
of either approach will be discussed in detail with the experts on the
subject prior to deciding which approach is most feasible, It appears
that either of the alternatives will yield probabiiistic data of the
type required for input into the model, Therefore, no serious problems

appear to exist,

VII, SUMMARY

A mathematical model for assessing the probability of human
incapacitation from a penetrating missile wound. has been prbﬁosed " The
model assumes . that several probabilistic events must occur, sequentially,
in order to cause incapacitation to a tactical soldier. Among these
events are (1) the soldier must be hit, (2) the impacting projectile must
penetrate deep enough into the human anatomy Lo strike a critical anatom-
ical component, (3) the anatomical component must be dimaged to the ex-
tent that its physioiogical'fﬁnction is impaired, and (4) the dysfunction
of the compénent must be digectly rclated to the soldier's ability to
perform specific biomechanical motions required for the performance of
the soldier's task,

‘ An approach has been jiven for obtaining the necessary experimental
data needed to relate each of the above events in a probabilistic manner.
In addition, the assumptions and anatomical equations used within the

model have been detailed.
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