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FOREWARD

The Walter Reed Army Institute of Research (WRAIR), the host for the
Seventeenth Conference on the Design of Experiments in Army Research, Development
and Testing, has as its basic mission to provide the medical research and
professional graduate training required by the Army to fulfill its role in,

National Defense, Since strtistics and other scientific disciplines play an
" ever increasing role in medical fields, it is not surprising that Colonel
Edward L, Buescher, Director and Commandant of WRAIR, was pleased to have his .
installation serve as host to this design of experiments conference, Colonel

. .Hinton J. Baker was. asked to act as Chairman on Local Arrangements,  He was.

assisted in this capacity by Douglas Tang, Those in attendance are in debt

to these two gentlemen for so abling handling the many housing and transportation
problems that arose during the course of the meeting., Major General Colin F,
Vorder Bruegge, Commanding General of the Walter Reed Army Medical Center, in

his welcoming remarks, as well as in his comments at the banquet, made the
audience feel that their scientific accompiishments were helping medical research
to develop in many areas, .

This is the second time that WRAIR has served as host to one of these
conferences, The eighth conference in this series, sponsurad by the Army
Mathematics Steering Committee on behalf of the Office of the Chief of Research
and Developmant, De;artment of the Army, was held 24-26 October 1962 at the
Walter Reed Army Medical Center, Of the 180 attendees at the eighth conference,
2] artended the seventeenth conference, Dr, Stefano Vivona, now with the American
Cancer Society, was the local chairman for the earlier conference. .He was one
of the repeat attendees. Dr, Herbert C, Batson was one of the invited speakers
at the 1962 conference, At the banquet of this meeting Dr, Baker presented him
a citation for his outstanding scientific contribution to the field of medicine,
Drs, Marvin Zelen and George Lavin presented papers at both conferences. At
the eighth Conference Zelen contributed a paper which was jointly authored by
Dr., Badrig Kurkjian and himself, At the 1971 conference he was an invited
speaker. Another invited speaker who attended both meetings was Professor
Bernard Greenberg., It is interesting to note that, among the others who
attended both meetinzs and participated in both programs as chairman, panelist,
or by contributing p-pers were O, P, Bruno, A, C, Cohen, Francis Drcasel, Henry
Ellner, Walter D, Foster, Frank E, Grubbs, Boyd Harshbarger, Badrig Kurkjianm,
Clifford J, Maloney and Beatrice S, Orleana,

We note a few more statisticse about the two meetings. The earlier one had
forty-four more registered persons, One of the features of these meetings, the
clinical session, has gained in popularity, In the 1962 conference there were
two of these sessions with only three papers, while in 1971 there were five
sassions in which eleven cliniecal--type papers wero presented. The percentage
increase in the papers for the technical sessions were not as great, still
there was some increase, namely twenty-six contributed papers in 1962 as compared
with thirty-two technical papers presented this year,

One of the requirements the chairman makes of the members of his Program
Committee 18 that they name at least one speaker whose topic will be of special
interast to the members of the host installation. This year that request was
taken seriously, Most of the invited speakers tcuched on topice that were of
interest to those in the medical field, This can be seen from the following
list of invited speakers and the titles of their addresses:

"The Role of Mathematical Sciences in Biomedical Research" by
Professor Marvin Zelen
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"Randomized Response: A New Survey Tool to Collect Data of a
Personal Nature" by Professor Bernard G, Greenberg

"Classification and Clustering Techniques in Data Analysis"
by Dr, Geoffrey H, Ball

"Hotelling's Weighing Desings"
by Professor K. S, Banerjee

"The Comparisou of Proportions: A review of Significance Tests,

Confidence Intervals and Adjustments for Stratification"
by Dr, Joha J, Gart

Let us take this opportunity to thank members of the program committee
(David Alling, Hinton J, Baker, Francis Dressel, Walter Foster, Fred Frishman,
Bernard Greenberg, Bernard Harris, Boyd Harshbarger, Allyn Kimball, Clifford J.
Maloney, Herbert Solomon and Douglas Tang) for their recommendations for invited
speakers, as well as their active part in the conduction of this meeting. We
would be remiss in our duties if we did not give due praise to all those indi-
viduals who gave contributed papers, Fer truly, without their help, this meeting
could not have been a successful scientific conference,

Memberg of the Army Mathematics Steering Committee have asked that the
proceedings of this conference be made available to those in attendance for
further study of the contents of the presented papers, and to those interested
in the ropics covered at the conference but who were unable to attend,

Francis G, Dressel Frank E. Grubbs
Sacretary Conference Chairman
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“SEVENTEENTH CONFERENCE ON THE DESIGN OF EXPERIMENTS

IN ARMY RESEARCH, DEVELOPMENT AND TESTING
" 27-29 October 1971 .
" Wednesday, 27 October
0830-0930
0930-1220

'REGISTRATION - Lobby of Sternberg Auditorium (WRAIR) T
GENERAL SESSION 1 - Sternberg Auditoriuvm ' ;

Chairmans Colonel Lothrop Mittenthal, Office of the é
" Chidf of Research and Development, Washington, DC .

THE ROLE OF MATHEMATICAL SCIENCES b2 BIOMEDICAL RESEARCH

Professor Marvin Zclen, State University of New York
at. Buffalo, Amherst, New York

RANDOMIZED RESPONSE: A NEW SURVEY TOOL TO COLLECT DATA
OF A PERSONAL NATURE

Bernard G. Greenberg, The University of North Carolina,
Chapel Hill, North Carolina

A

1220-1320 LUNCH - Ballroom, Officers' Open Mess, WRAMC

IR

1320~1510 CLINICAL SESSION A ~ Sternberg Auditorium

Chairman: Douglas Tang, Division of Biometrics
and Medical Information, Procemsing, Walter
Reed Army Institute of Research, Walter Reed
Army Medical Ceuter, Washington, D, C.

METHODS 10 EXTEND THE UTILITY OF LINEAR DISCRIMINANT
ANALYSIS

Captain L., E, Larsen, Divirion of Neuropsychiatry,
Walter Reed Army Inatitute of Remearch, Walter Reed
Army Medical Center, Washington, D, C,

PP~ S

PROBLEMS IN CHARACTERIZATION AND ANAILYSIS OF PSYCHO- !
PHYSIOLOGICAL RESPONSES

Captain John R, Jennings, Department of Experimental
Psychophysiology, Walter Reed Army Institute of Re=-

gearch, Walter Reed Army Medical Center, Washington,
b, C,
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1320-1510

1320-1510

1320-1510

CLINICAL SESSION A (Cont'd)
VALIDATION OF MATHEMATICAL MODELS

Rotart E, Kasten, United States Army Weapons Command,
Armored Weapons Systems Directorate, Rock Island, I11,

" TECHNICAL SESSION 1 - Room 358

Chairman} 'Banry_nllner, Quality'Auouranco Directorate

- -United States Army Materiel Commaund, Washington, D, C, -

COMBAT MODELS AS APPLIED TO RADIOTHERAPY

Barry W. Brown, M.D,, Anderson Hospital and James R,
Thompson, Rice University, Houston, Teras

A COMPUTER PROGRAM FOR TRICHOTOMOUS BIOASSAY

Clifford J, Maloney and Fred S, Yamada, National
Institutes of Health, Bethesda, Maryland

CRITERIA OF BIOCELLULAR MODELS: THE INFRARED MICROSCOPY
OF HARD TISSUE- :

George I. Lavin, Vulnerability Labs, BRL, Aberdeen
Research and Development Center, Aberdeen Proving
Ground, Maryland

TECHNICAL SESSION 2 - Room 372

Chairman: William McIntosh, Test and Evaluation
Command, Aberdeen Proving Ground, Maryland

FACTORTIAL EXPERIMENTS OF SMALL ARMS WEAPON FIRE CONTROL

Adolph P, Kawalec, Fire Control Reliability Engineering
Branch, Quality Assurance Directorate, Frankford Arsenal
Philadelphia, Pennsylvania,

CHARACTERIZATION OF BALLISTIC EFFECTIVENESS BY MAXIMAL
TRAJECTORY INFORMATION

J. T, Wong and T, H, M, Hung, Systems Research Division,
Research, Development and Engineering Directorate, US
Army Weapons Command, Rock Island, Illinois

AN EFFECTIVENESS MODEL FOR BURST FIRES UN VOLUME TARGETS
f, H, M, Huing and J, T. Wong, Systems Research Divigion

Research, Development and Engineering Directorate, US
Army Weapons Command, Rock Island, Illinois

ix
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1510-1540
1540=-1720

1540-1720

1540-1720

Break = Lobby of Sternberg Auditorium

CLINICAL SESSION B - Sternberg Auditorium

Chairman: Badrig M., Kurkjian, US Army Maturiel

Command, Washington, D, C.

UTILIZATION OF GAS FLOW DYNAMICS IN A GRENADE LAUNCHER

SYSTEM

Herman E, Tafnow, US Army Weapons Command, Small
Arms Weapons System Directorate, Rock Island, Illinois

SIMULATING SUBSURFACE NUCLEAR EXPLOSIONS WITH CHEMICAL

EXPLOSIVES :

Edward J. Leahy, Explosive Excavation Research Office,
Lawrence Liveruwore Laboratory, Livermore, California

TECHNICAL SESSION 3 - Room 358

Chairman: Beatrice S, Orleans, Naval Ships Sy
Command, Washington, D.C.

MODIFIED FACTORIAL EXPERIMENTS FOR POISSON DATA

gstems

Lyman Ott and William Mendenhall, Department of
Statistics, University of Florida, Gainesville, Florida

INFERENCES OF FUNCTIONS OF THE PARAMETERS OF THE WEIBULL

DISTRIBUTION

Ronald L, Racicot, Applied Mathematics and Mechanics
Brance, Benet RGE Labs, Watervliet Arsenal, Watervliet,

New York

ESTIMATION IN THE EXPONENTIAL DISTRIBUTION

A, Clifford Cohen, University of Georgia, Athens,

Georgla;

Frederick Russell Helm, Georgia Southern College
TECHNICAL SESSION 4 = Room 372

Chairman: C, M, Greenland, Applied Mathematics

Branch, Systems Analysis Office, Edgewood Ar
Maryland

DYNOSS~DYNAMICALLY OPTIMIZED SMOOTHING SPAN

senal

Roberto Filerro, White Sands Missile Range, New Mexico
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1540-1720 TECHNICAL SESSION 4 (Cont'd)

: STUDIES WITH A PROTOTYPE "OPTIMIZER" FOR USE IN
; COMPUTER SIMULATION '

8 L O i i

Dennis E, Siith, HRB-Singer, Inc. Science Park,
State College, Pennsylvania -

STAG MONOTONE EXPERIMENTAL DESIGN ALGORITHM (SMEDAL).

Private First Class Alexander Morgan, Systems Develop= e Y
ment Division, US Army, STAG, Bethesda Maryland ' 1

it obauL ot

1800-1900 SOCIAL HOUR - Officers' Open Mess
1900- BANQUET = Officers' Open Mess
Presentation of the Samuel S. Wilks Memorial Award
Dr, Frank F, Grubbs; Chairman of the Conference ” | : %

US Army Aberdeen Research and Development Center,
| Aberdeen Proving Ground, Maryland
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Thursday, 28 October

0830-1000 CLINICAL SESSION C = Sternberg Auditorium

s Chairman: Captain Isaac S, Metts, Jr,, Division of

3 Biometrics and Medical Information Processing,

¢ Walter Reed Army Institute of Research, Walter )
3 Reed Army Medical Center, Washington, D.C,

: COMPARISON OF TREATMENTS GIVEN BI=-VARIATF TIMF RioPONSE
. DATA .

Pearl A, Van Natta, US Army Medical Research and Nu=-
trition Laboratory, Fitzsimons General Hospital,
Denver, Colorado

EXPERIMENTAL DESIGN IN PROSPECTIVE STUDIES OF INFECTION
IN MAN

i
1

T

Major Robin T, Vollmer, US Army Medical Research
Institute of Infectious Diseases, Fort Detrick,
Frederick, Maryland

-

0830-1000 CLINICAL SESSION D -~ Room 358 i

Chairman: Davlid Howes, Strategy and Tactics Analysis
Group, Bethesda, Maryland
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0830-1000

0830~1000

1000~1030

1030~1220
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CLINICAL SESSION D (Cont'd)
TREATMENT OF NULL RESPONSES

GCenevieve L, Meyer and R, L, Johnson, US Army

Mobility Equipment, Research and Development Center,
Fort Belvoir, Virginia

DESIGN OF RELIABILITY EXPERIMENTS TO YIELD MORE INFORMA~
TION OF FAILURE CAUSES

Roland H. Rigdon, US Army Weapons Command, Artillery
and Air Defense Weapons Systems Direct>rate, Weapons
Ladoratory, Rock Island, Illinoie

TECHNICAL SESSION 5 = Room 372

Chairman: Erwin Biser, US Army Electronics Command,
Fort Monmouth, New Jersey )

MAXIMUM LIVELTHOOD APPROXIMATION FOR GUMBEL'S LA:/ AND
APPLICATION TO UPPER AIR EXTREME VALUES

Oskar M, Essenwanger, Physical Sciences Directorate,
Rese:irch, Development, Engineering and MSL, US Army
‘Missile Command, Redstone Arsenal, Alabama

STATISTICAL MODELS FOR HF IANOSPHERIC FORECASTING FOR
FIELD ARMY DISTANCES

R,J. D'Accardi and R, A, Kulinyi, US Army klectronics
Command, Fort Monmouth, New Jersey

C. P, Tsokos, Virginia Polytechnic Institute and State
University, Blacksburg, Virginia.

Break
CLINICAL SESSIOM E ~ Sternberg Auditorium

Chairman: Henry A, Dihm, Jr., Aeroballistics
LIRECTORATE, Research, Development, Engineering

and Systems Laboratories, US Army Missile Command,
Redstone Arsenal, Alabawa

SOME PROBLEMS IN THE DESIGN OF TESTS TO CHARACIERIZE IR
BACKGROUND TRANSIENTS

J. 8. Dehne, J, R, Schwartz and A, J, Carillo, Combat
Surveillance and Target Acquisition Lab, US Army
Electronics Command, Fort Monmouth, New Jersey,

THE ANALYSIS OF A SUCCESS-FAILURE TIME SFR1ES WITH AN
APPRECIABLE NUMBER OF MISSING OBSERVATIONS

Robert P, Lee, US Army Electronics Command, Atmospheric
Sciences Laboratory, White Sands Missile Range, New Mexico
xii
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1030-1220

1220-1320

TECHNICAL SESSION 6 - Room 358

Chafirman: Bruce J, McDonald, Probability and
Statistics Program, Office of Naval Research,
Arlington, Virginia

A DISEASE SEVERITY INDEX

Clifford J. ﬁaloney. Division of Biologics Standurdc.
_ National Institutes of Health, Bethesda, Matyland

EXTREME VALUE THEORY IN RADIATION=-STERILIZATION OF FCOD

Edward W, Ross, Jr,, US Army Natick Laboratories,
Natick, Massachusetts

DIGITAL SIMULATION OF EQUIPMENT ALLOCATION FOR CCRPS OF
ENGINEER CONSTRUCTION PLANNING :

D. W, Halping and W, W, Happ, US Army Corps of
Engineers, Champaign, Illinois

TECHNICAL SESSION 7 - Room 372

Chairman: Edward N, Fiske, Systems Analysis Office,
Edgewood Arsenal, Maryland

MACHINE GUN EFFECTIVENESS MODEL BASED ON STOCHASTIC VARI-
ATIONS OF THE BARREL DURING FIRINGS AS APPLIED TO HEMIS~
PHERE TARGETS

Captain Richard H, Moushegian, Systems Research Division,
Research, Development and Enginearing Directorate, US
Aruy Weapons Command, Rock Island, Tllinois

AN ANALYTICAL APPROACH FOR SOME AIR SCATTERABLE MINEFIELD
EFFECTIVENESS MODELS

Barry H, Rodin, Applied Mathematics Division, Ballistie
Research Labs, US Army Aberdeen Research and Development
Center, Aberdeen Proving Ground, Maryland

A MATHEMATICAL THEORY OF MEASURES OF EFFECTIVENESS
Captain David L, Bitters, US Army Combat Development
Command, Institute of Systems Analysis, Fort Belvoir,
Virginia

Lunch - Officers' Open Mess
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1320-1430

1320-1430

1320~1430

TECHNICAL SESSION 8 - Sternberg Auditorium

Chairman: Virginia W, Perry, Army Logistics
Management Center, Fort Lee, Virginia

OPTIMAL DESIGNS FOR ESTIMATING THE SLOPE OF A SECOND
DEGREE POLYNOMIAL REGRESSION

V. N. Murty, The Pennsylvania State Univerlity, The
Capitol Campus, Middletown, Pennsylvania

A GENERALIZATION OF MINIMUM BIAS ESTIMATION FOR WEIGHTED
LEAST SQUARES

John Cornell, Department of Statistics, University
of Florida, Gainesville, Florida

TECHNICAL SESSION 9 - Room 358

Chairman: Joseph 8. Tyler, Jr., Applied Mathematics

Branch, Systems Analysia Office, Edgewood Arsenal,
Maryland

A COMPARISON OF CLASSIFICATION AND HYPOTHESIS TESTING
PROCEDURES POR CHOOSING BETWEEN COMPETING FAMILIES OF

DISTRIBUTIONS, INCLUDING A SURVEY OF THE GOODNESS OF FIT
TESTS

Alan R, Dyer, Office of the Chief Operations Research
Analyst, ARDC, US Army Aberdeen Research and Develop-
ment Center, Aberdeen Proving Ground, Maryland

MAXIMUM LIKELIHOOD ESTIMATION OF LIFE~TIME DISTRIBUTIONS
FROM RENEWAL PROCEDURES

Larry H. Crow, Reliability and Maintainability Division,
US Army Materiel Systems Analysis Agency, Aberdeen
Proving Ground, Maryland

TECHNICAL SESSION 10 - Room 372

Chairman: Robert P, lLee, US Army Electronics Command,

Atmospheric Sciences Laboratory, White Sands Miasile
Range, New Mexico

SIGNIFICANCE OF OPTIMAL REPLACEMENT POLICIES

Royce W. Soanes, Jr,, Computer Science Office, Research
Laboratory, Benet R&E Labs, Watervlist Arsenal, Water-
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RANDOMIZED RESPONSE: A NEW SURVEY TOOL
TO COLLECT DATA OF A PERSONAL NATURE

Bernnard G. Greenberg
James R. Abernathy

Department of Biostatistics, University of North Carolina at_chapei.ﬂill
Daniel G." Horvitz

Statistics Rasearch Division, Rcsenrch Triangle Institute.
Reeeurch Ttiangle Purk North Cnroline

INTRODUCTLON

Refusal to reég;xmd'nnd an untruthful answer from a respondent ate rccogniied
as two prlncipal sources of nousampling error that can influence sample estimates
involving surteys tf human populations. These poténtial sources oE bias aré more
prevalent in surveys which invelve sensitive or embarrossing qucstions. Warner[llf?“
the developer of the randomized response technique, desigined the ﬁrocedﬁte in
order to reduce or eliminate bias introduved when respondents ih aurveys'delib-

erately pive false inforwation or refuse to answer questiona of a8 ptraonal or
stigmitizing nature.

Randomized reéaponse in a relatively new and exciting statistical technique
of gruatlpotcntial fn survevs of human populations. Although the method is still

in the infaney stage, much growth and development have occurred since its crea-

tion in 1965,

HISTORLCAY, DEVELOPMMENLS

Qualitative response. In his oripinal paper, Warner considered the case

where a proportion 1 of the population (say Group A) possessed some sensitive

characteristic vhile the remainder of the population did not possess the

This rescarch was supported under Researeh Grants HD 03461-01 and HD 03441-04
from the dHational Tustitute of Child Health and Human Developwent.
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characteristic. The objective was to estimate w. With the aid of a randomizing

;

device, the respondent sclects one of the following statements by éhance.

I am a menber of Group A. [with a probability of P}
1 am not a member of Group A, [with _ ,cobabllity of (1=P)].

",]
and answers "Yes" or "No" to whichever one of the two siatements is selected.
The -intervicver does not know which statement was actidlly selectad through

. . /
the randomization process and, therefore, does not know to which statement the
.», N B "

respondent's reply refers. Only the rasponden:.knows to which one of the two
statements his reply is addressed, I.H

The ra;ibnale underlying the randomfzed rcspénsa procedure is that, since
the respondent cagramswer a sensitive question without reveaiins his personal
situation, pocénzzél stigma and embarrassment on the part of the respondent té?r
removed. Under thesc conditions there i no 1ongef any necd to refuse to
respond or to give an Incorrect 6: evasive answer, If respondents are con=-
vinced that the procedure guarantees anonymity in this respect, it follows that
cooperation and validity of response should be improved.

The randomizad response procedure clearly does not permit interprecaﬁion
of individual responses and, in fact, is not designed for that purpose, 1Its
sole purpose is to determine T in a group of respondents, For analytical pur-s
poses the total sample may be subdivided according to age, race, and other
available characteristics in order to study the relationship of the various
values of 7™ in the subgroups.

Warner showed that the maximum likelihood estimate of 7 is unbiased, if

persons are encouraged by the technique to tell the truth, and its value is
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whgre
n is the sample size of which m persons reply in the affirmative.
The variance of the cstimate, &s given by Warner, is

T (1-7) + P(1-P)
.n . n(2p-1)2

Var(ﬁ) =

Abul-Eln gﬁ 52[21 cxtended Warner's model to the trichotomous case designed

to estimate the proportions of three related, mutually exclusive groups, one or

two of which pocsessed a §ensitive characteristic, The model was further

exténded to estimate any'jiproportions (3>3) when all the 3 gréup characteristics
are mutually exclusive, with at least eone and at most j-1 of them sensitive., The
reason behind this evtcnsion wvas to provide cheory for the mulclchotomaus situation
which 1s often found in practice. The solution to this problem was found to lie

in choosing a new, nonoverlapping sample with a different value of P for every
additional parameter to be estimated., \

Following a suggestion by Simmons, Abul-Elala] investigated;énd.describcd a
variation of the Warner technique known as the unrelated question model. VAs
indicated above, the Warner technique concerned two questions (or statements)
which are inversely related to the sensitive characteristfc. The unrelated model
is predicated on the assumption that confidence in the anonymity of the technique
would be increased if two unrelated questions were uscd, one pertaining to the
sensitive characteristic and the other to a nonscensitive, innocuous condition. -
Horvitz, 55'31[4] further discussed this modification and presented results from

(5]

two field studies. Creenberg et al studied the theoretical framework of the
unrelated question model with respect to cstimation of the sensitive attribute,
variance of the estimates, effect of untruthful reporting, selection of the

unrelated characteristic, and other design propertiecs. Mean square error efficicncy

of the unrelated question model versus the original Warner model was reported to



favor the unrclated question model, Further reduction in mean square error was

"'»'{u?' x "'.: - -

e vne ST R e

shown to accrue when the frequency of the unrelated neutral characteristic was

e

. : known in advance. Furthermore, a method of formulating the unrelated question
Y .

i

vhich insures g ppiori knowlcdge of its pafumcters was described., This latter

suggestion was made to the scnior author by Richard Morton of the University of

T N Shefficld and it Was fieid-testcd.by Greenberg gglgltlo] with favorable results.

The results of thin application are shown in the next section in an example where.. . .. ...

data on emotional problems are described.

" The maximum likelihood estimatc of the sensitive attribute, let us call it

3 T, now, in the unrelated questfon model (assuming that the proportion of the

population possessing the unrelated characteristic, My is known in advance) and

1 its varlancc arc

'A-nY (1-P)
(nylmg) = —5—

(2)

A1)

an

: : Var(nhluy) =
vhere

A = probability that a "Yes" answer will be reported, and

2 P = probabilicy that the sensitive question is selected by the respondent.

At

To obtain an cstimate of Tys one simply substitutes the observed value of

A, say X, for its cxpected value in the above equation. % 1s defined as E

" e

wvhere n and n have the same definition as in equation ().

Although highly desirable, it i not mandatory that an estimate of "Y be

known In advance. There may be situations where Ty is not known and not

i
T
o
i
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amenable to a priori estimation, Under these conditions the slﬁplé design
can ba alteyed to permit estimation aot only 6£ the ngncitivc characééfistic
by Ty as well, This may be acgomplishad byinclocting two,indcpcndont>|auplea
of sizes n and ny from_;hc population, Théie.iré two devices and they would
be arrnngcd in such a way that the ptobnbili&ies of golectinf the sensitive

question in the two subsamples (P, and P,, roiﬁ‘ctiveiy)-aré different., The

" resulting proportions of "Yes" responses in the two subsamples, ilwiﬁ&'ﬁé; would

also be different. _Estimntlén formulaa, assuming L% not known in advance, are

A o R
] Al(l~P2)—A2(;-P1)
A PruPz, : : -

;. x1P2~A2P1
? Pz-Pl

with variances,

vy - 1 [a@npa-et Ay (1-Ap) (1-P))?
A (Pl_P2)2 nl “2

(1-2,)P2 A, (1=A,)P?
v, - _12[x1 172, 72 21]
(Pz_pl) nl' nz

Gould 55_51[6] considered the unrelated question method with two trials
per respondent in an attempt to develop models of respondent behavior and

apply these models to survey results on illegitimate births in which randuvmized ;

respunse was used,
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Barkldale‘7) citendad previous ﬁotk in randomized response to permit the

A s e AL

estimation of tha coefficlent of correlation of two related traits, at least

ene of which is stigmatizing. The potential value of e-timattha the proportion

i e e St 2

of individuals with two attributes was also trentod.>4

Quantitative responsc. Most of the randomized response work to date

has bdén concerned with refining the technique for use in personal interviews
‘Q¢15§'4555£1663 of u qualitative nature requiring cnly a '"Yes" or "No“-response.

Théltechnique need not be restricted to nominal scale data, hoyeier. It has wide

aPpliéation in the area of quantitative responsge and study is ﬁaingvdirecced

toward further developwent of the method in this srea., Greenberg gg_glta] have

s dall S

presented theory underlying ths quancitative application of the randoﬁized

response procedurc including unbiased estimates of the population maan and

P

variance of both the sensitive and non-sensitive distributions,

1
3,
¥
A
1
i

The quantitative model differs from the qualitative in that the questions
' are designed to elicit & éesponse in quantitative terms rather than "Yee" or
] N "No'', The responses to both the sensitive and non~sensitiva question must be of

the same relative magnitude, thus making it impossible to identify from the

response which gquestion has been answered. The overall distribution of responses

18 comprised of numerical answers to both questions. This distribution must be
separated in order to provide estimates of the parameters of interest, viz., the
population mecan of both the sensitive and non-sensitive distribution, and their

3 variances.

Assuming two indapendent, non-overlapping samples of sizes ny and Ny

unbiased estimators for the mean of the sensitive and non-sensitive distributions,

.f uhrand Hy respectively, are shown(al tv be

-6-
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: % (3)
E }
g— N
“E where
.E B R probnbility thax the sensitive question 1. aalacted by the
; 'ug. ‘ rcnpoudent in !ample i(i-l 2), PI#P
L é E; = mean response of sample 1(i=1,2)
f 5 The variances of the two estimators, ﬁA and ﬁ! were found to be
.
: ; V) « —L— [ tvE) + 1-p)(E )]
¥ ~ A ey -py)? : 12
| ¥ Q)

V(i) = — uvﬁ)+sz)
by P P) 2V (2 (2)]

V(Z,) - -,%; [o3+, (o3=02) + P, (1-,) (u,-u)?).

The variances of the estimators can be conveniently estimatad by using

the sample variances s: in (4): V(El) - ni/nl and 0(22) = s;/nz.

Other developments. Since many survoys are self-administered by means

of mail questionnaires or other media, extension of randomized gesponse to

such sources of information is essential. The North Carolina group of

investigators is currently exploring the devalopment of a randomization
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device which can be implementad in the questionnaire. This technique presents
no substantive problems in statistical theory different from those alieady

studied but does present problems in question design, format, respondent

acceptance, and illiteracy.

FIELD APPLICATIONS

The first field application of the unrelated queatioh technique vas con-

~ ducted by the Regearch Trlungle Institute in Dctober,f1965‘[4]

, and involved

personal interviews in a total sample of 104 white and 44 black liouseholds in

which it was kanown that a live birth had occurred within the previous two

months. It was also known that 18.9 per cent of the births were illegitimate

according to the birth certificate on file with the North Carolina State Board
of Health, The respondents were asked to select a card from'ia shuffled deck of
50 cards and to answer 'Yes" or "No" to the statement printed on the card.

The
two statements used in the deck weret

1. Therc was a baby born in this household after January 1,
1965, to an unmarried woman who was living here,

2. 1 was born iu North Carolina,

The objective was to estimate the proportion of all households with a

birth to an unmarried woman. The results were in remarkable agreement with

the known proportions of illegitimacy in each race in the sawple.

North Carolina Abortion Study.

The North Carolina Abortion S;udy{9’1°]

wus a major ficld survey in 1968 to test the practicability of the randomized

response procedure in eliciting information of a still more sensitive nature

from the general population. Information was sought on a variety of subjects

dncluding illegally induced abortion, oral comtraceptive use, emotional

problems, and income.

Each of thesc areas of interest utilized an independent

il .otk W
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sample of women 18 yecars old and over from the éombined population-of five
metropolitan areas of the state. |

In deriving estimates of induced abortion, the randomization device con-
sisted of a small, transparent, sealed, plastic box with ewo questions printod

on the top, easily legible to the respondent:

1. I was pregnant at some time during the past 12 months
and had an abortion which ended the pregnancy.

2. I was born in the month of April,

The first printed statement had & small, red ball in front of it; the
second statement had a blue ball in the same location. 1Inside the box thare
wer@ 35 red balls and 15 blue balls. Tha respondent was asked to shake the
box of balls chor?ugbly. and to tip the box allowing one of the freely moving
balls tc appear in a '"window" lecated {n the device and clearly visible to
the respondent. The color of the ball which appeared in the window determined
which of the two statements the respondent.answere& with a simple 'Yes" or
"No". If a red ball appeared, she answered the abortion statement; 1if a blue
ball appeared, she answerad the born-in-April athtement. Each respondent was
urgéd to exporimént with the plaastic box several times to assure herself that
both co}ota of beads could appear in the window, Color blindenss is no problem
with female respondents.

On the direction of the intesvicwer, the respondent then shook the box
to answer the question officlally. The intervicwer was some distance away
from the respondent so that she was unaware which stp:eménc had becen selected.
The reapondcnt}s reply of "Yes" or "No" was racorded by the intervicwer with
no knowledge concerning which statement had been answered.

Subsequent estimates of induced abortion in the population of women 18-44

years of age indicated that 3.4 por cent of them had experienced an induced
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sbortion during the pravious year. 'ﬂy raclal groups the estimates were 1.4
pur cent for whites and 6.8 per cent for nonwhites, There is no viy these
findings can be absolutely validated. Tney do appear to be within the reslm
of reason, ﬁowaver. based upon limited evidence available for comparilon;
Thea women who were asked about'abottioq during the past year were also

queried about use of the contraceptive pill, . The procedure used was exactly

the same as that uged for abortion, except. that the.statements were different,

as follows:

1. I am now takiﬁg "the pill" to prevent prognancy.

2, I was born in the month of April,

The results indicated that one-fourth of the women were taking oral contra-

ceptives at the time of the survey. A higher estimate was found for non-

white women (28.4%) than for white women (23.1%) and this concurred with
previous expectations bacause of family planning programs conducted in some
areas for poverty grouns.

Ir another sample designed to obtain information on emotional problems,

the following set of questions was used with women 31 years old or over:

1. At some time during wy life I had an emotional problem
vhich caused me to seek help from & professionsl person,

such as a psychiatrist, doctor, clergyman, psychologist,
or social worker.

2. The color of the ball in the window is blue,

The emotional problem trial was different from the others in that it used

three colors of balls: red, white, and blue. After shaking the box in the

usual fashion and causing a ball to roll into the window, respondents with a
red ball {n the window answered the cmotional problem statement. Those with

etther a white or blue ball iu che window answered the other statement.

-10-
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Estimatas of the proportion of women with an emotional problem shoved
that 22.8 per cent had experienced such a problem which required profesaional
attention. The estimatas wera higher for nonwhites (30.6%) than for whitas
(19.9%). As vith abortion and oral comtraceptives, the emogional prob;gn |
estimates were compﬁtid ﬁnder the lsounption‘thic the value of the unrelated

quastion for the group was knovn 3n advance. This value for the emotional

'pfoﬂi&ﬁ’dépeéf-df the stddykwae dcfinéd-ia»thé'iitiomof‘ﬁhe“ﬁuﬁﬁér.bf ﬁém&h..“ -

drewing a blue ball to the number drawing a ncn=-red ball. The exact value of

the numerator and denominator were, of course, unknown., The expected value of

‘this proportion is the ratio of blue balls to non-red balis in the randomizing

deviée, and this was knowm. It was considered to be a reasonable estimate of
the proportion answaring “Yes" to the statement, "The color of the ball in the
window is blue" and was used iIn calculations of emotional problem astimates.
The North Carolina Abortion Study also collected quantitativa data on
abortion and income ‘using the rendomized responsde procedure. The statements

on abortion were as follows:

1. How mauy abortions have you had during your lifetime?

2. If a woman has to work full-tims to make a living, how
many children do you think she should have?

1
The principal difference between this application of the technique and

the situatfons previously described is that the answer was expected to be a
smail number rather than a "Yes" or "No" response. The éatimation procedure
vas entirely different, of course, The income statements were completely

analogous to those for number of abortion: in both application and analysis.

They were:

-11=

Ay

N 11w

L S T N

el caste

Lol

T T WGPV




Es
H

T A e

e

B e . - et

———

1. About how much money in dollars did the head of this
household earn last year?

2. About how much money in dollars do you think the average
head of a household of your size earns in a year?
Es;imates and variances of the mean number of abortions obtained over a -

lifetime in an urban population of women, and of mean income of heads of

'housaholds. were reported in [8]. A mére detailed treatment of data collected

in the North Carolina Abortion Stndy and the analysis both qualitative and
quan:itative mny be ‘found 1n [9, 10]. B

Other applications. Proctor and Gamble, Ltd., conducted a survey in

Ens;andllll in 1968 using the randomized response teéhnique to gain informa=-

tion on personal hygiene habits of housewives. Two sets of questions were !

H
used with the plastic box technique previously described:

Box 1

1, Have you cleaned your teeth today?

2. Were you born in one of the following months:
January, February, March, April, May, June, or July?

1. Have you had a bath in the last two days?

2, Were yu born on one of the following days of the month:

ist, 2nd, 3rd, 4th, 5th, 6th, 7th, 8th,.9th, 10th, 1llth,
12th?

For purposes of cnmparison, each of the two "sensitive' questions sbove

was also asked through the direct question approach of an analogous group of

women, The two sets of estimates of the proportion of housewives cleaning

their teeth agreed within limits of sampling error. The same was true of the

estimates pertaining to having a bath in the past two days. The authors con~
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+ 2 : cluded that the housewives understood Qhat was required of ﬁhem in the randomized

response application, but that neither "sensitive" question proved to be

3 : erbarrassing to the housewives. Hence, they felt the vandomized response

f was unnecessary as long a® dircct questioning is not embarrassing to the

. respondent. B ' v _
Barksdale reported using the randomizced response ptacpdure smong selacted

students at the University of Noxch Carolina[?l_to,juatify.the feasibility of . .

some of éhe extensions to the method which he recommended'na a result of his

G Dt i

na

research. He was concerned with determining the proportion of students who

had smoked marijuana et some time in their lives, and the proportion who had

3 : 4 3
3 never cheated on an examination, This survey was beset with many unforeseen LEC -
‘ o ' : 3
‘ problems leading the author to conclude that "due to the lack of an adequate .

lnhple size and experimental procedure, little credibility can be associatad , } ,f

with the observations",
The Research Triangle Institute used the technique in 1970 in a .drinking-
[12)

driving attitude survey in Mecklenburg County, North Carolina Comparisons

were made between randomized response and direct question responses,

LESSONS LEARNED FROM FIELD XXPERIENCES
The randomized response technique has now been widely tested in the field
and much has been lecarned as a result of these valuable experiences, Some of
the additional knowledge gleaned from these surveys is of a positive nature
which might be implemented immediately to improve estimates of the sensitive
characteristic. “The field experiences also identified problems in the
procedure which are not readily amenable to solution, and which require further ;

research. Some of the more important lessons gained from ficld experiences are

enumerated below, :

-13-
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1. The respondent must be convinced that the survey is for legitimate

o2

3.

&,

3.

research purposes, and that his anonymity to the sensitive question
cannot and will not be violated, The institution with which the

interviewer identifies ﬂimaelf is of particular importance in that

" the respondent must not get the impression that some igéncy is pr&ing

into his porsonal life for some ulterfor motive,

Estimatas of the paraucter, Ty, and itlﬂvariance are extremely sensitive
to the Pl {und Pi) valucs (probubilities of sealection of the sensitive
question associated with the randomization device)., It is, thcrafpro.
imperative that the device in practige produce these values wi;hin reiaoﬁable
sampling error and untainted by non~sampling error and bias. .

Further research should be directed toward determining optimum Pl

(and Pz) values from the point of view of acceptability to the respondent.
¥stimates of the parameter, Moo and its variance are sensitive to the

choice of the alternate (or non-aena;tive) question. The latter should

be chosen with knowm and relatively low prevalence in the population

being surveyed. It should not be foreign to the group, and must be culturelly
accepteble. It 1s best to choose Ty in the anticipated region of "A' If thesc
conditions cannot be met, consideration should be given to formulating

the alternate question as a function of the randomization device (as

was done in the emotional problem trial).

The intervicwer should thoroughly understand the technique and be able
clearly and lucidly vo impart this knﬁwledge to a respoudent whose

education fs minimal, The interviewer must evoke a feeling such that

the respondent has coufidence in her integrity and sincerity. Furthermore,
the interviewer should have faith in the procedure and not be askeptical

lest this attitude be unconsclously transmitted to the respondent,
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1. The reopoﬁdcnt must be convinced that the survey is for lajitinntc

R

3.

4,

5.

runegrch purposes, and that hie anonymity to tha sensitive question
cannot and will not be violated, The institution with which the

interviewer ;dentifiel'himsolf is of ppitiéula: importance in that o

R3]

the tgsﬂenr must not' gat the impression that some agency is prying ‘
into his personal life for iome ulterior motive. ' '
Estimateswof-thc~pnrametor;'nA,'nnd 1:3”vir1§n9¢'hrn'ckttdmily'lenoiéiii )
to the Pl (ynd Pi) values (prob&bilitioa of galection of the sensitive
question associated with the rendomization deviéo). It is, therefors,
imperative that :he:device in practice proddco these valuea vﬁ:hin reasoﬁabla
sampling error and untainted by ngn*uambling error nﬁd bilﬂ.'
Further research should be directed toward dstorﬁining optimun Py .
(and P2> values from the point of viev of acceptability to the relpondcﬁt.
Estimates of the parameter, Ty and its variance are sensitiva to tﬁe
cholce of the alternate (or non-sensitive) question., The latter should
be chosen with known and relatiQely low prevaleﬁco in the population
being sﬁrvayed. It should n&: be foreign'to the group, and muat be cﬁlturnlly
acceptable. It is best to choose *Y in the anticipated region of e 1f tﬁesa
conditions cannot be met, consideration should be given to formulaéing
the alternate question as a function of the randomization device (as
was done in the emotional probleom trisl).
The intervicwer ahould thoroughly understand the technique and be able
clearly and lucidly to impart this knowledge to a respondent whose
education 3s minimal, The interviewer must cvoke a fee}ing such that
the respundent has confidence in her integrity aﬁd sincerity. Furthermore,

the interviewer should have faith in the procedure and not be skeptical

lest this attitude be unconsciously transmitted to the respondent.
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6. The p:oblan of administering the technique to illiterates must ba ' o §

-y

é, ' , resolved.
7. The technique should not be used in situations where the direct question
can be usad.

8. Research :oward‘a more efficicnt randomization device should continue.

- o

. -
I e

Mnk;ng P_equivéléntnto %-hastihtuitivh appeal and gouldrgend_to ;céqen’
suspteton on the part of respondsnts that the procedure vas rigged fn '
some wa}. This value cannot be used in the original Warner modni as

~ S indicated in Equation (1); it cen be used in the unrelated question '

| model (Equation 2) but with a loss in efficiency when compared with

. _higher values of P. This loss might possibly be overcome by inqrgnacd

cooperation on the part of respondents when, for'cxaMblo, a simple toss

X : of a coin is used In lieu of the box-and-balls device currently used. -

POSSIBLE APPLICATIONS IN MILITARY RESEARCH
;ﬁ There are several sensitive aress involving the military in which informa-
: tion may be vital but unavailabie because, for obvious reasons, the direct
question approach would not yield truthful responses.

One guch matter involves the usa of drugs by members of the armad forces,
The randomized response method could be utilized to dete;mine the proportion of
returning personnel or veterans, for example, who experimented with heroin,
or any of the other drugs available during their service abroad. Such a
study would permit estimates of drug use by memSera of the military classified
by renk, branch of service, location of station, age, length of servica, race,
and a multitude of other characteristics.

Homosexual practices among the military is another field in which reliable

information may be practically non-existent. It is genaerally conceded that

«]5~
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knowledge of the extent of a problem 18 a prerequisite to Jaunching a program

to prevent or reduce the problem. This would be particularly true for homosexual

or other deviant sexual practices that may ekisc in the grncd forces. Dceqiled
clasaification by branch, rnﬁk. and other strata would also be aVaiiable.

-A.otudy of gptitudea and obinicns of members of th; armed fdrceé édw@rd
_ofticefu,-ﬁilizéry service in genéral, discipline, snd related ndtters iu‘,:“
enother fertile field for exploration with the rindomized rcapoﬁée technique,

f Alcoho;iam~§mong the miliiary is yet another;fiéld'in"whtch';hc lack of
valid data on prevalence could be rectified through the use of randomized
response. Obviously, there are many other areas of po:entiil use in the
qilitary vhich could be enumerataed but those mentioned suffice.go indicate

the potential of the method.

SUMMARY .

A method of reducing or eliminating bias introduced when rqtponden:ﬁ-in
sutveys deliberately give false infdrmntion. or ‘refuse to answer questions
of & scnsitive naturc, is described. The method is known as randomized
response,

The growth and development of the method since its origiﬁ in 1965 to
the present time is dbcumented. Special cmphasis is placed on lessons that
have been learned through several field experiences involving application of
the technfque. Some further research on the mathodology is indicated.

Several potential applications of randomized response among the armed
forces are discusscd. These include the use of drugs, homosexual practices,

attitudes or opinions toward military matters, and alcoholism.
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THE CHARACTERIZATION AND ANALYSIS OF
COMPLEX BIOLOGICAL RESPONSES

Captain J. Richard Jennings :
Dept, of Experimental Psychophysiology
Walter Reed Army Institute of Research:
o Washington, D, C, -~

ABSTRACT, Complex, time-~varying biological responses to discrate psychologica . .

events pose problems of numerical charactarisation and statistical analysis,
Biological rasponses, such as brief héart rate changes and cortical evoked
potentials, are multiphasic response with inherent dependency within the

"rasponsa. Thls dependency should be identified in order to separate .

biological eontrol influences from the influence of the psychological .
evant., A prototype exporiment is developed basad on actual data illustrating,
these problems. Alternats analyses are suggasted and advice concerning the
application of multivariate techniques is sought, . '

INTRODUCTION, The ackurate and complete numerical characterization of

a biological systam's ¥eaponse to stimulation ie a vexing problem -for wany
investigators, This ie particularly true of the invastigator sasking relaticons
betwesn paychological and physiological functioning within a normal human

being. In such investigations a clearly spadified psychulegical event is
presented and the physiological reaction is nbserved, The physioclogical
reaction is not simple, howaver, Reactions are generally sxtended in tims and .
vary during this tima, In addition, such physiological raactiins are multi=
determined -~ biologicai controls on the response necassarily interact with

the raaction to the psychological event, - Current knowledge of thede rasponss
deteraining events and their interactions doesn't seem to allow any straight-
forward deterministic modeling of the biological response process,. The

first approximation to understanding these response processes must be, it

seems, through an empirical and statistical approach,

The biological responses of particular interest are those which occur as
time-varying responses to relatively specific stimulation, An examupls of
such a respoase would be a second to second change in heart rate induced
by a burst of white noise or an electrical potential change in brain waves
elicited by a flash of colowrad light, To elaborate the heart rate example,
at the onaet of a burst of white noise, a person's heart rate, which
even without stimulation shows momentary variations in rate, may momentari.y
slow down and then speed up prior to returning to a pre-stimulation rate.
With this type of response in mind, the basic questions of this paper can

-19-
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" be posad: "How can this biological resiionse bs charactexisged in a simple
yet complete munner? How can the cliaracterized vesponse ba compared to
both pre-ccinulus variability and responses to othnt psychological stiauli?"

=y~
i e S

.VA PIOTOTYPI EXPERIMENT, A scmevhat simplified prototype -zporinnnt hll Laen.
designed. that 1iTustraces s ganoral approach to experimentation with ' " N
paychoptivsivlogy. ‘After the description of this prototype cxpcrincnt, the
problem will be reduced to the .comparison cf two heart.rate responsc curvus
based on real data collectsd under circuuueunccn nnnlo.oun to thclc ot tha .

.;:prototypt cxpctinant...“i-. e _ et

antin

i

'

. Lo . The protocypc ltudy concerns thn information prucolling of nu-bnr-
= : : wi:hln a map reading problam, Subjects highly familiar with & certain map
were given two tusks. For both tasks & sat of eight numbers reprasenting
map grid cvordinates was presented visually for five saconds using s slide
. proisctor, In one task the gubject was required to remembar tha exact
¢ ~coordinates, In the other task the subject was asked only to decide which
S quadrant of the map contained the coordinates displayed. The physiological E
: concomitants of performance in these two tasks ware of primary interest. ; :
More specifically, a pronounced physiological reaction was expected to '
accompany the task demand for exact grid specification, but not to
lccomp:ny the 1.-. domanding quadrant plscemont task,
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The,expcrimoncll dasign specified the use of ten iubjcut-. In order to

o use esach subject as his own control, each subject performed in both tasks. b 1
; Five subjects yarc randomly grouped to receive the coordinate uemory task ! 3
o " first and the rempining five received the quadrant placement task first, 3 ;]
; Three response moasures were collected: heart rate, skin conductance (GSR's), i - 4
and accuracy of performance on the information processing tasks, Each - ; : A

task was composed of ten trials ueing different map coordinates. Tor sach
task the response neasures were avcraged over the ton ttiall. The design can
be diagrammad as folliows: -

20~
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Assuning for a moment that the three responme measures wars simply ﬂidgle

nunbars reflacting the heart rate, skin conductance, and performance responaes,.

8 rather straight-forward analysis of the results might be possible, A tech-
nique comparable to the profile multivariate snalysis of vaciange. suggested

‘by Morrison (1967) might provide an overall estimate of the presence of any

aignificant effect due to task and order treatments within the three response
measuras, Subsequent comparisons following a multivariate analysif #&
determine the locus of any significant effacts. Tha’npplicntﬂﬂfiﬁgfc s
technique to the current data is not straight-forward. However, papers such
as Potthofif & Roy (1964) suggest that generalization to cases such as the
current one are pousible, In short, if the data could truly be fit into the
layout of Table 1, a comprehensive statistical analysis would seem possibla,

The probiem arises that, in fact, at least two of the response measures
(neart rate and GSR) sre not single numbers but a vector of dependent values

. reflecting both pre- and post-stimulus physiological activity. The decision

of how to analyze this vector of values must be based on some knowledge of
the nature of the physiological response and also upon ths validity and
availability of statistical methods of repraesenting this data, A detailed
knowladge of tha heart rate response maasure may aid in this decision,

THE HEART RATE RESPONSE., Psychophysiologists find it meaningful to measure

- heart rate during pﬂycﬂological performance because of a belief that the

autonomic nexrvous system is continuously adjusting the internal wileau of

the organism on the basis of events in the external environment, These
adjustments are generally not massive enough to enter our awaraness, although
in states such as rage we are aware of physiological changes, Minor
adjustments occur, however, and can consistently be related to psychological

-avents, Thess adjustments appear as momentary changes that ara not

observed if pulse rate is measured over a minute or mo, In order to
observe such changes, the time betwesn individual beats of the heart must be
measured, This time can be converted to the familiar beats per minute (bpm).

Heart Rate (bpm) = éb seconds
Inter-beat interval (seconds)

For example any interbeat interval of one smecond yields a heart rate of 60
beats per minute. In such a manner instantaneous heart rates can be exprassed
for individual beats before and after stimulatfon, In Figure 1 the rate of
the heart is plotted for six beats prior to and six beats following stimulus
presentation, Focusing on the curve with the solid line, the first three
brats plotted show a stable heart rate of 82 beats per minute, This is
followed by an increase to 83 bpm for the next three beats and then the
reaction to the stimulua follows, a decrease in rate followed by a substen-
tial innreass, Thase are the sorts of brief changes in heart rate under’
study, Note that Figure ] represents a total time of about ten seconds.

Raturning to the prototype experiment, Figure 1 representa the cardiac
responses to the two experimeatal tasks. [he heart beat response curves are
compared for the coordinate memory task and the quadrant placement task (the
order of task presentation 18 fgnored for sake of simplicity). The data
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for the individual subjects are showa in Table 2, Figure 1 indicates that
during the coordinate memory task a relatively slow heart rate prior to
stimulation was fullowed by a brief slowing and then a substantial speeding -
after stimulation, For the quadrant placement task a relatively fast heart
rate was replaced by a progrcultvuly slowing heart rate after stimulation,

.
T DR " T AT RERETINY

* i B, o olobris ik SR e 50 Nl ©

The basic questions of response characterization and analysis can be
pouod bllld upon the rnnponco curvcc shown in Fi;utc 13

1. Doas thc post |t1mu1us reaction 1n oithet :llk conltituto a rnal
response to stimulation as opposed to a chance occurrence?

et e e o WY . . - LA
iy s kg i . I~

2. Given a true change in heart rate, do the complex, time varying
responses in Figure 1 represent a unitary reaction of the cardiac control
5 ' system? Alternately, can this resction be meaningfully separated into a
number of independent or semi=dependent components representing, perhapl.
the influence of different cardiac control mechanisms?

G S LY

A3, Sk

L

3. Given a set of meaningful components, can a comparison across tasks

be made of these components? . N

l i
None of these questions are novel, Various approaches to their solution
have been offered, but none have been generally nccepted. Furthermore 3
current interest in multivariate techniques leads toN: reopening of such { -
questions in the lisht of the availability of these methods, The eventual }> ]
goal being a simultaneous analysis of a whole set of biological and psycho-
logical dependent variables.

PR

SOME _APPROACHES TO SOLUTIONS, Question l: Does the post stimulus reaction in
either task constitute a real response to stimulation as opposed to a chance
occurrente?

A relatively straightforward solution to this problem may exist, The
problem is essentially to decide whether two vectors both of size n (the:
baseline beats and the response beats) are significantly different, Given
adequate experimental planning, an equal number of heart beate should be
available before and after stimulation, The pre-atimulation values should
be collected during a time period adjacent to the responss when no psycho-
logical events are influencing the heart rate consistently, This is achieved
by initiating stimulus events, ¢,g, map coordinates, at quasi-random times |
after the response to the previous event, Thus the stimulus induced pertur- i J
bation in cardiac rate may be compared to a sample of normally varying \ ;
cardiac rate, : 1

{ : Two requirements must be placed on the analysis, First, it must take i
into account the marked dependencv between beats and between the two periods. F 7

§ In addition the integrity of the beats must be maintained -- averaging across ‘ :
e . beats would eliminate the transient response that is under study.
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. than a classification factor., The question remains whether the undarlyirg

Two atatistical approaches have besen used both of which seem inelegant
“if not unsatisfactory, One approach (s.,g. Coquery & Lacey, 1966) has bean
to do a series of univaria:e comparisons (e,g. Wilcoxon paired comparison or
t=test for dependent x's) between analogous beats (pre-stimulus beat 1 against
post-stimulus beat 1, etc.). This approach yields a set of points in the
response pariod that are supposadly significantly different from analogous =~
points in the pre-period, This approach would seem to capitalize on the
beat-to-beat dependency within tha data as well as on random variations 1n
the numerous errors terno used in the t—-tests,

A second approach (e.g, Wilson, 1967 as derived from Greenhouse &
Ceisser, 1959) uses an analysis of variance design which treats baats as a
ciassification factor., In the case of the current dats, a two-way analysis of

[ ;-‘..mu_i-wmmu;wwl?:“bd b AL 2
T 1

variance, might be sat up with pre~ vs, post-stimulation as a factor (two jfr'

levels) and beats as factor (6 levels), A significant main effect of beats
is interpreted as showing that consistent differences between beats occur,
Central interest is, however, in the besats by pre- vs, post-interaction,
This interaction is interpreted .as showing that the beat-by-beat response
curves are different betwaen the pre- and post-stirulation pariod, Daspite
adjustuments in degrees of freedom to "account for" dapendancy, thia sort

of analysis seems questionable {f only because of the peculiar uss of beats
as a classification factor, Another problem with this analysis may be the .
varying degrees of dependency often found in physiological data,

The direction of solution for this problsm seems at present fo be a
multivariate analysis comparing the two vectors simultuneously, The
problem of comparing dependent vectors within the sams sampling unit remains
somewhat confusing, however, The intuitive appeal of the multivariate
approach is the consideration of heart beats as a multiple response rather

model truly represente the data or questions better than the univariate
approach, As noted previously, papers such as that by Potthoff and Roy
(1964) suggest gsome optimism on this account,

Question 2: Given a true change in heart rate, do the complex, time
varying responses in Figure 1 represent a unitary reaction of the cardiac
control system? Alternctely, can this reaction be meaningfully sepatated

into a numbe&r of independent or semi-dependent components representing, perhaps,
the influence of different curdfac control mechanisms?

If the cardiac response is indeed different from baseline activity, the
nature of this response becomes the next question, Has the coordinate memory
task produced a truly independent acceleratory change in heart rate or is the
speeding seen in the latter part of the response period due to biological
regulatory adjustment from the immediately prior slowing =- or even due to
the relatively low pre-stimulation heart rate? In short what is the depen-
dency structure within the total KR sample including baseline and response,
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An example of the type of biological control system way be.helpful in
sxplaining the need to b ¥ary of changes in responue that are physiologi=-
cally induced rather €han caused by stimulation. Thia.example will also
desonstrate the nsed to look within the HR rasponse for dapendency., A basic -
and well known control mechanism present in biology is the homacstatic loop.

In such cases differences from a prssst internal state of the system ara
corracted by a nogative fesdback loop bused on the output of the system, In
the cardiac aystem, for example, baroreceptors in najor arteries sense pressurs
and rate changes, ‘Significant changes in rate or pressurs cause the baro-

__ raceptor to send via the nervous system inhibitory signals which result in a.
corrective rsturn of rate and pressure to normal levels, Thus, an efficient
control loop prevents any major changes in cardiac parametars,

Within such a system, any change in heart rate would be expscted to be
followed by a feedback-induced change in the opposite direction, To the
psychologist thie feedback induced change is of little interast, but rather
may mask to some degres further cardiac changs induced by the experimental task,
Thus a brief sloving ofsMeart rate (as in the coordinate mamory response
curve) may elicit a homsostatic accelsration, This acceleration may either
mask further deceleration of heart rats or combine with a psychologically-
induced acceleration thereby confounding this reaction. Thus, if one wishes
to demonstrate an accelatory reaction to a task, the independence of the
acceleratory reaction vis-a-vis prior changes must be demonstrated. Prior
changes must include both pre-stimulation oscillation as well as preceding
changes within the cardiac cesponse, )

Paychologists have been concerned about biological control influences or
reactions for at least 20 years. Early papers in the field formulated con-
cepta such as the "Law of Initial Values" stating that the preresponse level
of the variable influenced the responss lavel. In general the notion was that
the lovar the initial level the greater the probability of a large response.’
In practice, most have followed the genaral outline of the suggestion of
Lacey (1956) and empirically found the correlation between pre~ and
post-stimulation levels and covaried out this influence upon the response,

Let us look at the application of such notions to our HR case,

The problem of the nature of the beat-by-beat data rises at once, The
data is c¢ollected in order to look at momentary reactions not at changes
from a base level to a response level. Through averaging across beats the
HR data may bs forced into this model, but there is no rationale for doing
this, The underlying ratiotiale for correcting for dependercy is to subtract
out or at least ba aware of biological control influences upcn the response
unrelated to the experimental manipulations under study. The responss
assumedly due to the experimental manipulation is a moment:ry flunctuation
and thus meagures of this fluctuation not averages should be corrected., In
like manner it seems more reasonable to covary with the pre-stimulus degree
of fluctuation than to covary with the pre-stimulus average,

The influence upon one another of fluctuations within the response itself
also shotld be investfgated, Each task is expected, however, to produce a
distinctive responsa curve. For example, the response to the coordinate
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‘combined quadrant placement and coordinate memovy dats. In contrast the ... .
" . correction for pre-stimnlation vuri-bility should be applied across all tasks,

.af the maximum and minimim as would be done with a variance estimatas;

‘tims=-locked, howaver, the use of maxima and minima may be praferable to the f
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N

memory task 1ncludol an early deceleration whilo quadrant plac-mont task
doss not show deceleration until late in the response period. The maxiium
heart rate in the:coordinate memory task response should be correctsd for
the influence of prior deceleration, It is not appropriate,. however, to
perform the same correction on the quldtlnt plucemant data or ihdeed on the

S Bk I

Pre=atimulus varisbility is assumed -t {a inherent variability and avery
pre=stimulus period should be a sample of this variability, Thus in order

to correct for the influence of the inherent variability, the best estimate '
would be the mean of all the pre-stimulus periods,

“*fhe upshot of such thoughts ssems to be an extensive correlational
analysis of the complate HR (baseline and -responss) curve, 1Two snalysas are .
suggested: 1) determine the correlation betwsen pre~ and post-stimulus = 3
fluctuation and then to xenove the influsnce of the pre-stimulus fluctuation; :
2) determine the nc:UEZbru of the poat=-stimulation response separately for C
each experimental treat®ant, The first snalysss would involve correlatioms ]
acrces subjects and across all experimental treatments vhile the second could
be done within and/or across subjects within sn axperimental trestment. group.

Buth of the suggested analyses :equire that a score or set of scores
representing HR change ba derived from the data, These scores might be
data points themselves or a derived atatistic, Initially one might take
points of intuitive interest such as maxima and minima snd treat thess as
scores rapresenting change, Tvwo advantages of such scores can be cited,
First, they estimate the fluctuation in the data without losing the identity

Second, they express the variability independently of the time dimension, 7
This second advantage is important within the pre-period becauss this perfod :
18 usually initiated randomly with respect to time, Thus the pre-pariod will ]
show random seuguents of any ragulsr periodicity, With respact to the

post-stimulation response, the temporal information becomes lmportént in ;
defining the respouse, and thus simple maxima and minima are not as advanta- :
geous, In cases where the poat~sgtimulation rasponse is not precisely 1

method to ba developed balow, . ] .

The correlation of maximum and minimum acores from the pre and response
pariods could serve to estimate the degree to which the miaxima and minima of
the response reflect baseline fluctuations, This assessment may be made
separately for the basal maxima and the basal minima's effect on response
maxima and minima. Regression equations basad on one or more of the four
corralations computed could be umed to "correct” the response scores by the
baseline scores, This procedure appears to be a workable solution to the
"{nitial value" problem albeit a cumbersome solution, Objsctions to this
solution are the intuitive approach of lonking at peaks and valleys and the
probable unreliability of single points plucked from either the basal or
reasponse curves,
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An alternative to the intuitive points of interest would be an attempt
to incorporats all the hsaxt beats into the analysis. Tﬁil would in general
mean doing snalyses which pressrve the time dimension, A simple correlation
between nnnlo;ou- points in pre- and post~stimulation resporisa might be
considered, Thq randop timing nature of the pre=stimulation paried discussed
above argues against this approach for the pre= Ve, post=respoise comparison.
Some form of time independant data tuprcucntation..nhch a8 developsd above,

- would sesm to be the preferred approach to the pre-post. arison, An
alternative might be to eliminate the specifiic pre-period th favor of a

" -subdtantidl baseline period of ten minutes or so. Auto-correlational or
time series tac'iniques could be applied to the baseline dltl to derive the
components of the resting varisbility, Tha response curves.could then bae
compared to the bassline spectra, This comparispn would probably not ba
statistical, however. : ’ .

The dependency structure hithin th; .cardiac tasponse to & specific task
(the sscond analysis) may be untangled with a time=based correlational analysis,
The fruitful application of this lnll*lil requires that tha cardiac responss

% to the task be time=locked in a similur manner acroas all subjects, If this

& is the case, a simple correlation matrix consisting of each heart baat's
! i correlation with the romaining beats should be revealing. Beats, other than

b immedisately adjacent beats, that are significantly correlated would indicate

g dependency within the response. Such dependency would ba preliminary evidence

E for either the operation of a biological control mschanism or the presence

g of a unitary but sultiphasic responsa, With such interpretations in mind, 1

3 it would be of intersst to further explore the dependency structure, Pactor _ |
«# £ analysis might provide a statistical tool for this purpose. The abilicy to 3
' i isolate independent factors within the rasponsa is appesaling conceptually {

b although practical problems of the interprectation of factors might emsrge, 1

% Other practical considerations are whether or not to rotate the factor 3

matrix, which rotation to use, and whether the factors should be derived from
the covariance matrix or the correlation matrix, (The covariance matrix is a
possibility because all of the scores have the same bpm metric), Even the
basic correlation matrix should answer, however, the question of whether
dependency exists with the cardiac responss to a task,

.

[

In summary, an exploration of the question of the natura of the response 1
. has suggested that this problem be split into two sectiorns. 1) Can the 3
post-stimulation resporse be predicted from the pre-stimulation variability?
This question may be answerable by intercorrslating intuitive points of
interast, such as maxima and minima, across the two segnant of the HR response
curve, 2) What are the dependency characteristics of the post-stimulation
response? The direction suggested to answer this question was an extensive

1 . correlational analysis,

¢ Question 3t Given a set of meaningful componants, can u coﬁparilon
across tasks be made of these components?

R e i

o

-2Ya




. e AT R e ST,
b re ey . PRI Lo AT s e DAt s ). WA e R
LT amth TR I T sk ey ¢ B AT ST 2§ T e Do o e e s O T TREE PRSI - TR MR SN L FIETE NN LR T AT BRI p

B il B

The meaningful comparison of the cardiac response to quadrant placing
and coordinate memory is the essential task remaining, -Two of the previously
suggested analysisd tcchniquoo can bc usad co lhov some problcnl involved in #F
such a comparison, ' -~ ) S e

o T

In diaculling thil.qunution. the rclliltic lnluuption will be made that
a moderate degree of dapendancy éxists within the response to the task und
batween the pre-period and response pericd, If {n-fact little dependency
uxists, then relatively c:rnight forward ltltiltical conparilonl are
possible,

One approach to comparing cardiac responses would be to use the results

of the factor analysis suggested earlior, Hopefully, this analysis produced
two or three independent factors that were interpratable in terme of differant
: "influences on cardiac function. If one of thase factors vas interpretable. As
] the influence of the psychological svent, then primnry interest would be 'in-
o ' identifying this factor in the response to both tasks and then conparina the
factor loadings. _1t is likely, however, that less clear factors would emerge _
and that more than one factor would seem implicated in the response to the ™ .
psychological event, In either case, the factor structure of one task must =
be interprated and then the factors within the response to the other task
muat be rotated to the criterion cf matching the structure of the first

task response. Once this is achieved, a statistical comparison of the load-
ing on each factor would be desirable,* It ir very unclear vhethar some

type of analysis of variance on factor loadings would be desirable and
justified, (e.g., Factors X Tank X Order X Replications). .Indeed tha whole
procadure just outlined seems suspect and suggests that other forme of
nultivariate analysis might be preferable. :

R s e it o 8 bt g i AT R et Sl oD T A

The use of intuitive peaks and valleys is another way of comparing task i
responses. These scores must be adjusted i{n some way by prior valuas, how- .
ever, This necessity seems in general to lsad to a proliferation of scores
with dubious validities,

.For example, a response maximum score may ba corrected by covarying
the pre=-response maximum and minimum and, perhaps, even by covarying an
immediately preceding response minimum, Seven different scores can be
generated using different combinations of these covariates., These sevan
scores plus those for the response minima could be anslysed one-by-one
using a univariate or multivariate analysis of variance, The high degree
of intra response scora depandency, however, posas interpretive problems,
Similar argument can be made for and against a beat-for-—beat comparison
of two response curvas,

#* Dr, Robert Chapman also of the Department of Experimental Paychophysiology,
WRAIR, has developed ideas along these lines in attempting to deal with the
comparison of cortical evoked potentials. His ideas suggested this applica-
tion to heart rate.
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In concluggon. the problam of how to |tlt1:ticallv analyse and.
characterize & cumplex, dependent time-varyiig fesponse has baer: pdudf

" The-question was posed in terms of s ‘prototyns, cxpcrintnt and then a S :
_‘specific comparison of the respousy drﬁui ied tiia question in wore detail.' —

Tanative approaches.to soms aspectr u‘lzhe ‘vroblem wers offered but no
truly coherent maans of charnct-rigi,ﬁyihd4agﬁly|;nl,;hq data could be
offered. What would you do? ‘ '
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COMBAT MDDELS AS APPLIED 10 RADIOTHEﬂAPY“

‘Barry W. Brown James R. Thompson
. .M. D. Anderson Hospital and Tumor Institute : - Rice University and
" . R. M. Thrall and Associates
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ABSTRACT
"The equations of chemical kinetics have been applied to combat models for
over half a century. Because of wide variability in military performance duc

7 to personal iricfetive, terrair, weather, ete,, such appliéations Ahave sometimos

SRR S e b

Héd their difficulties. However, kinetic equations are very useful in describing
the treatment of malignant tumors by chemotherapy and radiotherapy. A fairly

general model for radiotherapy is proposed. The combat analogy is that of an

R T R o

"iﬁvulnerable blue side engaged in the destruction of & red force inextricabls
iﬂtcrmeshed with a defenseless pro-blue side, e.g., 8 in the use of air pover
¥ to suppress a ruerilla insurrection, It fs demonstraied how the mogei answors

some 0of the conjastures of experimental rediology. Moreover, the model shous

liow acuite dose external peam treatment muy be used to simulate continuous low

Jdoge (harapy. This should enable (generally preferred where feasible) "radiun"

-
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treatments to be employed in many more cascs than at present,
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Inttoduction., The credit for introducing differential equetion models into the

theory of combat is generally given to Lanchester [10]. His early two force

models &re of the general form
g’z‘ - '.1,‘- - .,y' - .axy )

g‘% .-‘bix - bgy - baxy .

Thoaq‘}uy aalilf be extended to &8 variety of heterogeneous force models.

‘.Below we exhibit a combat model useful in formulating etrategies in =
radiotherapy. In the context of wqrfure. it is a de;cription of the use of
airpower in a frlendly area occupied by an enemy force, Let cheri be §$Van an
enemy with strenpth w and three friendly forces with strengths x, y, and &,

Over a particular interval of time, let the equations of attrition be given by
dw
E-t- - -c‘wz -+ q.w

dx
at ~ “CaX? + q,%x

d 2
E% = -oayz + Gyy

dz

a0

where the xeplacement parameters satisfy q, > q, > q, ~ 0,
Such a situation might arise wherc airpower, z, is to be used in destruc-
tion of an enemy with strength w . Because the enemy is miqu with the friendly

inhabitants of the area, it is imposaible to avoid & certain amount of noun=enemy

injury and loss of life. Some of this attrition will occur in segments of the

B
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population - e.8., village elders, civil rosistance iforcus, ate. - which can be

satisfactorily replaced very slowly. These are the forces with strength x,

Other non-enemw lon of life'will include persons not inrpositions esnehttal ke -

the tcsistance effort, However ghantly their denths are. fnom a humanitarian

ltandpoint. "their niches in the lOctety are filled relatively awlftly. Iheua are

the forces with ltrqngthl'y.. "the enemy forces are considercd to be reﬁldcqpﬁlgf‘“

rathar slowly = c.é., by indoctrination of friendly forcén. It is acgpmad fhat
a fairly constant airppwer committment is made by the friendiy lidé.ﬁléh los;el
replaced immediltely.”vThe above ﬁddel might be a useful deucfiption of a number
of real world uses of éifpdwar:- e.g., some of the hoﬁbiﬁg cdmpnign& in Indo -
China. The probiﬁm is to minimize w_subject to constraints on x and vy .

It happens that the modpl described above 18 also useful in the. consider-
ation of the problem of ob:atning optimal strategies in rndiothvrapy. The
effect of a treatment on three saparate cell groupings nust be considerced.
First, there is the maiignant tissﬁe which we seek to dcstroy. Nexf,rﬁherc are
connective, vascular and nerve tissues which afe.rep]aced 80 alowlx‘thac they
can be considered virtually irreparable. Finally, there are the functionel
tissues, skin, muscle, gut, etc. Under moderate radiotherapy, these tissues
are replaced very swiftly and practically need not be considered as a constraint
in the treatment, The problem, then, can be treated as one of constrained
minimization, We wish to destroy as much neoplastic tiassuc as possible without
causing so much destruction of conmective, vascular end ncrve tissues thut.a

necrosis will result.

It is a genzrally accepted view that low rate coutinuous radiation by
radium implants is preferred to high rate fractionated external beam therapy

{4, 7, 12, 13], Unfortunately, only a small percentage of maliguant tumors can

be treated by implantation,
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The purpose of this paper is to usé a Lanchester type model to 8ive an

interrelation between continuous and fractionated radiation thefspies. Having

. achieved thtl objecttve,'we shall demonstrate a scheme by which the effect

of continuoun tharapy nay be closely lpproxtma:ed by a Irncbionacad regima.

Diocunnion., All our modelltng has been cnr;ted out under the- aaaumpctonn of
multi-tlrget :hcory (for. an. excellent tntroduction ‘to the subject see Barendlen"'
(1)). Baatcally, it is aunumed that ench cell hla n targets. when 011 n
targeta have been damaged, the cell il destrnyed. _A convenient meaaute ‘of doae
*a the number of Dp's dalivc:cd. where for a given type of cell a dos : of one
Dy will rclult in as many. hits aa.targets.- All targets are tepaired c;h-

)
currently {5, 6, 20) and at a rade which is a paramc:er u* the mndel The -

equition for che surviving frnc:ion of celin at thp end o£ a high rate treat-

men: of dos@ D (in Dy's)  1is given by '_~ i

.. ‘e “D.n . . T !
L8 4 =2 =~ 4 . .
i

The chaige of seneitivlty during the cycle 12, 8, 11, 15 16, 17 18) is ;"“

‘accounted for by a variation in the target. number [15]. fThis :nriation is nppnox-

imated by bteaking the cyele into two phasea, one s resistant phase 1ﬂ which
cells have a high target number, the ather a ‘senaitive phasé_in vhich a single
hit kills the cell. . :
In“Pigurg,l we show our basic model. 1In a short intekval of time, dt, a
proportion k, ug, of the cells 18 leave resistent phase. ‘During the same
time interval, a propsrtisn "k dt leave the sensitive phasa, Dufing mitosis
cach cell isg teplaced by an average of ¢ daughter celly which immudiately
enter the sensitive phase, When no cells die, q is 2.0 . For nonprolifer-

ating tissue, q 1is 1,0, Generally, we have assumed @ q value of 1.1 for

neoplastic tissue.
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 the dosc rate (in units of Dg). Assuming that # fixed fraction w df the _Jﬁ

AL.5

It is assuﬁad that durinz continuous raaiothetapy, in addition to single
targ@é“killing. therc is an appreciable ambuht of single hit kiiling (1, 3, é,
14, 19), This damage may rcqult from high LET traversal |3, 14, 19], the -
hccumulacion of a few relatively htgh energy traveraals. or some targec which

cannot be rcpaited but whicn has a: higher Do :han the reparnble onea. In i

" systems wiLh an apprecilble ﬂumber of tarsetl, alnmat 411 ktlling frcm low rate

"radiation appears to be due tq irreparhble damnge.' ;g ;?' C

el
HE

In continuovs radiotherapy, nilling is achieved at ratca k, lnd k‘

:]\ . "
from the sensitive and resistant phases regpectively. Hence,: kg is simply Sy

I’l

dose deliv;rcd does :rr;parable damuge, k4 1s w times tha dose raqbu ﬁ

I AR
‘II L . .

x*(t) = tho number of cells in the rcsistant phase at . time ¢ ,; _ : "

To he mere specific, let

y*(t) = the number of cells in the sensitive phase at time ¢ .

If we ﬁbrmalize these quantitics (in order to talk about surviving pfoporciuni).

we have
x(t)'; x*(t)/ (x*(0) + y*(0))
y(t) = y*(£)/(x*(0) + y*(0)) .
Then the kinetic cquations for continuous radiation are given by

dx _

it = =(ky + kydx + kpqy ,

%% = Kyx =(ky + ka)y o f

The solution is given by
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x(t) = ‘;.CKP[(-éi-+ calt] + ap expl=(c; + cplt) , '
y(t) -“b; GXP['-(-ci + cg)t] + by exp{-(cl + eg)t] ,.--. :
TR S R, i ky kg - e ; ¥ J . AR
'b’"'_Fkl ' kf T ca)l(-zqkéco.%‘-QHHJ LY f.fé?“: M" U

T = cell cycla time

1
b&-i‘—:f'ba-

qk,
Ky + kg = ey +cy

a,.= by

0 = = -8

c,' 2

cp " /el - kykg - kyk-(1eq) - ko(kg + ky)

At‘fhe end of the treatment (t = t ), the fraction of surviving cells is

given by

£ o= x(t,) + y(t,) .

To obtain an algorithm for fractionated radiation, we use the above
formulae during the time betwceen troatments with k, = ky = 0, The surviving

proportion at the end of a fraction is given by
x(t + 0) = x(e)[e 01 - (1« o~ (100Dyayy

y(t + 0) = y(t)e™®
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Below, we alter the parameters in ‘the model one at & time holdtng the - ; o
other paxnmeters at their standnrd conditions values (see Fig. 1). As previously ‘ 3
.noted. in.a course of fractionated treatment tho target number in thc resistant’ ' !
-phase 1s qutte»important.-ﬂthip fnct can_be-seen}from_ F;gure 2.“ The curvivlqa . 5
fraction inéru;se; dramaticafT; a8 'tha nﬁmbef.of‘targetn 1ﬁérehseb from one to « . . ;
gi;,'_l: :hen 1ncreaacs at I more leisuroly rate. to an unymptotic value where: ~}mg:- s wiﬁf" e

the only killing is of the single’ target variety in both the sensitive ahd:

regigtant phasus, :
In Figures 3 and 4 we show the effécﬁ of the percent of the ce111cvdlé‘

spent in the sensitive phaue on. cell survival for both modeas of rndia:iun

expoauxe. In both cases, thc aurviving 'fraction derreasas with increasing lime'

in the sensitive phase - more drematically at low dose rates, In_the'fraccionuted

~ course, higher dosc rates always gilve lower surviving fractions, This is not so

for continucus treatment, At some point, the effect reverses and low rates glve
a lower survival fraction than the high rates, . The greater the proportion cf

the time in the sensitive phase the greater this effect, so that wi;h‘forty \

. percent in the sensitive phase the dose given at 5 Dy 's per cycle produces »

surviving fraction one-hundred timcs lower thén when given at 25 Do 's per cycle.
This might seem to be an argument in {avor of dose rates lower than the 20 -~ 23
Dp's per cycle given in intracaviary therapy. It is doubtful, however, that the
proportion of time in the sensitive phase approaches forty percent for any
neoplastic tissues. Morcover, the points of crossover of the lines move to the
right with increasing q . A gross lessening of dose rate could reduce the
treatment ef{fcctiveness due to an increase in q during the period of treatment,
Nevertheless, moderately lower dose rates than currently applied in radium
therapy might very well be desirable in some cases,

The possibhillity of the production of lower survival fractions by low dosc

rates is, of course, due to redistribution. In the fractionated course, the

-39=
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interval betwcen treatnents s half of a ‘cycle, and redistribution of surviving 5
caells into a mixture of sensitive and resistant phiaes is largely completed during

this time. In a coursc of continuous radiation there is a different effect as

. showm in Figure 5. The fraction of cells in the”;ensitIVe phase falls rapidly

d _ {
i §§ early in treatment but quickly aymptotes., The value of the asymptote depends :
% ‘; " to, alarge extent on the ratc at whtcﬁ‘calll'in”:he“comparcmeﬂt are.killed. -

% @: h". Hence, thefe is a greater fraction“of ceils in the sersl;iva phase at low dose g
; ' %  - rates., Consequently, less of the dose is wasted on cells in the reaistant phase. g
: ‘g‘ | In Pigures 6 and 7 we exhibit the effcet of thc.proltferacion rate, q, é
F .?. for comtinuous and frastionated strategies. A very Iimportant pbinc_whtéh is %
é §  , observed is the fact that the efficacy of con:iﬁbéus treatment is lﬁttle changed é
? 5. by even a drastic change in q . We conjecture that this may be an important ?
% 3 factor in the generally praferfad-rasulta obtained by radium therapy. In the ?
f fractionated course the surviving fraction chénges by at lca;t a factor of 100 E
i ! as q goes from one to two. i
; In Figurcs 8 and 9 we examine the effect of the proportion of single hit !
g j events in the rasistant phace. In the case of confinuous radiation there is a i
ﬁ great change in surviving fractions with w . In the fractionated case, the

% change is much less. ' >‘g\

i In Figure 10 we sec the effect o; the number of high dose rate treatments

éw ' per cell cycle on the surviving fraction of cells. The change in surviving

fracﬁion is larpe as we go from one to three treatments per cyéle. However,
for the dose rates considered there ls essentially no change in surviving
0 fraction with change in the number of courses per cycle if this number is at
‘ least seven, leyond this number, only single target killing takes placc.
Figufcs 11 and 12 give the surviving {raction as a function of the total

dosc delivered, There is little dose rate effect in the continuous case,
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although the surviving fraction changes a bit more rapidly-with total dose at
low dose rates. However, in the fractionsted case, the dose rate effect is
llgntficant; since multitarget killing increases with the dose rate,

In Figure 13 we note the lowering in the killing ability of fractionated
‘xadiation 1f the taréet nqﬁbgt in tﬁg feailtlﬁt phnneléq increaded to,lq; - ,

Let us now consider 4 practicsl extmple to interrelate continusis and -
fractionated treatments, It shall be assumed that D, for both normal aud “
neoplastic tissues is 150 with a cell cycle time of 48 hours, . It is further
agsumed that w= ,3, q= 1.1, the prop&rtion of time in td; sensitive phase 1;
+2, &nd the target number in the resistant phasc is 6. The total dose of |
radiation is limited by the allowable amoutit of killing of slowly cycling
tissues. A typical continuous treatment consists of # total dose of 7000 rads
over a period of 7 days bv radium implants, This corresponds to 13.3 N,'s per
cycleand a total dosec of 46,7 Dy's . The surviving fraction of the slowly

cycling connective, vascular and nerve tissues is given by
f o explauDy g = et ~107°

The correponding surviving fraction of neoplastic tissue {8 obtainad from
Figure 11 as slightly less than 1077 ¢.44 x 1077,

Now let us consider a fractionated treatment of the same tumor with a
regime using an acute dose of 300 rads (4 Dy's) per cell eycle, We wish to
determine the total dose which would result in the same degrec of destruction of

slowly cvcling tissuc as the radium stategy given above, This {s easily obtained

by solving
[e'(.a)ﬂll - (1 - c-(.'i):)e”n .

We obtain a solution of 17.4 creatments, ov 34,8 D.'s (5200 rads)., Using

gl

oy s
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Figure 12, we find a surviving fraction of malignant tissue slightly in excess
l

of 1077 (1,09 x 1077y,

In this example tho modol gtvec naopllutie ourvlval fractions for conttn- »

uous nnd lcuto fractionated doa. therapies which ditfer sompwhnt "less than a taotor :

of 3 ia !avor.of the continuous strategies, It should be rqmembcr.d'thit a

... . _constant value of _q = 1.1 has been sssumed throughout. -Should  q increase 7

beyond this value during thé course of treatment, then as Figures 3 and &

T AT, TR T TRT Y

demonstrate, the relative effectivenaess of the continuous icfategy will increase.

In gencrsl, the relative constancy of the killing ability of
continudus radiotherapy with changes in the cell kinetics of,the neoplastic
tissue 1is a dacided advhn:ige over the usual fractionated strategies,

Inesmuch as radium implants can be employed in only a small fraction of

- tumors, it shall now be our task to demonstrate how the proposed model may be

e s g A TR D AR N R A &

usad to devise approximations to continuous treatment by fructionated external

e

ﬁ ' beam therapy. (Thc approximation of a constant valued function by a Dirac comh
is, of course, a common tauhuique in a number of fields, e.g., the design of

filters in time series analysis.) For approximnting the radium implant strategy

T R T T

above, it might be undesirable to deliver 1000 rads per day in small incremental
acute doses, since Lhis would involve, with present facilities, & constant

A : wheeling of the patient in and out of the treatmant room. (Perhaps in the

future there will be a floor in major hospitals devoted to rooms for radio-

T T

therapy paticnts with cobalt machines, etc., located on tracks on the floor

above so that it is possible to treat the patient in his own room,) Howaver,

snEale g Rt D

; delivering 1000 rads evaxy two days in 125 rad doses every 6 hours sheculd be
feasible. This would be 6.65 Dy's per cell cycle instead of 13,30, An exam-

: ' ination of Figure 11 shows that under the cell kinetic conditions listed, a '
é
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continuous strategy using 6.65 Dy 's per cell cycla wou}d actually incresse some-
© what the total ktllinz of neoplastic tissue for a total dose df 46.7 Dy's (7000
tads). Figure 10 shows that at a dose of 6.65 Dy's per cell cycle, 8 aqual

treatments per cell cycle give a slightly smaller surviving ftncﬁf;n,than an

infinite nupber of treatments (i.e., continuous therapy) per cycle. Hauce,
Pigure 11 may be used to give conservative estimates of the surviving fraction

of malignant tissue. However, we must still determine the total dose alloyablo

under this regime to kill no more noncycling tissue than in the 7000 rad radium

strategy., Solving for m in

(expl =.3(125)/150} {1 - exp(-.7(125/150)}))% }™ = ™3¢ |

we -obtain a valus of m = 56, Hence a totsl dose of 125 x 56 = 7000 rads is ]

[ — ke Taiel el s
g T RS R N U e 0

allowable, Using Figure 11, we obtiin a conservative value of .44 x 10°7 as the

e

surviving fraction of malignant tissue, Thus with the exception of better
controi of dose discribution in the tumor by actual implantation, it would appear

that the affect of continuous treatment via radium imﬁlanta may be nicely approxi-

Ty,

mated by acute dose fractionated treatment,

- s rm s e e

Conclusions, We have seen that a Lanchester type combat model gives a straight.

forvard masns for interrelating continuous and fractionated strategies of ;

-«
T T —— 2 -

radiotherapy. At this stage in the modeling we have not taken acéount of the

dynamics of the model parameters during the course of treatment., Undoubtedly,

.

the length of the cell cycles, the proportion of time in Ehe sensitive phase and
the value of .q changs during the treatment, In addition, the pooling of all
cells with target numbers other than unity into & compartment with one target

number is &n oversimplification, Moreover, the possibility of a growth fraction

T e L ane I B T T

|
|
1
of less than unity has not been considered, A mixture of cells, some stopped in i
the resistant phase of the model and some eyeling, can be handled, However, ’

|

cmne ot v
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pilot cllculltionl lndiut&d that if the grmh !nccicn -nyo clou to unuy
(say at least .9) the ourv.LwLn; ftlcti.on lt cn;tmt snd {s not mbgh .mﬁ

! wg wish to uu:crau that cqlcuhtion- using nodih of nolnly mlti..

target killtng by conttnuoun low rate radlltion predic&‘much less dlhtruction ;
than tn ob.arvod. In a fashion liﬂ&lat to othe:o. va hive. poatulaeod that a
frle:ton of the doll delivered does linglc target killing togardleus ol the
number of ﬁau in the cell. It is not nurptiung that such a factor would
have gone largely unnoticed, since it mnkoa comparatively little difference in
a fractionated acute Aolo rtgtnﬁ. Contrary to ona's inttlalnréaccton when -
lfir;t explcring the necessity for positive w , it is not a bonus which makes
cﬁntlnuouo low rate radiotherapy feasible. One hit LET killing limits the
flaxibility of treatment, since without it one could much more fully cxnlqit
the differances between the kinetic parameters of nnoplaitic aﬁd normal tissues
by ldjusqingvgose rate and schedule.

The pétncipli reason for lack of consideration bf these matters is tha
fact that changes in cellular dynamics during treatment seem to be poorly under~
stood., Moreover, it leehl reasonable to study the aimpleg static paraéeter
case before proceeding-to the more comblex dynamic parameter c;se.

The model gives a plausible explanation for the fact that continuous
radiotherapy has gene;ally produced better results than fractionated acute dose
treatment. Morecover, it gives a straightforward means for obtaining radium-
like results by a regime of closely spaced fractionated treatments. Thgi
the advantages of radium treatment should be available to # much greater nuqber

of patients than is presently tha case,

1
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STANDARD CONDITIONS:

Treatment conditions -
Course of treatmen: is 45.D's
Proportion-of radiation which does single hit killing is 0.3
In.f;actionlted high rate treatment, two fractions per cell ecycle are

given :

Kinetic conditions =
Proportion of time in sensitive phase is 0.2 of the cycle
Proportion of time in resiastant phase is 0.8 of the cycle

The proliferation factor q 1is 1.1

The target number is 6
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Tigure 2 .
NUMBER OF TARGEYS vs LOG SURVIVORS ’
(TWO FRACTIONS PER CXCLE)‘
] ww 0.3 '
, 3 Percent ofl‘cy'cle in sensitive phase - 0.2 . . ; IR 5
' Total treatment dose ='45 By
Q=10
.'-. ; Dose tate top to bottom .l,‘ 5, (1)' Do pat q;Lclc. ' i
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Pigure 3
PERCENT OF CYCLE SENSITIVB vs LOC SURVIVORS

w= 0,3
. Target number = 6
‘Total treatment dose = 45 D,

q = ln 1

4'ﬁblaiifé top to bottom right 5, 25, (5)
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Figure 4
PENCENT OF CYCLE SENSITIVE vs 10G SURVIVORS .
| (TWO FRACTIONS PER CYCLE)
w= 0,3 T |

“Target number = 6

'-Tbtil treatment d65§>-745>D§> 7

q=11

Doserate top to bottom 1, 5, (1)

Loglo Surviving Fraction

I { |
0.00 8.00 16.00 24.00 32.00

Percent of Cycle in Sensitive Phaae,
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" Mgure §

- PROPORTION OF CELLS IK SENSITIVE PHASE vs DOSE

(CONTINUOUS )

T w= 0.3
_Target number = 6
" Total treatmant dose = 45 D, .

C e e

Lose rate top to bottom 5, 25, (8)
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Figura 6
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TR " PROLIFERATION RATE ve LOG SURVIVORS (CONTINUOUS)

I |

Y ié‘ . A
E Percent of cycle in sensitive phase = ,2

i ¥ Target number = 6 ' ' . I v -

i é Total treatmant dose = 45 Dy
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PROLIFERATION RATE vs LOG SURVIVORS

(TWO FRACTIONS PER CYCLE)

ww= ,3

Percent of cycle in sensitive phage' = ,2

Target number = 6

Dose rate (top to bottom)yi. 5, (1)
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x Figure 8
! EFFECT OF w ON TREATMENT (CONTINUOUS RADIATION)
Total treatment dosa = 45 Dy
% Proportion of cicle in sengsitive phase = 0.2
. Target number = 6
Dosa rate from bottom te top 5, 10, 15, 20, 25, Dy/cycle
1= |
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.Figure 9§

w vs LOG SURVIVING PROPORTION (FRACTIONATED)
Dose rate top to bottom L, 5, (1)

Target number = 6 : ) P
Proportion of cycle in sensitive phase = ,2 "

Total treatment dose = 45 Do

; q=1.1
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Figure 10

NUMBER OF FRACTIONS PER CYCLE vs LOG PROPORTION SURVIVING

w= 0,3

g o TR N 5

Targot number = 6
Proportion of cycle in sensitive phase = ,2
Total treatment dose = 45 D, '

q= 1.1

r——

Dose Tate top to bottom left 1, 9, (2)
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Figure 11

EFFECT OF TOTAL DOSE ON TREATMENT (CONTINUOUS)

w= 0,3

Targst number = b

Proportion of cycle in sensitive phase = ,2

g

Dose rate 5, 25, (5)
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Figure 12
EFFECT OF TOTAL DOSE ON TREATMENT (FRACTIONATED)
TWO FRACTIONS PER CELL CYCLE

W= 3
Proportion of cycle in sensitive phase = .2
Targot number = 6
Dose rate 1, 5, (1) Dy/cycle tep to bottau
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¢ Figure 13
: . . : 7 9
EFFECT OF TOTAL DOSE ON TREATMENT (FRACTIONATED) i ‘*
IWO FRACTIONS PER CELL CYCLE
1 & " Proportion of cycle in sensitive phase = .2
K i : Target number = 10
j‘ f Dose rate 1, 5, (1) Dy per cycle ff:
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‘ A COMPUTER PROGRAM FOR TRICHOTOMOUS BIOASSAY
e : Clifford J, Maloney
: ) Fred 3, Yamada ]
B b National Institutes of Health o ,
j .
. : A statistical technique is applied so frequently in a bivlogical’
% context that it is widely described as bioassay, though it 1s by no means
EV cdﬁfinoa to nuch‘iénlicutionl and applications in other fields, e.g.,
E exﬁlolive sensitivity or srmor penetrability,l are common, The standard

text is that of Finney,2 though here again the name, probit analysis,
applies only to one special approach and the book in fuct discusses
othcttapproachea. It is unfortunate that the terms "quantal regression"
or "quantal unalysis," which are neutral, descriptive, and not preempted
for othor purposes are not more widaly adopted, i

‘A second characteristic of the great majority of contributions to
bioasaay (quantal regression) is that the response variable is assumed
to take just one of two values, response (which is often death or compo-
nent failure) and non-response. In some instances, however, the response

may take one of seve;al forms which can be ordered as to severity, In the
case of an insect, for example, the response could be moribund as well
as dead, In the armor penatrability example, the response could be partial
as well as complete penetration, In such cares a method of analysis that
takes both types of response into crnsideration should give more precise
angwers than the device that lumps intermediate responses either with the
responders or with the non-respondars to permit application of standard
analysis,

A solution for this situation was supplied some years ago by
Burland et. al.,3 giving explicit equations for the case Bflthree classes
of reaponse, the trichotomous casé; though an appendix treats the general
gituation of § outcome clagses of one relation. The fully worked out

1 Golub, Abraham, and Grubbs, Frahk. "Analysis of Sensitivity Experiments
When the Levels of Stimulus Cannot be Contxolled,” : 3
JASA, June 1956, Vol, 51, pp. 257-265, . 3

2 Finney, D. J, PROBIT ANALYSIs; Thivd Edition, Cambridge University, Preas, 1971,

. 3 Gurland, John, et. al. "Polychotomous Quantal Resgonse in Blological Asaay,"
. Biometries, Vol, 16, No. 3, September 1960, pp, 382-398,
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computing formulas for rslative potency=-~including data for both a test
product and -a lnnndard; sach with two ordered clssses of outcomes—-aps
appliad to an illustrativa example. The particular exasple happans go
.hjvo the samé wumber of nubjoc:l exposed at all doses on one relation and
for both relations--test and standard--though this is not necessary,“ It
may be helpful to some readers of the Gurland Paper to be told that doses
given in Table 1 are to be converted to common logsrithms, though the
paper itself makes no mention of this step. %

This paper reports the fact that thb,npprdprilco ealculations have
been programsed in the BASIC and PORTRAN langusges and applied to the
example in Gurland's paper. General availability of both programo ie con~-
templated, These first programs are limited to the specific one cyclol.
calculation described in (3), Modification to permit iterative fitting
is modest, Finney applied his generalized computer program to this case
lllo,s but his program is not directly applicable to currently available
computers,

“ Gurland, John, Personal Communication.
5 1bid, pages 223~226,
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CRITERIA FOR A BIOCELLULAR MODEL

Gaorge I, Lavin
Vulnerability Laboratory
BRL, ARDC
Aberdeen Proving Ground, Maryland

We are concerned with the design of a biocellular model., This
model is to b used to evaluate the modification of performance of an
animal system consequant to the absorption of energy by the animal,

Praviously reported work has had to do with the application of
specific, non~destructive anslytical proceduras for the assessment of
traumatic consaquences, (ARO=D Report 69-2) g

A considerable affort has been expanded on animal models. Howaver,
little attention has baen giver. to the physiological aspects of the problem,
Moat of the publications have hed to do with a mathematical type of analysis,
Thie, I think, will ba of value when we hiave learned more about the bio-
.Chemistry, biophysics and bionics of the systems involved,

It is suggested that the criteris include:

The relationship betwsen the biochemical composition and the
specific functionality of the system(s) under consideration: Proteins,
Nucleic Acids, Nucleo-proteins, Polysaccharides, Lipoids, Lecithins, Cephalins...

The machanism of energy absorption by the system: The origin of
spactra,

The aquipartation of the absorbed snergy: Formation of wound tracts.
The initiacion of atom and free radical reaction chains,
The dimensional-physiological nature of the systems: 5oft tissue,

Hard tissue, Heart, Kidney, Brain, Lungs, Muscle, Narve, Circulatory
systems....

Feedback effects: Secondard traumas, Shock,

SUMMARY

An attempt is being made to obtain a perspective of the reality
of animal-task performance in terms which are involvaed in the parformance,
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FACTORIAL EXPERIMENTS OF SMALL ARMS WEAPON FIRE CONTROL

Adolph P, Kawale¢
Quality Assurance Dirsctorats, Frankford Argsenal, =~ - ) '
Philadelphia, Pennsylvania : :

e 2gd
TS

Peankford Arsenal, in Philadelphis, is angaged in the ressarch
and development of firs control instruments for a wide varisty of
usss such as sights, rangefinders and other instruments for heli-
copters, howitsers, tanks, artillery, mortars, recoilless vrifiss, as o L

- well as vehicle disgnostic equipment and computers.. This paper deals : ' 4

with the test and analysis of small arms weapons fired from moving
tracked vehiclas. ' -

"Puture track vehicle personnel carriers are being designed
with ports to enable troops inside the vehicls to fire hand held :
weapons, Instability of the weapon caused by vehicle motion can be 4
separated into twc categories:

1. Lateral shifts in line of sight to other parallal
lines of sight,

P | A CRREEET B T he, - B P SN GO ¢ AR MO T AR A BT R

2, Change in direction of the line of sight,

Lateral vibration can chauge the point of impact on the target -

by only the distance over which the weapon moves, If the muzzle and 3
“ butt are moved 10 millimeters in the same direction, impact will be

10 millimeters from whare it would have impacted in the original posi-

tion, I1f the muzzle moves 10 millimeters and the butt of the weapon

remains stationary, the impact at a target at 100 meters would be 1

meter from the point at which the original line of sight would have

caused it to impact,

This is the same change of angle characteristic of vibration
vhich causes hlur in cawmeras and optical viewing devices, Gyrcs, whose
. rotating mass directly resists motions which would cause a change in
! angle, have been used successfully in aerial photography for some time : 3
: and have proven effective in reducing blur in military binoculara when
used in woving track vehicles as recent tests performed by Frankford
Arsenal have demonstrated,

. A proposal wna.mada by Frankford Arsenal to the US Army Small
) Arms Systems Agency in 1970 to perform a limited field evaluation of
P N gyro stabilized weapons., The primary objective

The rest of ttils article was reproduced photographically from the manu- :
script submitted by the author.
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was to determine the effect on hit probability of a weapon
with standard sights and a stabilizer when compared to the
seme weapon without stabilization from moving vehicles.
Secondary objectives were to determine .if a raeflex sight

offered any improvement in hit prababtlity with and without
stabiligation from moving vehicles.

A Kenyan K8-6A stabili;er, which can be attached
externally to the weapon, was the stabilizer utiliged
for this test. The Kenyan KS-6A was previously selected
from various other stabilization devices as having those
charscteristics which make it ideal for ume with small
arms veapons. Easily attachable, small size power supply,
etc, The stabilizer utilizes two encapsulated precision= * ..
balanced gyros mounted in spring restrained gimbals which
rasist pitch and yaw motion, The internal operation of
the gyro consists of heavy mass wheels which are rotated by
400 cycle, 155 volt AC motors at 20 to 22,000 REM, The
stabilizer was attached to the pistol grip of the M16
Rifle, The reflex sight used was a commercially available
reflex sight with an electrically illuminated reticle dot.
The dot is projected to the plane of the target and reflected
to the eya by the front surface of the winduw tiirough which
the target is viewed. The reflex sight was attached to .the
carrying handle of the rifla ani offers a simplification of
the sighting task by reducing the number of points to be
aligned for aiming from &4 to 2. Aiming is accomplished by
simply placing the dot of 1light on' the target. The weapon
sight requiree the alignment of tha f£ront sight, rear sight,
and mye with the target, wheroas the reflex sight requires

that only the lighted dot reticle be aligned with the target, -

IEST DESICN

Normally, the type of test design is dictated by the
objectives of the tast, the i{nformation ecught and the cost
considerations associated with the degree of precieion, sample
size and conduct of the test, The initial approach was to
conaider a single factor approach to the testing of small

~amms fire control, The single factor approach was rejected

since it was likely to provide a mmber cf disconnected
pieces of information that would be difficult to plece
together to obtain conclusive results. For erample, in order
to perform an experiment on a two-level factor (weapon aight,
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"of other factors: Speed, stabilization, shooters (shall. C

reflex sight), some 'decisions must be made'abouﬁ'@he‘lavolifr
the £ire control be atudied at 8, 10, or 12 MPH in a4 moving
vehicle stabilized with shooter 1, 2, 3 or 4?). .The. .
experiment would reveal the effects of the twu-lavel factor
for this particular combinatton of speed, htcbili:ation and’
shooter, , -

It was not known whather or not the £actorn were

independent and since there were several levale of each
factor, a factorial approach was taken o examiii. the effects
on hit probability of the weapon sights and-reflex’ aight at
various spseds, stabilization and with seversl @hooters.

The. factorial approach examines all the main factorg und
their intetactions simultaneously and would provide the
maximum amount of information to bhe raturned. "The tests of
hypotheses are: '

1. Each factor has no:effect on tho overall mean,
o There is no interaction between factora. .

This f;ctorial approach provides for the effacts of the
two-level factor with'any combination of apeed, stabilization
and shooter that is iucluded in the experiment and it was
expected that inferences could be made easily with this
design.

Thc test was divided into two phases:
1, Statlnnary firing.
2, Moving vehicle firing.
The test hntrix‘for stationary f£firlng measured the mean
radius of 10 round shot groups. This was a 4x3x2x2 factorial
planned to be ruplicated tour times. Similar matrices wete

also set up £or the moving vehicle exercise. The moving
vehicle wal separated into a "toward" target and '"acrosa"
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target exercise. The data collected for the moving vehicle
firing was the number of hits in each 10 rcund firing., This
also was planned to be replicated four times,

Originally, each replication would be entered as a
data point in the analysis, and since there would be equal-:
subclass numbers (sample size), the computer program was
written with this in mind before the completion of the test.
After the testing was completad, several cases had more than
four roplications and in other cases less than four replica-
tions. The methods available of "filling in" missing data
points was rejected as too laborious in cerms of manual
handling of the data and 1if compuied would require a modifi-
cation to the computer program, A major reewrite of the
program would also be required if the analysis was to conaider
the unequal replicaticns, This dilemma forced a re-evaluation
of the objectives, The 4x3x2x2 factorial would determine in
the investigation of differences in means, differences of
approximately 57 in hit probabilities. This type of dif-
ference is too small to justify the development of stabilizers
or reflex sights for small arma use, Grosg differences, on
the order of 157 or 207, would indicate that investment in
stabilizers or reflex sight development could have a meaning-
ful return (in terms of hit probability). Averaging the
replications would not require a major computer program re-
write and this method of "overcoming' uneqnal subclass

nunbers was finally sclected with the full awareness of the
loss in precision,

Figure 1 shows the moving target test layout, The across
target firing zone was 100 meters from the target and 60
metcers across., Five rounds were fixed in cach direction by
vcach shooter under cach condition of the acruss target
axeveise,

The toward target course was 120 metors fn length and
varied in range from 170 meters to 50 meters from the target.
Each shooter fired 10 rounds in the 120 meters of the toward
target exercise. The vehicly speed was monitored by timing
the vchicle betwoen the "start to fire" and "~case f£ire"
stakes, Precise vihicle speed was difficult to maintain and
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controlled rather crudely with the vehicle weter and : .
a stopwatch over each 120 meter course. i

The stationary firing wag accomplished off vehicle in
the standing position, There were four shooters, each
equipped with an M16 Rirle, reflex sight and a stabilizer
and the riecessary ancillary equipment.

Figures 2, 3 & &show the data accumulated during the
tests. These are averages of each 10 round £iring group of
approximately four replications., After each firing, the )
target was coded as to shootar, toward or across target, 1
reflex or weapon sight, stabtlized or unstabilized., Figure
3 is a data sheet consisting of data taken from each target.
The data is in"cm"and gives the coordinates of the hit with
the origin at. the center of the target. This particular
data sheet ghows six hits in a ten round f£iring by shooter
#4 using a reflex sight stabilized when moving across the
target. The location of the hits in this case represented
data which was not used during moving firing analysis. It
was planned to measure mean radius for each :ten round shot
group. This was impractical since the location of the missed
rounds was unknown, and any assumptions about the rounds that
missed would most certainly bias the results, Hit probability
wag considered the most practical measure of performance. In
the stationary firing, all the rounde hit the target and
presented no problems in determining mean radius,

Figure 6 shows the factorial analysis printout for the
moving firing across target data., The main factors are S -
Sights, U - Stabilization, R - Speed, and G - Shooters. You
will notice that the F ratio for sights by shooter (SG) inter-
action is significanct as well as the main factor, speed, The
significance lavel is ,05 for all results. When an inter-
action i8 significant no inference can be made concerning
the main factors, The significant interaction indicates that
the main factors are not independent. We must investigate
the main effects by holding either sights or shooters con-
stant. Sights were held constant for this analysis, Figure
6 also shows the breakdown of the across target analysis into
separate gight analyses, The reflex sight indicates no
significant cffects. The weapon sight shows the effects of
the three main factors significant. A covariance analysis of
reflex and weapon sights for each stabilization mode vas
performed (Figure 7) to determine i1f a reduction in residual
mean square was significant., If so, covariance analysis would
indicate a linear regreseion (1 df, has to be linear if signif-
icant) of 7 hits versus vehicle speed. The reflex sight, based
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upon the factorial analysis, indicated no signifficent -
differences between stabilization mndes, therefore the co-
variance enalysis compared both stabilization modes simul-
tancously. Thers was a significant reduction in residual , .9
due to regressivn and each shooter's slopas were statistically

parailel with the intercepts aqual! This covariance analysis '
concludes that a single regression line describes the per-

formance of the reflex sight stabilized or unstabilized.

The equation of the descriptive line is obtained using the

combined slope and the {ntercept:. The examination of the

weapon sight using factorial analysis indicated a significant

difference batween stabilization modes; speed and shooters,

therefore, the covariance analysis was performed examining

each stabilization level separately. )

Figure 7 also shows the analysis for the weapon sight 3
stabilized and unstabilized acroas target firing, In the
atabilized mode there was a reducticn in residual variance v
due to regression; however, the slopes were not parallel! and 3
the intercepts were not equal. This indicates that there was ‘ ;
a significant difference in performance of the shooters utilizing
the weapon sight stabilized. The rusults would seem difficult
to intevpret, but it can be readily agen that in moving
across the target, the stabilizer would retard the angular
motion of the rifle as the shonter adjusts for the movement
of the vehicle and these results verify the difficulty the
shooters had in fiving in this mode, The only reascon this
is not apparent with the reflex sight stabilized is that the
number of points of alignment that must be made to hit the
target is 2 for the reflex sight and 4 for tha weapon
sight and therefore it was probably easier to acquire the

target with the reflex sight despite the retardation of the 3
angular motion,

For the weapon sight unstabilized thete is a reduction
in residual variance using covariance (i,e. there is linear
regrassion), The test for parallism shows no significant |
difference indicating the glopes are parallel and the inter- :
cept analysis shows intercepts equal. ;

This analysis concludas that a single regression line
describens the unstable firing results of the shooters when 3
traveling across the target, Figures 8, 9, and 10 illustrate ;
the results of the across target firing.
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Reflex Sight: One linear regression describes reflex
performance for stable .and unstable and all shooters
(Figure 8). - — : '

. Meapon Bight:

Stable: Signaificant difference between -hoétern-
covariance analysig « linear regressions describe perfor-
mance (Figure 9),

Unstable: No significant difference betwsen shooters
covariance analysis - one linear regression line describes

weapon sight unstable performance for all shooters (Figure .
10), :

A comparison of roflex sight (stable and unstable) per-
formance with weapon sight gtabilized indicated no signifi-
cant difference. A significant difference exists between
reflex sight and weapon sight unstabilized, This is readily
evident by comparing the levels of the regression lines.
Figure 11 illustrates these comparisons - average line for
each condition, '

Figures 12 and 13 show the results of the moving
vehicle toward target analysis.

1 = Factorial Analysis (Figure 12): There ara
several first and second order interactions which are
significant, indicating that the main factora are not indep-
endent and we must go deepar to determine the causes of this
significant interaction. The sights were examined separately.

2 - Reflex Sight: Again, a first order interaction
(sights by shooters) is significant,

3 - Weapon sight analysis: Each of the main effects
are significent.

4 - A covariance analysis of reflex sight (Figure 13)
shows there is a slight reduction due to regression with the
slopes parallel and intezcepts equal, One regression lime
describes the performance independent of stabilization,
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5 - The covariance analysis of weapon gight was
axamined for stabilized and unstabilized conditions separately
and the results arc also shown by Figure 13. In the stable
tovard target condition there is a slight reduction using
covariance and the analysis shows slopes parallsl and
intercepts oqual,so therefore a single regression line
describes the results. Howaver, in the unstable toward
condition, the slopes are parallel but the intercepts are
not equal, Therefore there is a significant effect caused
by the shooters. Figuves 14, 15, and 16 ifllustrate these
regulte: :

Figure 14 Reflex Sight: One linear presentation
describes the results (stable or unstable).

Figure 13 Weapon Sight stabiliged: One linear
presentation describes the results.

Figure 16 Wcapon Sight unsétabilized: Shows the
significant difference between shooters.

Figure 17 illustrates the comparison between reflex
and weapon sights indicated that there was no difference
betweon the reflex and weapon sights stabilized, and both
the reflex sight and weapon sight stabilized are significantly
better than the weapon sight unstabilized in the toward tar-
get mode,

The factorial analysis and covariance analysis for the
stationary firing at three ranges was performed in the same
manner as the toward and across target analysis, Figures
18, 19, and 20 summarize the results:

- There was a significant difference between pairs
of gunnera for the woapon sight stabilized (Figure 18) and
unstabilized (Figure 19), and no significant difference in
performance was noted due to atability. (Compare levels of
Figure 18 and Figure 19),

= During stationary firing the reflex sight again
exhibited no significant difference in performance due to




Y

e iR

B A

T L

stability and there was no difference in the parformance

of the shooters. Again, one unglc ngreuion ’um desoribus
the psrformanca.

- Figure 20 shows that the. performancs of the reflex

" sight, stable and unsiable, is significantly better (mean

radius lower) than the weapon oigh:. stable and unstable,
averaged performance.

. CONCLUSLONS

This completed the analysis of the test data and
sevaral interesting conclusions were drawn:

1 - The weapon sight pexrfoimed significantly bottﬁr
stabilized than unatabilized on moving vehicles.

2 - Thare was no diffarence 1n'por£ormancn using a
stabilizer with weapon sights compared to weapon sights
unstabilized during stationary firing.

3 - Stability did not effect the parformnnca of the reflex

4 ~ The veflex sight (stable or unstable) perfotmed
gsignificantly better than the weapon sight unstabiligzed,
and there was no differance detacted between the reflex
sight (stable or unstable) and the weapon sight stabilized
during vehicle f£iring,

5 » There was a significant improvement in mean radius
using the reflex sight (stabilized or unstabiliged) versus
the weapon sight stabilized of unstabilized,

6 - The reflex sight has a tendaney to normalize the
shooters regavdless of their ability, This normalization
appears to bring the level of ability toward the better
shooter, This normalization aspect is, of course, incon-
clusive since the levels ~f the shooters wera unknown; how-
ever, further testing of uc reflex sight to verify this
aspect was recommended., The effaects of a stationary shooter
and a moving target with the stabilizer was not investigated;
howaver, based on the results of across targat weapon sight
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|:ubtltlod. {t could be pOItulltad that ut&btlizatton would
affect the hit probabtltty for this typo of fire.

Barad upon the rolultl of. thil tclt and in conjunc:ion
with the UBABAA, Frankford Arsenal is developing-a raflex
‘aight to pathaps roplaoo the 1ron sights of the primary
infantry weapon.
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FIGURE 4
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CHARACTERIZATION OF BALLISTIC EFFECTIVENESS
BY MAXIMAL TRAJECTORY

. Jo Te Wong and T, H, M, Hung
A Systems Research Division

Research, Nevelopment snd Engineering Directorate
. HQ, US Army Weapons Command

g Rock Island, Illinois

ABSTRACT
%' The purpose of this study 18 to introduce a measure by which
i the information content, possessed by the trajectory generataed by a

41 projectile, pertinent to the ballistic effectiveness of a weapon systen
can be characterized,

i Having this concept and some appropriate mathematical tocls
- at our disposal, a few relevant results are ohbtained, In particular, a
characterization of the ballistic effectiveness of a weapon system in
terms of the trajectory information is given,

The results obtained give some indications as to what conditions
the data ensemble contains all the information offered by trajectories,
concerning the weapon system under consideration, Also, a formula for
the total of maximum recoverable amount of information possessed by a set
of n trajectories (n shots) is given explicitly,

e oprms i+

g
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é. The remalnder of this article has been reproduced photographically from
: the author's manuscript.
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and B is

d(A,B) = inf {p(a,b) |acA, beB}
= inf p(a,b) . :

atA
beB

where "int" of C° is the greatest lowar bound oz & ncn-empiv £ C L.

2 denotes tha usual Euclidean distance functach &n Rs; LiE,

p: RIx R3I - [0,=)

3

I o(x,~y.)%* , x,yeR®
=i i71

where, for example, Xy is the 1£h component of X,

If one of the sets A,B 41s the null ser 5, then

d(A,B) = w ,

1 vony . gy " , st sy e s -
vt LBl Ay e De ON-RNRLY LLosed 5UbDREIL an

thore exists aocA and bJaB suti chat

d(A,B) = P(aonbo) \

e,

poozem 2.2: Let £ and g be two continuvous mappings on & ne

space £ into & matric spzee E', The ser A of all points wil suon
that £{xn) = 3{x) is closed an E.
Theorem 2.3: If A,B and C are subscts of R° such that s¢C,

then
d(A,B) > d(A,0).
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Definiticns For cvery ichr, let &i DU 8 CORLLAULUL L ban
1]
R3 into R with respact to the usyal dugtance luncidions, Thea & wn-

R® is5 callcd a surfcee 5 4i

r

enpty subset of points s u.(a‘,sz;s3) [
n

{) S = S
=t

- 3 - :
1) s, = {seR Iwi(s) ky » k R},

.

e definition fov a surface defined herc ds different from that which one
woy find in machematical literature, for which n = 1 and vy ig c=3~
ferentiadle, [4, po 209), for example.

wow we have the necessary mathematical tools to introduce scme new
notions aad proceed as follows,

In thae coursa of evaluuting experinentally zhe tarninzl bBzilisiic

cifactiveness or capability of a weapon system (parsicularly suoll oomz;

" "

in delivering a projactile to a p:easslsned fixed Vpoint
we normally collect tha terminal disparsion data by placing an aiming
point on a suifieciently large plane upon which the weapon systam s boing
fired, Fallin (3], 1In this case, the dicpersion data are the sit of ail
impact points on .the plane, with respect to a fixed two-dimensicnzl cav-
tesian coordinate system.

Every impact point on the plene possesses thrae intrinsic prozertics
of tha corresponding trajectory. Obviously, the three progartics are

nmagaitude, direction, and the point, which is ftseld a posnt on che oia

jectory. The vector propertias of an impact point provide no: only a




%
L4
*
medsure of closeness of a glven trajecrtory fo the aiming puind tul sivo
! the bioas Of tha weapon systaen,

s

As for the plane, it3 functdon 1s to pick a point on the trajuctery,

sz without such a plana we do not kaow in general the vector charecter

¢! a poiat on a trajectory. In visw of chis observezlon, we could uze o
surface to assumo the function of a plane as well, Since evary plenc is

a purface according to the definition above, it would be interescLing o
find out what kind of surfaces would bae bact to use instead of - ane.,

The word "bast' calls for some critaeria with whlch a comaarieon, can Lo

nade among all tha admissible surfaces, The wecessity of an addronriaic
quility measure provides part of the motivations ror dafining cthe follewir;
concepts,

Tre foregoing discussions imply thaw, for cach point e & i
thare corresponds some measurable cuantitice ladicating the cun.bnlozy oo
4 weapon system i deliverdag a projectiic to the ainin- BOLLI. L aslaz
for example, on a trajectory possesses some Informatisn eonacranny cidae-
aess to the aiming polnt - consequently, the accuracy ol tha S¥Siona
Oaviously, the cbrraspondence betwean each point on a trajattory amd tha
corresponding information possessed by that point gives in & noiturel way o
function batween two sets. Such a function may be defined as iciloits:
Definition: Let F be a trajectory. A real-valucod fuserion = on

F into the reals is defined by

| I(f) = feF

1
L p(£,0) °*




i-
F.
3
i
z-—-
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whese & 45 the usucl distarce function on the eucliceun tifou-ipacs,
. - -
and 5 4s the aining point aad, for coavenivnee, is Laven to Le ik

orizin of the coordinate system, i
we observe that the function 1 1s well-definad since ¢ is,
Mso, the continuity of I is implied by that of 5( ,%) on a subser of

u®, Furthermore, since p is a ton-nagative real-valued fuuction, it

follows that 0 < I(f) £ 1 for any point f beloags to a trajectory T.
shysically, the quantity I(f) 4is a measure of closenest ol a point
¢ on the trajectory F as related to the aiming point. Conscquintly, =3

ccataing knowledge concerning the accuracy of the waoapon systom under con-

.iteration, For these rcasons, we may intarpret the quantity I(5, ez

the amount of information associated with F ot tho poine £. The mwaiine

actainable amount of information | ssessed by a trzajeezory T ic ivin oy

-

. 1
Sup I(f) = —— .
£cF Ll i?in(I'e)

Since ¥ 48 closed and bounded =- the direct dmagz. 2i a continuous mapping

on a compact set is compact, we have

Sup I(f) = wax I(f) m

1
£cF £eF 1+ min (f,6)

feF

Therafora, the maximum amount of information possessaed by F is racoverablz

Al mas d
at some point focF. Symbolically, ?:; 1(e) = I(fo)
(The existence of such a point fo i8 asserted by Thaorem 2.1.) 4As fox

the uniqueness, wa make the following stipulation:,

-~101-~
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heYe GHists &l .oLt one pouant iac? cuch that I(ta)

Lentiond
io the r.xinun recovereble wmount of interawtlon of F,

The assunptlon 8o stated s not indizpenseble. However, as a result
of 3hiv stipulation, sudbsequeat znalysic is simplified. In faet, the as-
sunzion 1s reasomadble, for in the noighbornosd of the aiming point, tha
ra.lus of curvature of a paysically raalizeble trojectory F at £ is

preases :haﬁ p(fo,e), if £ o fog that is, F 15 tzngea: to the sphere

(xuﬂzlpz(x,e) - 93(50,6)}

, -
«le

Wt

»
.

In vicw of tha foregoing remarks, for each trajectory F  othare oxists

ne und only ona point £ belonging to F such that I aossu-sg o3

-

0

tanitum valua at fo.

Before defining the last concapt for this analysis, wo

-

trajuctory F o owith geF, I(g) 4a the amount of infcrmat on

{at g, Equivalently, I(g) is the amount of information goined adcus 7
by observing (sampling) g. ° Having this interprataction in mand, we mare
the following definition.
Definition: Let ¥ be a trajectory., A real valuad function = aon
F {ato the ualt interval is defined by the formula
T(g) = max I(£) - I(g) , gF
fcF
Ve nete tact O 5.3(53 < Z(fo) zad T{3) = 0 i and only if g = i}.
Te i zilsar that 'f(g) is the anouas of dnfovmaticn lost concarning F
Jug v thserving g
-102-

anlli MGGl .

o il

S

RO T

et e aa® b ki M) e



It . Tt A A

B Ui

= L

cmavk: I, in the definition of & trajectory, to is taken to be
the zimz &t which tha projectile lcaves the muzzle polnt of 2 weapon, cthen
the ruzzle veloclity f(to) is a wall daiined quantity, Hence, £ 1is
diiicrentiable at t, also. Furchaermoze, thae definition does nor acc&*n:

for the case in which a round is misfired due te, for instance; malfunciicn

of :ic weapea. In such an event, the trajectory is the null sat in R°,

PT BERA 5 Sl
0, WAL H2EULTS

Wizt the foregoing concepts bt cur disposal, e may decduee a Jov
‘rivia. conseguences. Jhe proof of the flust theorem 1s immidicte zad
wrivial ¢ G

I wmizted.

o

—- ! . ’ ’ o - .
“weofem b1t Let {:ilicﬁr} @ a set of trajectorics and, for cach
SRROLEN a2 .

-
9
&

b, :iC be the unique point of na:
£Fy

n
I I(f,.)=n
a1 20
if «wnd only if everyone of the n trajectories hits the aimiag peoint o,
before we proceed to the second theorem, we need the following Zact
at our dicposal.

Lemea:  Every surface 1s a closed sat.

Proof: By definition a surface S 4is a nom-enmaty susse: of R‘ aul
Laat
n
S = L_J Si, for soma positive integer n, and Zor ;eﬁﬁ
dul )

- 3 1, - .
8, {seR Iui(s) ks kicR}.
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e by definition wi is a continvous function on R° iato R, an

constant function- Ci defincd by

Ci(a) - i seR3

1
is also a continuous mippai, va X dnwo R, Iy Lheorem 2.7, tae wil

{ecr® ROEN-ROY

is closed and is prociscly ;s for C (s) = ki. TR

from the fact ¢hat o findce unlon ol clzseu set Lo Llcoad,

Theoysm 4.2: Lot (¥, el i be the set of
- 1]
to thea 1 rouads fived from & weapon syaicen at un alwing podas, wnd 3

a surface. Furthermore, let 4 be deiinad by

A, = igcR3|gcsnFi).

“hen
n n
£ max I{g) = I max I(g)
i=1 gedy i=] chi

is a nocessary cand sufficicat condition for no information is >deinn lasaz

by the experiment.

Proof: Sufficieuncy

ACE,  dmplies diaf p(p,&) % inf p(a3,8) by Tacorem 2.5.
chi gcAi

Since p(3,9) > 0., We have

1 1
<

1+ inf p(g,6) ~ 1+ iaf z(g,9)
gc‘\i geF

Trajuttorics CorreLBonLing



St
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nay,

sac lemma above, S is elosed and so 18 Y., It lollens wnis

aex 2(g)

MR
6%y

Inva, the amount

fero, ond the

w I{z) - m

& P oy Lor rRach iznﬂ, taen these exists

Hence, supremum is the same ws Raimum, Wa nave

x I(3) » 0.
g-Ai -

Voo

[§

che hypothesls awmplies that dor each  1ed

o

- T I('é) - On

A ‘.-\
0~ 1

or informitlca lout concieaing Fo o due wo sb

sum

=105~
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vanishes asserts that no infovaation 25 bein; lost by tha experizen:,
Netr suppose fox soma ieﬁq, Ai # ¢, Then

max I(g) = Sup I(g) « 0
gcAi gcAi

Tha flrst aguality follows drom the fact that the null ser ¢ ig closad
ard the coavention of the supromum ovar the null set ylelds thae last ¢g-

uslity. So for this {1,

max I(g) - max I(g) = max I(g) » O

chi gsAi , gaF1
The atrict inequality follows from a remavk in sociion 3 than # o« /.
Thus It Ai = ¢ for sche iaﬂq, then the hypotheuls coas not held, We

L]
nay chen deduce that the conclusion is true,

It remains to prove the necessury conditlon, No infoumarion 1a lost

v
[
a-

and the faet that ?i g e, iaﬂn, imply Ai $ @, Then thete axisus
sush that

max I(g) = I(fio).
gcAi
Also

0 = max IL(g) - Icfio) » max I(z) - max I(g)
geFj ;eFi gsAi

Suzming over the last term on L gives tha assaertlon, aad the prood af uhe

theoren 1s completa,

~106=
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n
i wmax I(£) » 2 I{gi).

ial chi i=l

Corallary 4,6% Lat S aad ¥ be twe

. sreper subset of Ffﬂs* for at least ona i. Thea, for a ser i o

razactovies,

n
¢ max  I(f) <

max I(f) < max I(f)
izA ief

I(L) = %im I(hi)

oK
ieF E Saad

1.) there is a4 positiva integer X

Suppose
e I
1a, ;s < T

i>X, I(hi) > max L{£f)

Ied
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2rooft For F o & Thecvem 0,1 cosercs-thnt there 25 i poane [ .

i S

i §Len Tiat

£ max I(E) = I(Z.).

: e o

o Led

i

1

I . . . . s R - . .

E sinca T 28 cloged, thuen thove oMIsty o codguaace tni: CFosuLh tuot

A inl

i ccah, ®m £, Also wa Zave coon in giecien 3 ghat the fussiion L is : ;
- v

contiauous; it 4s this propercy for which che follovwing firzss cqualzty

lim I(hi> s I(lin 3,) = I(fo) ~ nawn I(£f),
v © Z

e

r”

-
5 Iv ramains to be shown the last acsercion of tha thaovem, IS A= -,

i3) uolds trivially, since F # & aad we may pick N = L1, Supsose

Ay 9. 4gain, Theorem 2,1 implies thora is & point £;€4

e ats 2% o e
Vel weetdis

maX I(f) = ITgO). N
fea

wew, by hypothesis we obraan ;(fd,e) < p(gc,;). Aled We mar Lok o
€ >0 so that p(fo,e) + e < p(go,E). For cals & and zhe Jziv thoe 3

2 lim hi = £,

" i-r»

o

s cancluda thau there exi ts a positive integer N such thay for all

N

| A

<
-

it 3 Tr~lnm

¢ 9(h1'50> < g,

varn; thiese facts aad nihe well-kaown propertics of tite wetzic
Jotaizn

p(hile) = p(hi;fu) + D(Ec,le) < € + D(f‘;le) ( ;’({}‘:70)0

~108~
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Proof: For F ¢ § Theorem 2,1 cssercs-that therc is ¢ point f,cF

guch thac

max I(Z) = I(f;).
feF

: .‘ ] .
' sinca T 18 closad, then there exists & sequance (hil C P such taat

i=1
lim hy = £,. Also we hava scan in ssction 3 cthat the function 1 1s
{»»

§ coantinuousi it is this property for which the following first equality
' holds. _

lin I(hi) » I(lin ht) - I(fo) = max I(f),

ivo v fer

It remaing to be shown the last assertion of the theorem, Ii A e §,

i1) holds trivially, since F ¢ ¢ and we may pick N = 1, Suppose

§
!
3
%
4
1
i
v
{
i

AY % Again, Theorem 2,1 implies tharg is e point gpca such that

" max I(£) = X(g,).
feA

S L T T

Youw, by hypothesis we obtain p(fo,e) < p(so.e). Also we may pick ar

£> 0 so thar p(fo,ﬁ) “ g < P(so,e). For this € and the faet that

lim h, = £
1+ 1 0

We conclude that there exists a positive integer N such that for ail

2N
p(hi’to) < ¢,

Using thiese facts and thae wall-~kaown properties of the metric p, we

obtain
p(hy,0) < p(h ,E0) +p(£,,0) <t + p(£,,0) Cplg,,0).
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Obviously, 1+ p(h,,0), 1+ p(g,,8) >0, I¢ follos that

1 1 . N |
T+ p(hy8) ~ T p(dy.0) 1gy) - nax 12)

for all 12N, whera. N depends cn €.

Renmark: We racall that in séc:icn 3 the dafinitien of a surface
raquiras every ;urfacé b;inglnon—empty.“ The restriction dpes'no: inféae
&y furcher constraint on the rasults in this section; thet is, the
4heorems and ctheir consaquences remain valid iqr :he casa in which §
is empry and in parcicuiar the lemma rema;na.true-sinca tha null dﬁt

is closed. A trivial exampie of a null surfaée is givea by

S m {xcR’]p’(ax,bxo) = -1, a, beR, x.cR3}.

0

v. CONCLUSioN

We conclulda tha scudy by stating ckplicicly sor2 of the observarions “

ceduced from thae farego;zs Tasults,

For a givea experiment,

n
I max I(f)
=] chi

is the total of the maximum recovarable amount of informaction pcssessed

by & set of n trajectories. Theorem 4.1 states that such & totel Is

IGQUII to n if and'only 1f the weapon system gives a parfact perfc:qancé

concarning its capability in delivering the n projeactiles o che aiming

point,
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Thooren 4.2 assarts that, in the course of eveluacing tha zarminal
balliscic cffoc:ivano;; of a waapon based on :ha TaBULis OF anw.lin. Lia
serminal dispersion data collected frem :he.surfacg, as "1daa;.s;5::-;”
td ba u3zad 18 ona which perservas al) the informasion oflezal By the
exparizant; aquivalently, an icadl surisca 18 cna havifg & st or o
trajectories as its sudbsat, A simple example of such &4 suriaccs S: %

SI - U ((x, » X

an3 ™ ]
aeTos] ) 2,xs).R [x1 A3 xz, xata}

vhare .

a m.miﬁ A°
§:'m méx A\ |
Aj - {ft(cj)lficFi, icﬂn} ,» §=0,1

According to our dafinition of a surfacn, SI 16 not 4 surrace, tor SI

"is a uniom of uncountably many plaunes. Tharerore, a porfect surtacc does

noy exist.. Also, the second consequenca of tha theccems tells us that

th@rh is a positive information galned by extending the surface being
used in such a way tharc is an increasa in the data ensemble fo: at lgnst
ona trajectory.

Finally, the last result concludes chat there 18 a sequence of pouints

in'a given traiectory such that the limit of the i1maga or the sejuence

undhf I is atu&lsely tha maximum 1nformation possessed by the tiaject.ey.
Also, 1if there is a loss of information, such a loss can be reduced by

using an algorithm to recover some cf the loss,

-110-




v ——

T YT

¥

e

Renmark: In view of sI defined above, a reasonable surtaca iy be

used in an experiment is one which consists of 2mel sufficilently large

planes having the aiming point placed on tha canteés i oaa'p;aag w57 ibe
A ..

zémalining 2m 4p1an¢| ersctad at equiadistance Zrem each ciher oo S.in

sides of tha center plane,
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AN EFFECTIVENESS MODEL FOR BURST FIRES
ON VOLUME TARGETS

T. 3, M, Hung and J, T. Wong
Systems Research Division
Resesrch, Development and Engineering Directorate
HQ, U8 Arzy Weapons Command
Rock Island, Illinois

ABSTRACT

On the basis of three-trivariate normal distributions, an
sffectiveness model for analysing & sachine gun firing bursts on volume
targets is Jeveloped, The development is essentially an extension of
an existing model based on thres-~bivariate normal distributions,

A regular parallelpiped target is employed, The effectivensss
criteria, the probability of incapacitation and the expected number of
hits per burst, are expressed as functions of hit probabilities. Finally,
some numerical examples and observations ars given,

The remainder of this paper was reproducad photographically from the
manuscript submitted by the author,
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1, INTRODUCTION

Several studies have been conducted for analysing effectiveness of a 1
machine gun firing bursts upon a specified target [1,2,3,4]. In these s
; ' _ studies effectiveness is defined in terms of two measursble parameters!

E(H) and P(I), the axpected number of hits and the probability of

JUPRPERRPETT P

incapacitation per burst, respectively. On the basis of these effective- o

ness criteria, the foregoing investigations have rendered soms basic

models for effectiveness analysis by using a two, three or four-bivariate !

normal distributlons., The models so obtained have provided a base : ]

for analyzing effectiveness on area targets. 1
In this report a thrse~trivariatse noral distribution model is g i

developed for three dimensional target-volume targets. The development

is essentially an extension of the work in [3]. Thus, no further physical . {
justification for the modeling 1s rendered in this endeavor,

As was known in [3] the dispersion of the impact points from a burst on
area target revealed some interesting measurable phenomena. In particulax,
the dispersion data showed that tha distribution of the first impact point
of a given burst differentiated itself significantly from that rendared by ) 1
the subsequent projectiles., For this resson, it was assumad that the
behavior of these random phenomeum can ba characterized by two random .
vectors X! and X2 respectively, Furthermore, the offser of the mean of
the center of impac: of the subsequent projectile from that of the first

constituted the third random vector, denoted by X3. As the essential

-114- i
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premises to b~ LS d Zor modeling, it is assuncd thot ticsc observadla facts
can ba carried’ o\arxto :Lu chird dimension and each randem vocicr has a
matually .nd;qandent. eriv;rilto uo'unl distribuzion.

Oa the s:ruwg.h of the fc-c~o.a' stisula:ions. tha nreblem is Solved
for :Ho casa in which the configuration of the terget 45 a regular paval-
lel piped. In the éorﬁulaticns of the effectiveness parameters, E{H) and
P(1), are attained by expressing theae parameters as functions of P(F)
and P(8) - the hit probnbility of the first round and that of the sub-~

sequent ones, Finally, numerical examples as well as some interesting

obsarvations are given.

2, STATEMENT OF THE PRO3LEM

2.1 Modeling

Referring to Fig. 1, lec ws demote a fixed noinc (xz.xi,xi) in E’,
the cudlidean_S-sp;ce, by xj , and the differenticl of xj in 33 to bo

j dsi.oxj 1.4, dxj u dxg.dxg dx% « A solid parallelepiped terget,
as shown by the dotted lines, is located in E? with its surfaces inter-

sacting the coordinatas of xj - (x{.xi,xj) at the points (31.0,0),

(,,0,0),(0,8,,0),(0,5,,0),(0,0,8,) and (0,0,8,).

.

g
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3. FORMULATION

Lot us begin by noting thaz tha probabilicy 8¢nsity functions o2 x?
can be writcen in a'product fora, as

v
)

o3 \ . S
p(x") = " °(x1‘"xi'°x{) , (3

il

whare
J = 1.2.30;

Tha probability that the first roundrhit. tha target T , P(F) , is then .

given by
P(Z) = [po&)ax! ' (3.2)
T

where the intogral symbol denotes the tripla integral over T,
Substituting (3,1) into (3.2)4we obtain P(F) expressed in zormg of
error functions as follows:

3

P(F) = n jerf(a,,) - erf(a Y1/2 (3.4)
¢ :.-1-[ 24’ 21-1]

whare

"21-1 % % (Bagmg " Moy

L T N CP “x;)!c 1,
X
for 1= 1,2,3 and ¢y " /7
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Let x! designate the coordinates of the first round of a burst,

and x2 denote that of the subsequent rounds., The coordinacas for th

e

i

affsat of the mean center of impact of the subsequeat vcoundsz, wiales 43

; M2 tJ 2, xs.u 2) zron the first round is denoted by x° u (x?,xé,xg) )
oo whe:e xx -y 2~ x) » L = 1 2,3 or simply %3 M2 xt. {2,1)
e b xg i .

3y the assumptions stated in the previous section, the censity

functions of tha threa mutually independent, normally distribuced randsa
variablas, xiiu 1, 2.3 , can be writcen as o(xi;u ,ai N,
- il - . ..i

and di are the mean and variance, resaective1y, of the distribution
{

corresponding to the random variables, It follows that Wl s i=1,2,3,

. 1
can be conaidered as the actual aim point,

2.2 The Problen

The foragoiag considerations enable us to state ctha Iirss pare o

v,

“‘the problem as follows: glven a target T , defined by the rzlation

3 ! R " ' 2
T w (xeE°[8, £ %, £ 8, » 5, 2% S8, 8.5 5%y Ssg) (2.2)
and the input pavameters-u ; , L« 1,2,3 § = 1,3 ; o4y, 1,3 = 1,2,3

-\L

“i
N, the total numbar of rounds fur the bur

capacitacdon per hit, ~ find Z(1) and 2(I).

tt and PCL]H) L, the probability oitine

T an e
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3, FORMULATION -

Let us bagia by nociﬁg thac tha arobability demsity fuactions of x3

can ba written in a product fora, as

p(xd) = 3 o(xdsu_g,024) (3.1)
fwl i X _xi
vhara
j = 1.2.300

Tha probability that the first round hits the target T , P(F) , is then

given dy
P () -.j p(x!)dx! (3.2)
T

where the integral symbol denotas the triplae integwal over T .
Suhbsticuting (3.1) into (3.2),we obtain P(F) expressed in orms ol
error functions as follows:

3

P(S) = i:l[erf(au)_ - erf(_uu_l)]lz (3.4)

whaere

“28-1 7 %0 (F21a1 T ¥}/

a =c {8,, ~ .1 '
21 024 xi)/oxi.

for 4 = 1,2,3 and c0 - 1//2
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For a given u 5 tae probablliicy that a subsequeat round Bits T,
. N

denoted by P(S]uxz)', is
P(S|u_a) = J p(x2)dx? (3.5
% T /
The prodability chat a subsacuont round hizs T 'given %!, denoted by
2¢s|x!) , 1s

P(S|x}) IE’ p(x?) P(S[u 2)eu 2 (3.8)

vheva du. .z = du 3.du » du_ s and the 1ntcﬁral symbol denotes the trisle
» xR, Ry
intazral ovar EY . Using (2.1) and (3.5) in (3.6), we can rowrite

(3.6) as followa!

(&3
-
~3

~

LI TCT P f I 3p(u,‘z-x‘) px¥)eu p dx (
p Jgy !

70a probability that a subsaquent round hits 7 , cenozed by P{3) , Iu

than
P(S) = I 3p(x‘) P(s]xl)dx! (3.3)
' E

Substitution of {(3.7) into (3.2) yields the following:

3
P(S) ~ i:l(urf(sn) - erf(B,, N2 (3.9)
where _
Byg ™ b8, =u 3 =u )l
24 ; 241 x; LT 3

Fron

Bay ™ Py - ‘xi - ux‘>/qx

i i T

for 1= 1,2,3 and 3; - (Gix + Oiz + ﬂia)llz
1 et 4 1




B

{
]
b

Tae axprassion Jov X(I)  can acw bo readiiy obetainad for a bursi

of N rounds by substituting cquakions (3.4) and (3.9) in the ol ,wing

ralationt

B(#) = I X, QM)

q (3- 10)
ied '

whare P(i{,) 1s the probability that tha ith round {n a burst of X
rounds hits T and the "charactavlstic function" X on the iadax sat

0= {1,2,3, *»* ,N} 1s dafined by tha formula

{ 1 4f  icf
X = i
a 0 1f ign

. It Eollows that

EQE) = P(F) 4" (¥-1) P(S)

(3.1
To seek 2{I) we proceed in the following maaner. If 15 wollidnewn
(5] that for any two measurabla events
P(Ii Is) + P(If Is) = P(Is) (3.12)
where
P(TE T;) denotns the probability that the flrst projeccile
and the subsequent projectiles do avt iucapaci:atq'
the target T, .
P(IEE;) denotes the negation of P(Tff;) on tha firs: avend.
P(ia) denotes the probabilicy that none of the subseguout
projectiles incapacitates T,
Hence,

P(T) = p(‘fﬁ) ~ B(I, ”1“8)

(3.13)




wdid Leesowimiity -

For a given K2 the probabilicy that none of the N~1 subsaequent
projectiles incapacitazas T, conotec by P(fal“xz)' is glven By
' h
'y Tee YA
P{Tglugad = 111 = 20i5)2 iy fuy o)) (3.14)

T T il 2o ©

€ oan ..,

SR S ; The probability P(T [x!) thac noae of the subseguen: projectiles

incapﬁci:ates T given x! s given by

T 1y w Iyo (T .
P(Islx ) jgs P(x )P(Is!uxz)d,xxz ' (3.15)
: It follews that
3 - !__ F
N-1 3 - 2 e
— X
p@) =z (YY) -palmi® n [ R
k=0 t=1 'E ' /2752
L , (3..8)
Zlerf(8,,) -"erf(s )]k.l du_»
21 28170 |y
_ {
whare
-
F, = (w1 = u 2 +u 3)/7
. xg x{ L3 i
¥, =02 % a2,
xi xi xi
B2i-1 " (8554 = “xi”ﬁ "xf

= (8, - “xi)”’i ":’cf

i b 1’2.30

Here we hiave used the assumﬁtion that for a given hit tha probabilicy of

2

incapacitation is equally probable; f.e. P(I|K) = ?(I}ui) , for all iz6 )

=120-




vhare

P(F ':“) - L Z’(x’)?('fs;xl)dxl

4

Aicar some compucations on the last integral, we arrive at

N-l 3
p(1, T ) = p1l8) I (‘\.;1} t-pcz|my)* o
k=0 1 v i::1
-%F,
[ QR [axi(8, ) - eri(2,, ¥
/el @**y/aTT -1

*lerf(a §,,) - erf(a géi-l)]} du

*y

;
wazsre
a = ‘st //2- OXI ze
i L i
2, . 2ty -
— 9%3 Ml + ox}(“xa My3)
S - [3 e 1 e i i ]
2i-1 21i=-1 [+ )
: %
i
2 2.0 -
Ix3 Byl ¥ cx‘(“xf Hye3)
5 “ s - i i i i i
21 21 )
%

i “ 1,2,3.

P(I) caa be obtainad onmce P

P(I) = L - P(D)

L) in (3.13) ‘s determined; de.

.17

(3.18)

(3.19)

(3.20)
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4. NOYVORICAL BEXAMDLES

. Shee

For illustration, a ve

<
.

sular parallelepiped torget of 6uil

considavad first. As a spacial interost we assume that tha tarses.'is

zarvoed in at tha center of ius froat surface basa lae i.o, -3 < x, & 3,

0 %, L1, and 0 < x, €28, & rectangular tavges of i
=3 2%, 23 and 0= x; <18 4s also comsicered-as a speefal casa. It

providus a base for verification with thac givea ia [3].
Table 1 givas the values of the irput parametars- ¥, 9.3 and uxi -
i

for three different cases, Table 2 shows the rogults of ti:e ecffectivencss

paramaters for the two tgrgets. The value of 2(I!M) i3 taken as 0.85

for {inding tha values of P(I).

Numarical intogrations wrre computed by using Simason's vula,
A
Tor each integration equally spacoed inccements gre uged ovew 63x2
4
-0 . .
ranges, Any numerator value less than 10 , as well as any value for che

"

cp e s ~6 ; :
diiferance of two error functions less than 10 °, {is taken to de zoro.

-5,  DISCUSSSIONS & CONCLUSICNS

oS LLab

an offectivencss model fer zachine aun bursts on volusce Largevs has

been developed with three~trivariate novnmal distribucions iu tais report.

It is noted that for targets having spucial configuvations, the cor-

responding wodels can be resdily obtained by an appropriate coordinate

transformation{?] An arca target model 1s obtalnable as a special case.

T femanaa fe
er e aNieadtd L3

3
4
4

O YU A DU,
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For instancé, the modal so obtained for regular pgrallaleplpad tarzats: is

T S R AT T PR P TP T ST

an obvious extension of the thrae-bivariace model rendered by (3]. This _ ?
fact.also lead us éo note that P(F) and DP(S) for a volums targat ; :;
c#n at most Qsaume only one-half of the corresponding valuas for za azea ' , ?~
3 targat, J
3 The conventional notion of an impact point bacores rathor nadulous whan ' 3
E % carti‘d over to a voluma targer. Further pursuance for a rigorousness ' 3
% é davelopment of this notion ray be necessary, The reader is refarzed to (6] !

for sush an offoret.

$ince the assential prumisas used for thiag modaling in extonding the
vandoz phenomena from two dimensions into the third dimension is a 3trorn

ona, T.ors of tha model should comprisa with tha stipulations.

A s A
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Fig. 1 Coordinatas of xj » = 1,2,3, and a
Soli& Parallelepiped Tarac: T
Tanle 2
wwearst Solld
wsular Tavgels
Tavoet Wernaenton
Parvasoter/casa 1 2 3 L 2 | 3
P(F) 0,250 G.250 G.u30y 6.300 0.500} 0.3500
2(3) 0.015 | G.079 | 0.095 )] 0.061 | 0.186 | 0.219
(1) 0.326 | 1.356 | 1.3%2! 0.803 | 3.1C3 ! 3.578
P(1+) 0.753 0.670 0.715 0,323 0.38L 0.927
P(I)* 0.736 0.643 0.668 0.793 0.850 0,901
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SIMULATION OF SUBSURFACE NUCLEAR EXPLOSIONS
WITH CHEMICAL EXPLOSIVES

Donald B, Burton, and Edward J, Leaky
' Lawrence Livermore Laboratory, Liv&thrza,»C;}if&tﬁil
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ABSTRACT -

A series of field experimants are being designed and theoratical
studies are being conducted to select a chemical explosive and to develop
explosive charge configurations and synthetic fallout macerial to simu-
late subsurface, sub-kiloton nuclear cratering sxplosions, Ths studies
and experiments are directed toward determining the effects, tha type
and degree of stemming (full stemming, water ctemming, and no stéa=
ming) have on the size of nuclear craters, the vented radioactivity, amd
the extent of the resulting fallout pattern. Such information for détona-
tions in a variscy of geologic media is required if nuclear explosives are
to be developed as a civil and milicary construction tool,

The problems associated with simulating these affects through the
use of chenmical explosives are discussed, and partial solutions ara pre~
sented. The thaoretical and experimental programs will scudy the relative
. effects of tha different stemming configurations in the chemical explosive
. ' case and relate the results to the nuclear case. It is suggested that

these investigations will laead to optimum dasign criteria fcr simulation

. experiments and to a means of inferring the information which cannot be
p : simulated,
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1. INTRODUCTION

The development of nuclear sxplosives as a tool for civil and milicary
congtruction requires testing in a variety of geologic media and near-
surface emplacement configurations, Chemlcal explosives are a conveni=-
ent 2nd economical way to model nuclear explosive effects. The U, B,
Army Engineer Explosive Excavation Research Office (EER0), Livermors,
California, a part of the U, 5, Army's Waterways Experiment Station at
Vicksburg, Mississippi, and the Lawrence Livermore Laboratory (L°),
Livermore, California, are designing a series of field experiments to be
used in corjunction with numerical modeling calculations to develop such
a simulation technique, Related numerical cnlsulatlonu are also baing
conducted Ly Systems, Science, and Software (57), La Jolla, California,
The combinzd effort is called Project DIAMOND ORE,*

Iu the development of the technology to psrmit employment of nuclear

™

T T

1
E
;.
¢
3
) 4

T T A

i i explosives. as a tool for use in both civil and military construction, the

e § influence of burisl depth and stemming material on phanomena associated

b ¥ with nuclear cratering must be determined, The constructien of engi- :

: i neering structures such as railroad cuts, storage areas, and obstacle :

i % craters requires a detailed knowledge of ground motion, limits of material i
H failure, and iinal crater sisze. Safety considerations require knowledge of }
: _ airblast ovarpressures, seismic motions, missile throwout ranges, and !
i radioactivs £sllout distribution. The DIAMOND ORE program is thercefore 1
4 directed toward modeling as many of these effects as possible with the K

primary emphagis placed on crater size and radiocactivity medeling.*

egma

F o g im et SR AACE N
'

* Project DIA:ND ORE IS JOINTLY FUNDED BY THE Defense Nuclear Agency
and the Office of the Chief of Engineers, US Army,
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: * The remainder of this art.:le has been reproduced photographically from
\ the author's manuscript,
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| II.  SIMILITUDE AND CRATERING PHENOMENOLOGY

The koy to the successful lu_nulnion of nuclear cratering avents
through the use of high explosives (HE) is the understanding of the crater-

ing phenomenclogy which results from both energy sources. Although the

. quantitative upoi:ta of simulation will not be completely known until the

" termination of Project DIAMONb ORE, the following qualitative aspects

A'upply a starting point for formulating simulation criteria.

(1) Early-time Knergy Source Behavior

ALl of the energy from a nuclear device is released in lass than amicro-
second, vaporizing the device materials and its canister. (See Point! in
Figure 1). As this high-pressure, high-temperature gas pushes on the walls
of the emplacement cavity, a strong shock wave propagates through the sur-
rounding rock, depositing sufficient energy to cau?e vaporization, Butkovich“]
hlas qhown that, in silicate rock, about 70 tons of rock are vaporized per
kilotc.: of yield (1 kt = lolz cal). In the region of vaporisation, the re-
sponse of the rock to the shock is such that a lower limit of about 20% of
the device energy is lost in internal heating and will not be available to
do mechanical work at late times. As the shock wave propagates cutward,
it continues to melt the rock and shock-vaporize water contained in pores
and cracks. Shock vaporization of silicate rock and water occurs at
preasures of the order of a megabar and 100 kilobars, respectively,
The spherically diverging shock wave and the expanding mass of vapor-

ized rock and water are the principal agents in the formation of nuclear

~-129-

I YT, R YT, TR SR PR S




e A

ABJUL lUOU Aue SIRIS IdURISIP pue
: ami] -ABojouawouayy bu t43304)
L unbgy ,

l"-,ll"',""l ——— e ——

NOLLVITVY

-

NOILV3313D0VY svo

ot £ 1
e - NN
T ——— - . y T Ty e — e e - !/ll‘l,‘vf — e —
T —_— 1 ) - T'l' - lbl’l - ..ﬁll.. RS — — ||»-.: Il'\ i ar —
- <, T S SRR LU0
- N & < - A e - 'l.l-l,.... —. - : . -~ — I\.\/ \.: e o
3 I 2 f,_,fh Ty e e LT -
i . /w . .- - Ilv\ l’l.l. = lu,l.u F\ — ﬂ e & \ ——— . o i
I T e e vl el M\llf v KIS - ll/ffa../l/\r -
7 o “.s/inx.v|l.| - N |t1.. .-||||'|»Qﬂ.1nn ] - & - ’. - — -0 C.MI&DU..OHQA nd P »vo.\r.l\.r,:, i rl-..hr .m«...-&/ .
\.w..l‘.a. e b 3 2 = vlnPLJ.in.;./‘.Lw/(/k/Nr
Py ’ N (Aue 3N) sogmpm ,n%o\‘/\Wr/v. ORI M.
poziseday - o e o




o

- TR

' cavity formed by the gaseous detonation products are typically less than .

croalers,

In the caso of chemical explosives, the detonation is completed in a
time of the order of a millisecond, the exact value depending upon the

yield and type of explosive. Because the average pressures within the

100 kilobars, effectively no water or rock is shock vaporized in the

“medium surrounding the HE cavity.

kS
i
3
The HE detonation products play a role in HE cratering which is %
analogous to that of the vaporized rock in nuclear cratering. Ina mbdel- §
ing experiment, complete similitude cannot be achieved if the pressure- j
volume adiabat for the chemical explosive detona'tion broducta does not g
coincide with that of the nuclear cavity gas. This condition obviously ‘
cannot be met because the nuclear gas does work on its surroundings in %
the pressure range between 100 kb and 1 Mb, while the HE does not, :

Because of the large initial pressure difference, the coincidence of the

HE and vaporized rock adiabate in the high pressure regions can no longer

be used as a similitude requirement. , : ;
However, successful simulation of the cuterihg mechanism hinges |
upon transferring not the same total energy to the medium as the above
argument would require, but rather the same kinetic energy. The peak
pressure and response of the cratering medium to the shock wave governs
the amount of energy lost in shock heating and, consequently, the amount
of kinetic energy transferred to the medium. The response of a given
material to a shock is characterized by a release path or Hugoniot in
pressure-vclume space (see Figure 2). In an HE detonation, a region of

material near the HE cavity is shocked from point I to A, receiving energy

-131~
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repruscln'wd- by the arca IAB. As the pressure dccreases, the mlatcu'ial

ﬁ,nloada aléng th; Hugoniot, doing work ABF on the surroundings and re- -

taining enargy AFI as iﬁtérnal energy or "waste heat'. In a nuclear deto- “
nation, the modium is subjected toa much greater pressure and receives )
greaﬁer en;argy I.-CD. - However, moitvof thie;onergy ia lost aa waste heat \
ICF. Consequently, although the nuclear cu@ involvel. much greater ' . R
preahurei than the HE caée;. ohly a rélitively small amoufxt of Ad;iitionai | .
energy (BCD) is mad_e available for the cratering proéeu.

In other words, the vﬂery high pressure shock wave resulting from a
nuclear detonation does not couple efficiently with the medium, giving rise
to large energy losses through lehock heating.-' (The projunce of walls
aliowa a small but significant quantity of this haating energy tuv eventually
return to the system in a mechanically usable form). As the shock wave
propagates outward, this energy loss results in the rapid attenuation of
the shock peak to levels ﬁétainahle with higl;m explosives. Because of the
lower loss rate of the HE shock wave, cratering similitude can then be
achieved even though the adiabats for the vaporized rock and the HE detn-
nation products are not identical in the high-preuﬁre region. Furthermore,

because of the difference in total energy loss between the two cases, the

HE charge can be selected to have a much lower energy yield than the
nuclear device. However, it must be understood that effects which depend _ 1
upon the material temperature and effects occurring in the region very
near the cavity cannot be modeled.

(2) Spallation

In both the nuclear and HE cases, as the shouk wave intersects mater-

ial layevs and finally the surface, it is reflected back towarrs the 3




FeRL

ca R B wm e

cavity in the form of rarcfactions or tensile waves, As the tensile wave
passes downward through the medium, the material,broken by compression,
tension, or shear, spalls off in layers which then execute an approximate
ballistic trajectory. (See point 2 in Figure 1).

The depth from which material is ejected by spall is a function of
the material strength and kingtic energy transferred to the mound by the _ i
shock wave. In simulating the spall phenomena, primary consideration
must be given to matching not the peak particle velocities which are i
short-lived (except at the surface), but n.t.hor the residual particle veloc-
ities (those particle velocities which remain after the shock peak has
subsided) throughout the mound. This criterion is apﬁroxlmately
equivalent to matching the total mound kinetic energies produced by the
shock front. Preliminary calculations suggest that only 15 to 20% of the
total nuclear device yield is converted to mound kinetic energy prior to

the gas acceleration phase, whereas this figure may be as high as 30 to

. 40% for an HE such as nitromethane.

(3) Ground-Shock-Induced Airblast

When the shock hits the free surface, the top surface layers will apall
off at approximately twice the peak velocity of the particles at the same
distance from shot point but not at the surface. (Point 3 in Figure 1),

The overall motion of the ground surface acts as a piston and couples
with the attmosphere, producing ""ground-shock-induced' airblast. The
simulation of this effect then requires that the HE and nuclear explosions
produce the same peak particle velocities at the ground surface. This

criterion conceivabiy conflicts with the previously atated kinetic energy

criterion. Although it may be possible to match both. such circumnstances
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depend upon the rapid attenuation of the sharp peak of the nuclear shock
wave reiut_lvc to the peak of the HE shock wave. Whether sufficient attenu-
ation has occurred by the time the wave strikee the surface depends upon
th§ material properties and the shot depth.

(4) Seismic Effects =

As the shock wave (and associated particle motion) propagates outwud>
in the horizontal direction, it attenuates rapidly with distance because of
tﬁe spherical divergence and because of energy deposition in the modium.
Dispersive effects round off the sharp peak of the shock front through the
attenuation of high frequencies; and, as the shock amplitude decreases,
the material begins to behave elastically. The disturbance continues to
move outward as a seismic pulse traveling at acoustic velocities. Because
of the dispersion, the amplitude of the particle motion is more directly =
related to the residual particle velocitie; than to the peak particle velocities.
Because of the dispersion, the peak and residual particle velocities will be-
have in a similar manner at large distances. For this reason, it is antici-
pated that modeling of seismic motion will be achieved by a similitude
based upon the kinetic energy criterion.

(5) Gas Acceleration

As the rarefaction impinges on the cavity, the stresses in the rock at
the roof of the cavity are relieved; and the cavity begins an accelerated
asymmetrical growth toward the surface, producing the so-called gas
acceleration phase of the cratering process. (Point 5 in Figure 1.) The
magnitude of this effect depends primarily upon the time at which the rare-
faction intersects the cavity (and therefore the shot depth), the cavity pres-

sure at this time, and the expansion of the cavity gas below this pressure
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{i.e., the low-pressure gas adiabat). As the cavity expands, the pressure
and temperaturo decrease. Any drop in temperature below about 2000° K
will be acéompanted by the partial condensation of the vaporized rock gas,
bringing about an accelerated drop in pressure. Such an effect will nog

be experionced by the essentially noncondensable HE detonation p;oducts.
Proliminary calculations indicate that for the same yield the puuu're and
available energy in a niiromethane cavity gas at relatively late times may
be several times that of the nuclear cavity bases. For nuclear detonations
in wet materials, the steam produced by shock v‘aporiza'tion will be’fmve as
a noncondensable gas and will give rise to somewhat higher lé.te-ghne pres-
sures than in comparable dry materials. »

As indicated earlier, the simulation of spallation requires the matching
of the mound kinetic energies rather than.the. high-pressure gas adiabats.
The simulation of the gas acceleration phase, however, requires the co-
incidence of the adiabats at the low pressure end. While these are not
nccessarily mutually oxclusive criteria, they rmay not be simultaneously
realizable with present-day explosives. The modeling of either spalla-
tion cratering or gas-acceleration cratering presents no conceptual prob-
lems. However, the modeling of nuclear events in which both processes
are significant may present many difficulties. Certainly, it is always
possible to select an HE yield which will produce a crater of the same
volume as that produced by a spallation/gas-acceleration nuclear shot.
But, some of the secondary effects will not be properly modeled; the ratio
of radius to depth, for example, may be in error. The magnitude of

these errors can only be found through HE experiments and extensive

numerical modeling.
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(6} Depth of Burst and Rolitive Crater Sizon

In very shallow shots, the ov.erburden spalls off quickly so that t.h:o
cavity pascs vent and do work on the atmosphere rather than the mound.
In somoewhat deeper shots, the early spallation is reinforced by the later
gas acceleration mechanism. Aps the dabth of burst is increased still -

further, the shock wave bacomes weaker at the surface, causing less

: spallation; and gas acceleration begins to play the dominant role. Although

it is commonly believed that maximum crater size is obtained for shot
depths at which spallation and gas acceleration contribute equally, this
has nﬁt been firmly established, and onl‘y experiment or precise numerical
modeling can answer this question for a given medium. |
Thus, the spallation and gas acceleration mechanisms combine to
produce a variation in crater dimensions with depth for a particular
energy yield and material. Generally, the crater radius and depth peak at
approximately the same burial depth which i{s termed the "optimum depth of
burst'. Because of the different emphasis placed on spallation and gas
acceleration by the different energy suurces, the 'cratering curves'' for
a high explosive and a nuclear explosive (vr, for that matter, other high
explosives) cannot be expected to have the same shape, and therefore the
same optimum depth of burst. As has been i_pdicatcd several times, the
best approximation should occur when the same kinetic energy is imparted
to the mound by the shock wave and when the cavity gases have the same
late-time pressure. If this criterion is met, the cratering curves should
coincide, providing the HE and nuclear yields are redefined to take into
account the energy loss due to shock heating of the medium. This redefini-

tion is, of course, media-dependent to some extent. If the condition cannot
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be met, one must resort to simulating a fixed-yiuld nuclear uxplosive at
differont depths with HE charges of varying yields which will depend upon
the predominant cratering mechanism at that depth. Use of this approach
will rosult in the imperfect simulation of some of the secondary nuclear
effects.

(7) Missile Hazards

As the maximum missile ranges are usually produced by the larger
blocks of material which have been spalled off the surface by the shock
wave, simulation involves .the same criteria and c&nuquencu as dis~
cussed for ground-shock-induced airblast. An exception to this may occur

in soils for which the top layers are significantly weaker than the desper

materials. Under these conditions, the more energetic missiles may

originate frorgnwgpe deeper layeras.

(8) Gas-Vent.Induced Airblast

The effects of the cavity gas extend beyond providing a boost to the
mound. If the mound breaks up before the cavity pressure has dropped
to one atmosphere, the cavity gases do work on the air to produce gas-
vent airblast. (Point 7 in Figure 1), Simulation of this effect involves
reproducing the nuclear cavity pressure and energy at vent time and, con-
sequently, matching the adiabats in the low-pressure rangs. This presents
many problems, particularly in shallow lhotar in which spall is the primary
cratering mechanism. That is to say, matching the adiabats to reproduce

gus-vent airblast may give rise to a mismatch in the spall-producing por-

tion of the adiabats possibly to the extent of affecting the vent time.
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(9) Vunting[z]
In nuclear events, the behavior of the cavity gas is intimately related
to the vonting of radioactive fission products and induced radionuclides
which htor’ar:)pur as fallout. As the mound grows and begins to dissociate,
those radioactive cavity gases which are still uncondensed filter or are in-
jected through fissures in the mound, The violence with which the gas is
released to the atmosphere will depend upon the cratering mocihunum at
the time of release: (a) if gas acceleration is the predominant mechanism,
then a large cavity pressure at late times can be expeacted to give rise to
a relatively large vent; (b) in » shallow, spall-produced crater, the spall
depth can extend into the cavity region. Under these circumstances, the
venting should be large and may be relatively independent of ‘cavity pres-
sure. On the other hand, if spall is the primary cratering agent and the
spall depth does not extend into the cavity region, then a relativély small
vent is to be expected. Cavity gas will still be forced through {issures by
the late-time cavity pressure, but to a lesser extent than in the previous
cases. Clearly, the complete simulation of the venting mechanism re-
quires comparable late-time cavity pressures and therefore similar
adiabats for the HE and vaporized rock in the lower pressure region,
although it is possible that this condition may be overly restrictive in that
the venting machanismo may not be sensitive to the exact cavity pressures
involved.
The cavity pressure at vent time can also have a significant effect
on the composition of the fallout. This arises because the radioactive
fission products and induced activities entrained in the cavity gas behave

in chemically and physically varied manners. The 'refractory"
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radionuclides belonp to maos chains which, on the averagoe, form oxides with
rolatively l\ig!:’;uamtlunanllon temperatures hetween about 1100 and 1700°C[31.
If the cavity tdrmperature drops below this range brlpr to venting (cor-
responding to a lower cavity pressure and less -vtolcn‘t vent), the refractory

radionuclides will condenss along with the vaporised rock to formn volume-

.,
B
[y

distributed droplets which are preferentially lurl;co—dbpo-lted on the .

large particles of the dissociating mnund. Radionuclides belonging to the

T TR T

"volatile'' mass chains will not condense until much lower temperatures

—r Lyt

are reached., Presumably, the condensation of volatiles will accur ata

late time when thsre is a preponderence of fine particles, so that the vol-

g

atiles will be preferentially deposited on smaller particles than the re-

-,

:
:
/

fractories. This difference in behavior is termed 'fractionation", and

gives rise to a distribution of radionuclides in the cloud and fallout which

differs markedly from that distzibution produced by the nuclear source.

b : If, on the other hand, the cavity pressure is high at the time of vent,

RPN T P

neither refractories nor volatiles will be afforded the opportunity to con-
. : dense prior to being injected through the mound into the atmosphere.
Under these conditions, there will be little preferential condensation on

particles of any given size, and no marked fractionation will occur.

(e RO D P IR A

(Notable exceptions to this are radionuclides which behave predominantly

as noncondensable gases.)

par—2¥

Consequently, it ic legitimate to speak of a ''vent fraction' (or frac-

h
¥

tion of produced radionuclides which are vented into the cloud and fallout)
in the case of violent venting. However, in the case of a low-pressure
vent, one must speak of a vent fraction for each individual mass chain

or, at best, a separate vent fraction for refractory, volatile, and

P
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intormediate classes of radionuclides.

As it is obviously impractical to attermpt simulation of 2 nucloar
fallout pattern with high explosives, the modeling must be confined to
roprodﬁctng a parameter such as t.ho vent fraction(s) which will allow an
eqnivalont fallout pattern to be gcnanud by numortcal techniquu In

the case of high—grouun ventin', this lh'nuhtlon can bo accompluhod

in a rela dvely straightforward manner. In prineipls, one need only em-

place some sort of traceable material uniformly throughout the high explo-

sive and then recover it from the region outside the crater. In practice, :
there are many problems which must be overcome; these will be des- 1
cribed {n more detail later. Again, there is the everpresent restriction

that the HE detonation products and the nuclear cavity gases muat'have

o
b
3
:
E
B
A

approximately the same late-time pressure. Simulation of low-pressure

venting necessarily involves the use of different types of tracer materials.

o R AL s

It is doubtful that particulate tracers will satisfactorily simulate the

i i L 3

volatiles under these conditicns. Ideally, one needs tracers which will

R

go through the same physical phases at the same times as the radionuclides

but at the much lower HE‘tampouturel. At the present time, consider-

Lo & it stais st 1o o

ations of this nature appear to be beyond the state-of-the-art.

(10) Cloud Formation

Cratering events normally exhibit a cloud structure comprising of
a main cloud and a bate surge. This structure is intimately related to
the distribution of fallout produced by nuclear events. With the complete
dissociation of the mound, the material ie ejected zlong ballistic trajec- 1
tories. The prirnary mechanism for the formation of the base surge is j

thought to be the potential energy in the suspended aerosol formed from
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the lofted mound material. The formation is interpreted physically us a

gravity {low of the asrosel, du-ing which energy is transformed from

potontial energy to kinetic energy of the asrosol and then to work done
in Jilplaclng savironmental Air["]. Corrsct simulation of thc.buo surge : I
then follows from the correct simulation of the late-time mound kinetic

energy whether caused by spallation or gas ucéoloutlon.

The formation of the main cloud io keyed to the cavity pressure at

o

vent time; and, the absence of this cloud can be expected if a violent vent

o

does not occur. With the violent release of the cavity gases, the main

[
E
%
i
‘

cloud rises from ground zero and grows primarily in the vertical direc- {

LT

tion,' entraining fine particulates from the mound. The growth is influ-

B

enced by the initial momentumn of the hot cavity gas bubble, buoyant forces 3
on the bubble, the internal friction produced by turbulence, the external
friction and pressure exerted on the bubble by the environment, and the .

entrainmant of mass in the form of air and particulates.

;, . 1f the main cloud were formed by an adiabatic process, then the

matching of the cavity prassures and adiabats would be the key factor in

[T P

arriving at an HE simulation. Howaver, in reaching stabilization, the

‘ cloud exchanges energy with the environmental air. As the HE cannot
attain the temperatures of the nuclear cavity gas, it is doubtful that there
exists a main-cloud simulation criterion which is compatible with the pre-
viously stated cratering simulation criteria.

(11) Effocts of Stemming Materials

(a) Solid Sten'nmigg. Insofar as the material with which the emplace-

ment hole is stemmed is a reasonable approximation to the in-situ material,

the stem will not have a profound effect upon the early spallation stages of
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crater dovolopment. Howover, as the cavity sxpands, the original borehole

i e
AR

also enlarges, first near the charge and later near the ground surface. BSolid

7
!
e
i
kE
L

- : stanming may tend to lose contact with the wall surfaces, thereby pers

mitting premnature venting of the cavity gases with subsequent loss of

: energy available for the gas-accelsration iulo. This "otfoct' can of course

be ;"oducod by special emplacement designs. If other simulation criteria

i are met, tt.il likely that solid-stemming materials will behave comparably

in the HE and nuclear cases.

P AR S

(b) Liquid Stemming. The use of water stemming has been tested using
high explosives with the possible result of increased crataring omghncy.'
This has Been attributed to the ability of liquid stemming to flow laterally,

: maintaining contact with the walls of the borohnlom. This concept cannot

be simply extended to the nuclear case because different physical principles ;

come into play, and one can only speculate on the consequences. As indicated
earlier, the amplitude of the nuclear shock wave is sufficient to shock-
vaporize water considerably beyond the limit of rock vaporization. This ' y

will cause the formation of a steam bubble in the lower portion of the stem . o

PR s &

which might contribute to the premature ejection of the comparatively low=
density water stemn with the concommitant early venting of the radioactive |

cavity gases. Although the design of an HE configuration to simulate this

effect must be based upon numerical calculations, one can speculate that
this could be accomplished by prechambering part of the HE in the bottom

part of the water stem.

(c) Air Stemming. There is limited evidence to indicate that the absenc:

of stemming in HZ detonations does give rise to a degradation in cratering

efﬁciency“' 5). Once initiated by the HE or nuclear detonation, the shock
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propagatos ndhlly‘cuhﬁnrd not f'oellng the praloné‘e of the unctqmme;l
hole cxcept in the direction along the axis of the hole. For this reason,
the spallation mechanism set into motion by the shock wave should be rel-
atively unaffected h;r the lack of stemming. However, ill effects which
depend upon the cavity gas may be greatly ;Hoctcd |

In the simplest approximation, the borehole can be éon_claored to be
a high-pressure shock tube. .The spplication of ideal shock tube theory“’l
to the nuclear case indicates that the initial voldcuy of the cavity-gas/air
interface in the borehole may be greater thaq 20 mutof_g per millisecond.
(Dui'ing the Marvel expc;'imcnt, a velocity of about 100 m/ms was ob-
urvod[n.) Similar calculations indicate that a nitromethane high explo-
sive may exhibit a velocity of approximately 10 m/ms. At these speeds,
the interface will outdistance the shock wave in the adjacent material,
originating a secondary shock wave from the interlor of the borehole.
Should such interface velocities be lul.utnod. then a significant mase of
the cavity gas will be ejected up the borehole, the rate depending upon the
hole diameter. However.. such rates cannot be sustained because a num-
ber of effects arise to oppose them. Firclt, as the interface rises, the
gas volume increases, decreasing the pressure which drivés the gas flow.
Energy losses which are somewhat localized in the stem region occur
through the generation of a secondary shock wave, fluld friction, and heat
transfer to the stem walls. This also effects a pressure decrease. The
principle effect is probably the ablation of mass from the stem walls which
increases the mass of the flowing mixture with a resulting decrease in
velocity. If the borehole diameter is relatively snaall, the stresses pro-

duced by the shock wave in the material surrounding the hole may be
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' quiring either similar mass flows .up the stermn or similar cavity pressure

ERET T Y

sufficient to cause closure following the brief venting olf gas resulting
from the initially high interface velocities.

High-explosive simulation of an unstemmed nuclear cratering shot is
complicated by the large difference in the initial interface velocities in-
duced by the differences in initial pressures. Two uppromhu'appur to

be possible. The first involves simulating the hole of a nuclear shot with

e T SR PP PP I S SR

a larger HE hole. The choice of hole diameters would be bassd upon re-

Jroms

histories. The second approach involves ulcctinj an initial HE configura-

tion which is similar to the shape of a nuclear cavity (inéluding the stem)
at some late time when the pressure and interface velocity have droppod' .
to levels attainable with high explosives. Both approaches require ex-
tensive numerical modeling and d-.uihd knowledge of all material prop-
erites affecting the gas flow. Although it will not be known with any degree

of certainty until these calculations have boén carried out, it appears that

the above simulation approaches may not be in conflict with the previously
stated criteria for fully-stemmed detonations.

(12) Summary

The effects discussed in the preceding paragraphs and the resulting

similitude criteria are listed in Table 1. In the fully.stemmed configura-
tion, most of the dynamic cratering effects can be simulated by matching
the mound kinetic energies (residual particle velocities) and/or the low- :
pressure cavity gas adiabats, These criteria can be met individually .
through the judicious selection of the high explosive, the yield, and the
charge configuration. Whether the criteria can be collectively met is at

present unknown.
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TABLE 1
SUMMARY OF SIMILITUDE REQUIREMENTS:

EFFECT SIMILITUDE CRITERION
1. Early-time snergy sourcse None

behavior
2. Spallation mechanism " Residual mound velocities

3. Ground-shock-induced airblast Peak surface spall velocivt{y

4, Seismic effects ' Residual mound_"lvelocltieo

5. Gas-acceleration mechanism  Low-pressure adiabat

6. Depth of burst and orater ' . Residual mound velocities and Low-
dimensions _ pressure adiabat
7. Missile ranges Peak surface velocity
8. Gas-vent-induced airblast Low-pressure adiabat
9. Venting of cavity gas and Low-pressure adiabat
radioactivity
Violent venting Particulate tracer
Nonviolent venting ??

10. Cloud formation

Base surge Residual mound velocities
Main cloud Low-~preszure n_dubu (?)

11. Effects of stermming

Stemmed case Above criteria

Water-stemmed casey Cavity-gas/steam pressure
profile (?)

Unstemmed case Gas pressure and/or velocity

profile (?)

INDIVIDUAL SIMILITUDE CRITERIA CAN BE MET THROUGH THE
JUDICIOUS SELECTION OF THE HIGH EXPLOSIVE, THE YIELD, AND
THE CHARGE CONFIGURATION )




Bhe

Y.t
o« Pkt

III. PROJECT DIAMOND ORE

(1) Genoral Duﬁcrigtion

ey o Bt

Project DIAMOND ORE consists of a series of high-explosive field

experiments and assoclatod theoretical and experimental studies directed

T i L A

toward (1) investigating the role of stemming materials in both nuclear

v

vt et e - 4+

and higheexplosive cratering shots at shallow and optimum depths, and

oo o

v {2) arriving ot specific design criteria for high-explosive simulatioa of
| ‘ nuclear detonations. Although existing numerical codes have the capa-

bility of treating nuclear and high-explosive configurations such as those

of interest here, the codes employ many assumptions about the behavior of
mattcer in and about the explosive environment. The éodel also require,
as input data, very detailed descriptions termed '"equations of staie" (EQS)
of the energy source and the cratering medium. Consequently, great
credibility cannot be attached to design specifications based on theoreti-
cal calculations alone, On the other hand, although considerable expe‘x;i.- v
ence has been gained in the field of HE cratering, there is no means by
which this can be directlz. related to nuclear cratering. The intent of
DIAMOND ORE is to mesh cratering theory .a.nd experiment together by
providing a series of well-documented experimeuts by which tllxe codes can
be tested thereby enhancing the cradi'b‘ility of the computer-generated
criteria for high-axplonive/nucleér equivalence.

As presenily envisioned, DIAMOND ORE is to be conducted in three

phases. Figures 3 and 4 are flow charts which depict the interactions

betwecn the various parts of the shallow and optimum depth-of-burst programs,
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Phase I is o continuing study of high explosive charactoristics, cra-
tering miedia properties, and fallout simulants and has been in progress
since late 1970. The fullout simulant program arising from the Phase I
studies will be discussed in dotail in a later saction of this piper. The
site of the Phasc Il experiments coincides with that of the Pre-GONDOLA
series of 1966-68. Numerical simulation of the Pre-GONDOLA I events
has been coupled with the known experimental properties of the clay shale
at the site to arrive at a consistent material equation of state[sl. Simi-
lar equation-of-state studies are now being carried out on the aluminized
ammonium nitrate slurry which is the explosive selected for the Phase II-A
series.

Phase II includes two series of cratering detonations to be fielded at
the Lewis Reservoir near Fort Peck, Montana. The first series, Phase I[.A,
is to be flelded in October 1971 and consists of a stemmed detonation and
an unstemmed detonation at near-optimium depth of burst, and a stemmed
detonation at about half-optimum depth. The yields are identical and are
in the low sub-kiloton range. The results of these experiments will pro-
vide direct comparisons of the effects of stemming and depth of burst.

The instrumentation will be such as to provide data on the behavior of the
shale and the slurry under conditicns not previously investigated. Phase II-A
is then intended to serve as a well-instrumented test series upon which the
hydrodynamic computer codes can be tested, and the explosive and shale
equations of state refined. When the theoretical program has progressed

to thce point.that the Phase II-A series can be correctly simulatud numeri-
cally, then a thorough knowledge of the shale and slurry equations of atate

and the dynamic effects of sternming has been gained.
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. _ With the information gained from Phase II-A and past oxpuricnce in

.y
s o T

i ' applying hydrodynamic codes to nuclear dotonations, it will be pussible to

i predict the offocts of nuclear dotonations in the Fort Peck shale in the

il e 4 o

following configurations: unstemmed, water-stemmed, and fully-stemmed

-

at optimum depth of burst, and unstemmed at half-optimum depth. Taking

R T

into account the qualitative simulation criteria discussed in Section II of

this paper, various high-explosive emplacement configurations can be

studied to determine whiath will best model the nuclear explosive and its

stemming. This w‘xﬁ be an iterative process which will converge upon the 'é—
explosive designs to be used in the Phase 1I-B experiments. If, at this : i ;
stage of the program, it should be determined that the slurry expiosive

is incompatible with similitude requirements, the use of a rmore appro- ? }

e 3 e T T T T T T TR T Y A

priate cxplosive will be considered at this time. The Phase II-B series

e

is scheduled for summer of 1972 and is intended to be an experimeﬁtal
verification of the theoretical explosive designs.

It is anticipated that the Phase 1I series will provide information on 3
the relative importance of the various material properties as related to 1
stemmming, depth, and yield. The design techniques employed in Phase II-B
casn then be adapted to designing additional simulation experiments in other

geologic materials. This test series called Phase III would be directed i

3 toward demonstrating the feasibility of HE simulation of nuclear explosions.

The DIAMOND ORE objectives are summarized in Table 2.

e

(2) Site Selection

] The selection of Fort Peck, Montana, as the site of the Phase II ex-

periments was based upon several considerations, First, the clay shale

in which the series will be conducted is of intereat in civil and military : j
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TABLE 2
PRQJECT DIAMOND ORE OBJECTIVES:

Design and exccute high-oxplosive experiments which will best sim- |

ulate nuclear cratering detonations under various stemming, dopth. and
material conditions.

- PHASE 1

PHASE 1A

PHASE IIB

PHASE 111

Study cratering media equations of state
Study high-cxplosive equations of state
Select high explosive for simulation
Devisa fallout simulant program

Provide direct comparisons of effeqts of stemming and
depth of burst

Provide data on behavior of clay shale and slurry under
conditions not previously investigated

Servo as a well-documented experiment upon which the
hydrodynamic codes can be tested and refined

Provide additional data as required

Serve as experimental verification of theoretical explosive
designs in clay shale

Demonstrate feasibility of high-explosive simulation of
nuclear cratering detonations in varied geologic media
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applications. Sacondly, the site is free of abundant wildlife and distance
from large population centers, thereby reducing the environmental impact
of dw dctonations. The site is sufficiently large and free of mountainous .
terrain to allow the implementatioa of a fallout simulation and collection
program. The area hus been the site of several other hlgh—eiplolive ex-
periments,and the experience in conducting field operations there tended

to reduce project costs. However, .the most important conlidcr;:tton

was the existence of extensive data on the material properties of clay shale,
thereby reducing data acquisition costs.

(3) Explosive Selection

In fielding an experimental cratering ;Srogram as extensive as
DIAMOND ORE, the cost of explosives becomes a primary considsration.
Past experience in the field of explosive excavation has shown that, in
terms of overall cratering efficiency, the slurry explosives are by far
the most economical. Because slurry can be emplaced in liquid form and
is classed as a blasting agent rather than a high explcsive, costs of hand-
ling are also reduced.

As will be discussed later, the use of a fallout simulant requires that
the simulant particles be uniformly distributed throughout the HE.
Because the slurry can be made to gel after emplacement, itis
ideally suited to this purpose. The simulant particles can be uniformly
mixed while the slurry is liquid and will remain so after emplacement.

Finally, some slurry formulations provide very high energy release
per initial unit volume, thereby more closely approximating the initial
nuclear cavity than less energetic explosives. Unfortunately, the slurry

equation of state is presently unknown, and the more precise similituds
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requiroments discussed in Section Il of this paper therefore cannot be
applicd to it. In viow of its other dosirable properties and the fact that
F

it is of considerable interost in its own right, an attempt to make use

' of slurry as a nuclear explosive simulant WII'fGIt to be justified. Accord-
] ingly, slurry was selected for the Phase II-A experiments; and determining
its equation of state was made one of the principal objectives of Phase 1.

However, should the slurry prove unacceptable for simulation purposes,

e d L

concurrent studies are being conducted to select an alternative.

e dadk

D

(4) Phase II-A Technical Programs

The following outlines the technical programs to be executed in con-

junction with Phase I1-A.

- e B c—-&lwu-w . . L oam
. T
3 T, o e B . it B

. TR V. PR N

(a) Site Investigation. Prior to the final selectinn of the ground zaros

.y

i ~ for the three Phase II-A events, seismic refraction surveys and continu-
. ous borehole loggings were conductad at a number of proposed sites.

These investigations provide direct measurements of sonic velocities and

indications of anisotropies in the shale.

(b) Direct Measurements of Material Properties. Core samples

have been provided to the U. S. Army Engineer District, Missouri River
Division, for measurements of unconfined compressive strengths, residual

shear strength, Young's modulus, Attenberg limits, and other material

properties. Sampies have also been provided to L3 for plane strain mea-
v surcments which will yield data on the static elastic moduli and material
strength.

(¢) Close-in Ground Motion and Earth Stress Measurements, (Figure 5)

For the two nptimum DOB detonations, acceleration, velocity, and stress

TR B Fen e e e

gauges will be employed in a linear array of boreholes to provide the

TR
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1
motion and stress time histories of' the medium under the influence of 1 ’

the shoch front for use in I..3 and S3 postshot calculations. It is

anticipated that the radial and tangential gauges in holes B. C, and D

may provide data for determining dynamic values for the elastic moduli.

(d) Surface Motion Measurements (Figure 5). Early time high-speed
photography (1000 FPS) will record sach detonation for the study of veloc-
ities and the acceleration of particles within the crater area, and for the : o

study of mound growth and venting. Accelerometers and velocity gauges

will also be used to measure the rate of mound growth. ‘ _ ]

!
1

(e) Stemming Pressurc Measurements (Figure 5). A vertical array

of stress gauges will e emplaced within the air column of the unstemmed
shot. An additional array will be located just outside the unstemmed hole.
Both arrays will provide stress and time-of-arrival measurements re-

quired for code calculations.

[ R T R T L N

{f) Uniformity of Detonation Measurements (Figure 5). The detona«

tion history of the explosive detonation will be recorded by emplacing four

(v e AT RS RGN .

"rate sticks'' within the explosive material. These measurements are re-
quired to verify the detonation uniformity of the slurry explosive and will

provide detonation velocity and perhape shock velocity data for the slurry.

S

(g) Crater Measurements. The dimensions of all craters will be

measured by conventional ground survey to provide preliminary crater

dimensions. Aerial mapping will provide precise dimensions of experi-

mental results. Aerial photography of the craters will be taken after all

three detonations have been conducted.

{ (h) Ejecta Analysis. Missile ranges and directions relative to each

ground zero will be determined by converional ground survey for each

=156~




detonation, This data will be used to relate missile areal densities to e
migsile ranges in the arca between the limits of the continuous ejecta and
the maxinium missile range. Areal distribution of the continucus-ejecta

will be determined by the "point count technique'. Limits of the continu-

ous cjecta and maximum missile range will be marked iﬁ a rnanner which
will be detoctable on the postshot aerial photography.

(1) Technical Photography. In addition to the “phbﬁ‘ogruphy mentioned -

R TR .q.-p'mmwhw r ‘ /ﬁM‘ . Wiﬂm . . ocd

above, documentary 16mm photography will record the cloud formation

ont -
e

me Ta

i
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for each event, and incidental still photographs will be taken of sach deto-

off

nation. Although no cloud studies are planned at this time, the information

m—
L b g .

i e

will be available should such studies be desired at a later date.

{(j) Fallout Collection. Fifty (50) collaction trays will be placed in

the expected downwind area on all three detonations in order to provide

TEETICY T T T O TV e e T e T
™

basic data as to fallout mass deposcition relative to ranges from Ground : i ;
9
3

Zero. This data is desired for the fallout collection array designs to be

used in Phase II-B. Samples from the fallout trays will be taken for use
in tracer background studies. The location of these trays relative to the

wind direction at shot time will not be a controlling factor in the firing

e

decision. Although no fallout simulation is scheduled for Phase II-A, un- : 4
coated milica particles will be mixed with the explosive.

(k) Meteorological Program. Wind speed and direction will be de-

termined three times a day (at 0900, 1200, and 1500 hrs) at the ground i

surface and at altitudes of 100, 200, 300, 400, 500, 600, 800, 1000, 1500, , :
2000, and 2500 meters. This data collection will be initiated five days
prior to shot date for Event II-A-1 (unstemmed) on a daily basis. % i‘
In addition, on shot days, wind data collection will be initiated at the time % 5

i
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ol detoniation,

(1) Close~-in Airblasl. Peak overpressures within the range of 0,03

to 1.0 pst will be measured on all three shots at ranges of 250', 500',

.
i ot g4 aitien W . PR

1000', and 2000', Additional gauges will be at 4000' on the unsternmed shot

P A T ~vmm"~*m!ﬂ‘!ﬁ'!m 5

-

shot and at 4000' and 10000' on the half-optimum depth shot. :
.-_, (m) Saismic Investigation. Two g_round-uhock stations will be em- ) :
' ployed to measure particle velccity for comparative scismic measure- i
ments using EERO in-house capability. Gauge locations will be field de- g 3
T termined and surveyed after emplacement.
?' i ‘,A
. ! 1
g2 £
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IV. VENTED RADIOACTIVITY AND FALLOUT DISTRIBUTION ',

FERER P

To determine the effect the type and degree of stemming will have
on the fraction of material vented from the simulated nuclear crater and
its distributioa around the shot point, tagged mineral particles are being
employed which can be identified in the post-explosion debris. The parti-

cles are of a size and density such that,while in the debris cloud, they

. will respond to the influences of winds and gravity as do the same size - O
radioactive particles from a nuclear explosion. Thus, if the venting f %
process of a nuclear explosive is simulated, particle areal deposition : 1

should be duplicated for a similar wind condition. The nuclide 6omp0li-
tion of a particle and the resulting fallout field dose rate will still require

generation by numerical techniques,

(1) Previous Fallout Simulation Experiments i

While the use of tracers for this purpose is not new, the approach

BT - a—

being taken is new. In previous experiments, Project YO-YO and

Pre-BUGGY, radioactive tracers ()?5Au and 'CAs in Project YO-YO

and 14012 in Pre-BUGGY) were employed. Conclusions {rom these ex- ‘
periments were that: (1) The fraction of the radioactive material that es-
caped was rclated to depth of burst and apparent crater radius, but the
escape fractions were higher than those expected from nuclear detonations
at the same ratio of depth of burst and apparent crater radius; and (2)
radioactive tracers in chemical explosives did not simulate fallout.
Examination of these experiments indicates that the method of place-
ment of the radioactive tracer in the chemical explosive may have lead

lo the relatively high amount of radioactivity vented. In both experiments,

the radioactivity was placed in a capsule located in the center of the charge.

=159~
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Upon detonation there was no assurance that, prior to venting, the radio.

active tracer would uniformly mix with the explosive gases or would not |

R TTIT
P et S s

be prcferentially vented in a gaseous jet,

T

Failure of the radioactive tracer to simulate fallout is attributed to

tho differcnces in the tempo.ruturel, pressure and venting processes he- :

W e

g : tween nuclear and chemical explosives. As was previously noted, the

venting procoesa is strongly influenced by the cavity pressure and temper-

U

aturc history and, in turn, the fraction of volatile, refractory and inter-

e

mediate radionuclides vonted. Summarizeﬂ. it is known that if the temper-

PR O Y

ature and pressure at vent time are higher, a more violent mixing of ; 1
T _ radionuclides will result and the vented material will contain a higher

fraction of refractory and intermediate radionuclides. Distribution of

; ; the rafractory and volatile radionuclides differs among fallout particle

‘ sizes with the cavity pressure and temperature at vent time. When pres-
sures and temperatures are low, -refractory' nuclides are deposited on
the larger particles of overburden and fall close to ground zero. When
pressures and temperatures are high, refractory slements are associated
: ' with particles having a smaller mean radius and are more abundant in the
: nuclear cloud. Then, refractory radionuclides are found to be volume

‘, contained while volatile elements are surface deposited.

Data from the Pre-BUGGY experirnent[9] showed that the radioactive

i 140

tracer employed (" " La) was surface adsorbed on the particles in the

| .

i detonation cloud. For Pre-BUGGY, 96% of the recovered radioactivity
3

.

was found on small particles which constituted only 8% of the particle

mass but an estimated 90% of the surface area of the deposited particles.

With the majority of tracer activity associated with the smaller particle




sizus, winds acting on the cxplo-ion-produced cloud carried the small
particles to great distances from surface zero and distorted the fallout
patterns. '

To c\rcumvent the problems of previous expenmuntl. the lpprouch
being puuued to measure the vent fraction consists of using a neutron acti-
vable chamical eIement surface adsorbed on quartz puticlan of known s.ze and
density. These tagged particles are unilformly mixed throughout .the ex~
plosive charge. The rati.onnle for this approach is discussed in the follow-
ing paragraphs.

(2) Tracer Selection

Since the test program is to be conducted in a nﬁmber of locations
and geologic medium, an inert tracer, suitable for neutron activation
after collection, is being employed to avoid the problema associated wlith
the use of radioactive materials. Use of neutron activable tracers rather
than a radioisotope eliminates: ‘

(a) The need for an AEC or State license for use of radioactive
materials.

(b) The logistic problems of providing sufficient tracer for a field

test that is weather dependent.

(c) The requirement to have field equipment to measure radioactivity
levels.

(d) The difficulties of conveaking radiation measurements to mean-
ingful fallout values,

(e) The radiation control measures required during handling of the
tracer and placement in the explosive charge.

{f) The problems associated with releasing radioactivity to the

~161=

LS DAPRRENEY 11 R S N g




-y

_apure quartz (Wedron sand) with a particle density of 2. 65 grams/cc. -

PO

envirvirment.

PR T

The noutron activable tracer coated on particles of known size and

density is being mixed with the explosive to assure a uniform mixture ' :

in the gases resulting from the explosion and to prevent preferential

PRI .

venting of the. tracer.

The coated particles range in size from 125 to 175 microns and are

This size range was selected because it comprises an important size
fraction in local fallout and falls to earth within a reasonable diatance .
from ground zero. This limited downwind fallout area permits an exten- ‘
sive fallout sample collection effort to be tielded. This particle range ' L
also brackets the 143-micron particle size assumed to be nominal in cer-

tain fallout prediction schemes. Quartz particien are be'ing employed

since quartz has a high melting point (1600°C) and will survive the high ‘
explosive environment without melting. In addition, when irradiated,

pure quartz produces no radioanuclides which interfere with the detection

of the tracer selectea.

Iridium is the neutron activable element of choice for coating the
particles. This element was selected after reviewing the litcrature[lo' 1]
purtaining to the elenmiental constituents of various geologic n.edia, investi-
gating the physical properties of various chemical elements suitable for
nentron aclivation, and examination of the gamma ray spectra of geologic
mnedia {fromn proposed test site locations. The literature review indicated
that the natural abundance of iridiwm in geolegic media was aboutl x 10°?
This low abundance in nature minimizes the interference with detection

of traced particles from natura’ y occurring iridium. Iridium's melting

~162-




point is approximately 2400°C. "Thie high melting point minimizcs the
loss of iridium from the coated ﬁarticlel due to boiling. The explosive

temperalnfes are estimated to be about 2500°C. The ihermal neutron

c{-oss sectibn of 191Ir which has a natur..l abundance of 37.3% is 750 barns.

192

Ite activation pruduct (%75Ir) has = half life of 74 days and nnda'gou beta

decay to .-9 Pt, . emitting 316 kev gu'm. 2 photona with a branching intensity
of 85% and 468 kev phqtonl wi,t_h 50%. The high cross section perm-.tq

activation in i‘é]v.avti_w)'e.ly" .ihég't'per'idd;”iﬁ the r;aétqr (l'hoﬁ.r' ata .ne.\:llt-x;.o-n

SRV 2 S TR S

flux of 5 x 1012 n/cmz/s) and the high abuﬁdance of photons permits casy

| detection. Spoctra of various irradiated media were examined in a 3 x 30
sodiwm iodide crystal and no naturally occurring iridium of-signiﬂc.ance'i
was found to.be pre;ent.‘ After 20 days, the gafnma photons ﬂreaen.t Ifrom
other long-lived radionuclides present only minimal interference with the
detection and quantifization of the iridium. Figure 6 shows the lpecira

of an irradiated medium from a site. In th‘p figure line 2 is the natural

C e e e e e e Akl Kt LS e me

spectra of the soil; line 3 shows the iridium spectra; and, line 1 shows

T R T ST R Ve T WY W RN W RTINS, T T N ey e O R e T T ey ey

the spectra of 10'7 grams of iridium (approximately 25 coated particles)
in ohe gram (approximately 2 x 103 particles) of natural soil after siaving

to obtain the 125 to 175 micron particles.

(3) Preliminary Simulation Tests

Tl Sl

In addition to the studies indicated above, a series of tests have been
conducted to determine if the iridium-coated quartz particles will survive

E an explosive environxﬂent. In one set of tests, 0.4 pounds of iridium-

coated quartz particles were uniformly mixed with 4 pounds of C-4 explo~
sive. These explosive charges were detonated 2. 4-feet below the ground

surface and '"fallout" samples collected and sieved into throe fractiona

=163~
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{1) les» than 125 microns, (2) 125 to 175 microns, and (3) 175 to 350 mi
nmiicrons. Analysis of the collected samplos indicated that the iridium
did not approciably migrate from the 125 to 175 micron range.

In another set of 3 tests, 0.8 pounds iridium-coated particles were

unifurm@y mixed with 8 pounds of alluminized ammonium nitrate slurry

«called TD-2 and manufactured by the IRECO Company of Salt Lake City,

Uteh. The results of the three tests were identical and indicated that
the {allout could be collected and the iridium content or particle content
could be determined after irradiation.

Cratering tests performed with TD-2 explusives containing various
weighte of sand per weight of explosives indicated that explosive perform-
ance, for cratering purposes, was not seriously degraded if the amount
of sand added to a charge was not more than 10% of the char ge weight.

To a.uis.t in the transition from pound-charge tcsts to multi-ton
charge field events, a series of four l-ton charges containing 10% iridium-
coated sand was executed at Trinidad, Colorado, during the period 9 to

25 Scptember 1971, All four charges ware emplaced in a massive

sandstone medium at a constant depth of burial, 20 feet, but with varying
stemming conditions: full stemming, water stemming, no stemming in a
36-inch dinmeter hole; and no stemming in a 4-inch diameter hole.

(4) Iracer Collection

To determine the amount of material v§nted from each of the Trinidad
tests, approximately 200 debris samples were collected about each test.
Debris was collected in 24" x 24" x 2! aluminum trays. Each tray con-
tained louvers spaced one inch apart and slanted at 45 degrees to the

horizontal to insure that particles arriving at a tray did not bounce or

-165-
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blow out of the tray colloctor. Figures 7 and 8 show the ''fallout' collector }
array which extended out to 2000 yards from the surface zero of each
detonation.

{5) Soulection of Tray Locations

Selection of collector tray locations was based on estimates of:

(1) the limit of continuous ejecta, (2) a mass deposition equation daveloped

by M. Nordyke of L3 {unpublished), (3) fall times of tagged particles
from the top of the cloud, (4) detectability of mass deposition measure~

ments, and (5) cloud data from previous l-ton detonations conducted at

the Trinidad Test Site.

Nordyke's equation is:

, 6 x 165 2 )-(3.8510.1‘:)
140,02 v" (wxﬁ

where § = mass deposition (gm/mz).

W = yvield of the detonation (kt),
v = wind speed (mph),
R = distance from SG2Z (10'z yds),

The plus in the exponent is8 for upwind and crossawind predictions, while
the minus is for downwind predictions.

Thero are several restrictions for the use of the equation, some of

the major ones are:

a. for downwind and crosswind predictions, 10 § 5_104;
b. for upwind predictions, 102 & < 10%

c. v £20 mph.

Figure 9 shows the predicted mass deposition versus downwind distance

for the 1-ton Trinidad detonations and indicates the apparant crater radius
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and linats of continuous cjecta for previous l-ton detonations In 1.hu‘s.;sml-.
stonc anedium, -

The dotonation times were selected so as to constrain the wind to a
speod of .5 to 15 miles per hour centered along the 90 degrees axis of the
array. Cloud height, growth, and travel photography nnd.wind-.vel;cit-y
measurements at éach 100 {t up to 2000 ft were taken to provide data for
the subsequent analysis to be performed. |

(6) Data Analysis

The collocted.maurial from each 'trny was weighted to determine the
mass deponltlon' per unit area and then sieved into size fractions: 88 to
125 microns, 125 to 175 microns, and 175 to 350 microns for irradiation.
Thesae three samples from each collection point will be encapaulated,
irradiated with thermal neutrons, and the number of tagged particles

197‘11- content. The size fractions over and

determined by measuring the
under the tagged particle size will also be processed to verify that agglom-
eration or fracturing of the particles did not occur, and that the iridium
did not migrate,

Data {rom the mass deposition, sieve fractions, and 192“ content
will permit an integration over the area in the fallout pattern to compute
a fraction vented for each of the events.

The fallout pattern from the fully-stemmed high-explosive detonation
will be converted to radiation dose-rate contours by relating to fully-
stemmed nuclear detonation data. Data from the 4-inch and 36-inch un-
stemmed and the water-stemmed detonations will be similarly treated
using best estimates for the fractionation effects which may occur. Frac-
tionation effects for these cases are the subject of additional theoretical

study.
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Figure 7
Intermediate Range Collector
Array for Project Trinidad.
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MODIFIED FACTORIAL EXPERIMENTS
FOR ANALYSING POISSON DATA

. L. . Ott.and.W. Mendenhall
University of Florida

I. Introduction

Recent emphasis on research in the areaa of air and water
pollution has focused attention on the need for better methods
of analysing Poisson data, We refer particularly to the problem
of relating mean response to a set of independent variable
for purposes of estimation., Thus an experimenter may wish to
estimate the mean particle count per unit volume of air at a
given location as a function of the rates of input of pollutants,
wind velocity and direction, Or, he might wish to relate the
acclident count per unit time to a set of causative or related
variables,

Statistical analyses of the effect of a set of independent
variables on a Poisson response have traditiongally relied on the
use of a transformation on the response data, Thus a square
200t (or modified square root) transformation is employed to
stabilize the variance of the reaponse prior to an analysie of
variance, thereby satisfying one of the assumptions implicit in
the analysis of variance [ tests, This method of analysis is
satisfactory if one is solely interested in tests of hypotheses,
but it is less than satisfactory if estimation is the goal. 1In
many cases the experimenter will know in advance that the Polsson
mean response must vary, at least an infinitesimal amount, as
the levels of the independent variables are changed., Indeed, he
might expect the change in mean response to be substantial, When
this is the case, he wishes to estimate the difference in mean
response for particular treatments (factor level combinations) or,
when one or more of the independent variables are quantitative,
he will carry the estimation process further and fit a response
curve or surface.

Statistical analysis by transformation is unsuitable when
estimation is the goal because one is estimating the expected
value of the transformed data, Thus the square root transforma-
tion of a Poisson random variable, y, leads to the estiwmation of
E{v¥}, Squaring the least sqjuare estimate of E{vy} does not
lead to the "best" estimate of the Poisson mean, E{y}. We demon-
strate this fact with a small experiment,

-183-
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N = 1000 samples of size, n = 10, were collected on a
Poisson random variable, y, with mean m = 2, 7Two confidence
intervals were constructed for each sample., Interval Estimation

Method #1 used the untransformed data with the intervals computed
according to the formula,

y + 2/5710 , vhere ¥ denotes the sample

The same sample response measurements were used for

-~ Interval Estimation Method #2 except that each observation was
transformed to y* where y* = vy, Then the traditional least
square confidence interval was computed using

medn.

y* + 28//i0

where

Jlo ) - *)?
g8 = L

=1 3

Then each endpoint of the interval was squared to obtain a
confidence interval on E(y),

A comparinson of the two interval estimation methods can be
made by analysipg the confidence intervals generated by the two
methods fur the 1000 samples of size n = 10, Table 1 shows the
average and standard deviation of the width of the intervals for the

two methods, the average value of the centerpoint and the fraction
~¢ times the intervals enclosed m,

The remainder of this article
authors manuscript,
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Table 1l: A Comparison of Confidence

Intervals for m Using Traunsformed and Untransformed Data

Raw Data Transformed
? Intervals Data Intervals
N
) Average width 1.776 1.948
{- Standard Deviation
f* of Widths 0.200 0.475
* Fraction of Time m=2 is
. r'nclosed by the Intervals  0.949 : 0.934
E: Average Midpoint of
3 the Intervals 1. 997 2.284
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Note that Mrthod #1 appears to be superior to the analysis

based on the transformed data. The interval widths possess a

smallexr average and much less variation.,

Most experimenters, using factorial experiments in trans-
formed Poisson data, employ an equal number of observag;qns per
factor level cohbiﬁatién. ‘ﬁﬁis alioé;tign is far from optimal
for estimating E(y), the response surface for the untransformed
data, Consequently, it is necessary to consider unegual
allocation of a sample to the factor level combinations of a
complaete factorial experiment. We call this type of design a

"weiaghted factorial experiment."

This paper discusses the use of least squares in the analysi

of Poisson data when the data have been collected from a weightec

factorial experiment., Particularly, we give an expression for

Q, the estimator of E(y), and give a closed form expression for

its variance. 'This permits us toc choose optimal allocation
of a sample to the factor level combinations, or equivalently,

to select an optimal desion,

2, Pitting Response Surfaces for Weighted Factgriz2] Experiments

We will assume that the expected mean Poisson response,
E(y), is related to a set of k independent variables, representi

the k factors in a weighted factorial experiment,

~-186-
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..and that -I n,= n, The independent variables, -

E(y) = BO + ﬁlxl + 52x2 + se. * arxr

We assume that the complete factorial contains © level combinations
s

2 STy
o i xlo 2’ X
are orthogonal polynomials associated with the k factors con-
tained in the experiment and Y, is the average of n, observa-
tions taken at the ith factorial level combination. The form of

the response surface, that is its order, is only limited by the

number of levels included in the weighted factorial experiment.

Let,
E(Y) = X8 (1)
where
1
8,
By
B =
B
L*J
and
 aiad
~— ~ -y
1 X X eve X u'
1l 12 lr =1
L % ¥ap vt ¥y )
X=!. . . . = . and r < 8
]
1 a1 ¥s2 *"" ¥ar 24
- - L

Gl o clahine,

e

i
|
1




Then it is well known that the least squares fit to equation
(1) is

= @07y (2)

where

I
“,
]
N

Ve ]

The variance-covariance matrix of Y is the diagonal matrix,

E(yi)
vz. where vi = = . i=1,2,...,s.

hy i
O

The estimated mean response at a point, p, in the experimental

region of the original k independent variables is obtained by

substituting the values of these variables into the orthogonal

1A

polynomials, xl.xz.....xr, to obtain y = a B, where

a = [l xpl, xpz. PRPRPa xpr]. !
Then 3
E(y) = a8 (3)
and ’
» v ' -1 oo =1
Viy)=a (X'X) X'vx(x'x) "a . (4)
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Letting

-a'x'x)t
and

*
w, = (a%'n,) i=1,2,...,s (5)

we can rewrite § and V(§) as

8
y= 2.""1"1 ’
im])

A g. 2
Viy) = ) w.v. . (6)
im]

Our objective ies to find expressions for the weights,
W, i=l,2,...,8, to obtain simple expressions for § and V(Q).
We can then find the optimal allocation, nl.nz.....nB to the s
factor level combinations to minimize V(y) at a pre~selected
point, p, in the experimental region. We will give the
expressions for the weights for first order and complete factorial
models for 2k weighted factorial experiments and for

second order and complete factorial models for 3k weighted

factorial experiments,

3. Weights for zk Weighted Factorial Experiments

Let xl.xz....,xk represent the k linear orthogcnal polyno-

k
mials corresponding to factors 1l,2,...,k. The complete 2

-189-
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factorial model contains so and terms corresponding to all

products of xl.xz....,xktaking the variables one at a time, two

at a time,..., and k at a time. Note that this model will con-
tain exactly Zk terms.
Then the.g; vector associated with the it! fgctor level
7 tombination, i=l,2,...,8s, is»

_\_1_' = [1,e

i 117027 %yt ®11%12°%41%137 * 0 0, k1% , )]

(7)

5#1 if factor j is at the low level

e -

13 1 if factor 3 is at the high level
j=l,2,.--,k

Then it can be shown that the corresponding weight, w

il
ﬁ 1221,2,.0.,8, is
‘ % 1k
_ wi =au, 2kjn=l(l + eijxj (8)

Similarly, it can be shown that Wy i=1,2,...,s, foxr a first

order model,

.4
y i=1
X is
1
wi’;E (1 + e 1%y * e L%, *+ “"*ikxk” (9)
!
i
g
E -190~
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Thus for a weighted 2x2 factorial, the prediction equations

for the complete factorial and first order models are, respectively,

¥ = 1/80(-x)) (L=x )y, + (1-x,) (1+x,)y,
+(1x,) (1=x))y, + (1+x,) (1+x,)y,] (10)
and .
P o= /80 (-x =x,)y, + (L%, 4%,)y,

+ (1+xl-x2)y3 + (l+xl+xz)y4] (11)

where Yg is the mean response for n, observations at the levels

of xl and x_. shown below:

1
i e B N
1 -1 -1
2 -l 1l
3 1l -1
4 1l 1l ;

4, Weights for 3k Weighted Factorial Experiments

Let X i=l,2,...,k, represent the linear orthogonal poly-

nomial corresponding to factor i and let X ri

second order orthogonal polynomial for the ith factor. Then

represent the

a complete 3k factorial model contains terms corresponding to

xJ. j=1,2,...,2ke plus terms corresponding tc all combinations

of products of these variables taking them two at a time, thrsee

at a time,..., k at a time, excluding terms that include products

=191~




Laghetm,

=

of x:L and xk+i' iml,2,.., Oor X. Note that this model will

‘ contain exactly 3k terms. Thus for a complete 32 factorial,
;

E(y) - B_O +OByX, ¢ ByX, + 33x3l + ByXy + BgXyX,

+BX X, + X Xy + B, (12)

where x, is a ‘second 6rderlofthogénAl polynomial in x, and x,

is a gimilar second order orthogonal polynomial in xy.

-1 if factor j is at the low level

——— A

Let e =\ 0

13 if factor j is at the intermediate level

1 if factor j is at the high level

j"l.z,...,k- 1

E
Then the gi vector associated with the ith factor level combina-

tion, i=l,2p- PR - ¥) is

lar

' 2 2 2
u; = [leegyieypreeeseydler, -20e; =2, ..., (36,

oy

'2)0

2 2 2
eileiZ'eilei3' s e e (3611-2) (3ei2“2) LN ] (3eik"‘2) ] (13)

{Note that gi contains 3 elements in the same order as they

appear in the complete factorial model,)

The second order model for a 3k weighted factoxisl) experi-

mert is obtained by deleting all terms from the complete 3k :

PP SR OB L .

factorial model that are of a third or higher order. Deleting

the corresponding elements from the gi vector for the complete

~192~

_ ) . 3 N . o e 2 Blasdo —tran




o andh el LA R A i

" T T

K i ot T T

RET T T

hin

..,

7E 5

O SV PSR PRI SP R E e S Rl [ N I

factorial model gives the g; vector for the second order model,
It can be shown that the weights, Wy i=l,2,...,8, (s-3k) for

the complete factorial model are,

*, K
wy=a'y, -jglh(eij.xj) - (14)
_where . 4
Loy 2y 04 a2 '
h(oij.xj) 2 xj(“eij"j) + (1 xj)(l eij).

It is difficult to obtain a simple expression for the
weights, wi. i=l,2,...,8, for the second order model based on a
weighted * factorial experiment, but they can be obtained from
the product,

"y

Wy ma

where .\_J_i - [1. 011'012“.”eik' (3eil-2),...,(3gi -2)'

©42%2 " "%, k1%, k1 (1)
For the 32 weighted factorial experiment we can give the

prediction equation using the following three functions:

X x2
°1("1"‘2) - —1—4 (1 + xl) (1 +x,)

xl 2
Qz("l"‘z’ == (1 + xl) (1 - "2’

2 2
Qp (%, 0%,) = (1 = %) (1 = x,).
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£ Then

where Yy i=1,2,...,9 is the mean response of n

taken at the following levels of x, and Xyt

1
:
? i X X,
1 -1 -1
‘ 2 -1 0
3 -1
4 0 -1
5 0
6 0
7 1 -1
8 1 0
9 1

Similarly by defining the functions

1r 2 )

px 2
Yl(xl,xz) = 6Lx1 + X, + x1 + x2 + > -

o Al a? | 942 41
¥,(x),%,) E[xl 2, + ) F T

and
1 _ 2+2‘1
Ys(xl.xz) - ;LS 3(x1 xz)J

-194-
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Y - Ql(—xl'-xz)yl + Qz(-xl'xz)Y2 + Ql(-xllxz)Y3
0 (myexy )Y,y + Q3 (%)X )yg *+ 0y (x00%))Yg

-+ Ql(xll-xz)yv7 + Qz (xllxz)ya + qltxlixz)Y9 - . (16)

observations



we can write the prediction equation for the second order model of

the 32 weighted factorial experiment as
a . ..
y = ?1(-x1o-xz)y1 + (-, ,%,))y, + Y g (=%, 0%,)y,
+ Y, (-x .xl)y4 + Y3(x1.x2)ys + Y (xz'xl)ys.
.+ Yl(xl.-xz)y_’ + Yz(xl,xz)ya +* \Y.,L(xl.:\t,‘,)y9 . (17)

5. Sample Allocation to Minimize V(z) at_a Point, b in gh
. Experimental Region

We noted earlier that, for any weighted 2k or 3k factorial

experiment,
. L] E(y,)
Viy) = Zwivi where v, = -;—L
iml i
and wi. im=l,2,...,8 are functions of xpi.xpz. - "xpk‘ the

coordinates of a point in the experimental region where we want

to estimate E(y). We wish to find Nyefyree -.ns. the allocation

of observations to the factor level combinations, that ninimize

V(§) subject to the condition that i%lni = n, Assuming egqual costs

for all observations, the minimizing solution can be shown to be,

E(y,)
- R
"L e By, 2 (18)
-]
and

s . L e (v, v}

2
i 1 E ',Yai'\ wﬁ%

I T TP Py
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How do you find the value of E(yi). i=1,2,...s8, necvded to
make an optimal allocation of the n observations to the s factor
level combinations? Since we will not know the true response

surface, you can approximate these values by making a trial run

.at the s factor level combinations. A preliminary computation

'of'§ will provide the approximating values for E(yi);'inl,z;..;,i;

6. Comments

Most response surface explorations utilize first or. second
order linear models. Factors are held at two levels when fitting
a first order mo&el, and three levels for a second order model.
The weights and optimal sample allocations for these situations
were presented in Sections 3, 4, and 5. Although of lesser
importance, weights for a 4k, 5k, or, in general bk, b=2,3,4,...,
can be obtained using the procedure described in Section 2.

The variance of ; for a particular estimation problem is

E(y;) Y,
obtained by approximating vy = with —= , i=1,2,.,..,s8,
n, n, .

Note that this approximation will be quite good because Yy is

the average of ni observations at the ith factor level combination.
An approximate bound on the error of estimation for E(y) is

then ZJg?;) where G(;) is the value of V(§) with E\y&) replaced

by Yy i=1,2,...,8. Finally, note that V(§) will vary depending

upon the location of the point, p, where you wish to estimate

E(y). The experimenter should decide where maximum information

on E(y) is desired prior to making the sample allocation.
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INFERENCES ON FﬁNCTIONs OF THE PARAMETERS
OF UNIVARIATE DISTRIBUTIONS
Ronald L, Racicot

Applied Mathematics and Mechanics Divistion
- Benet Weapons Laboratory .
US Army Watervliiet Arsenal
Watervliet, New York 12189

1. INTRODUCTION

. The basic problem considered is the following: given the analy-
tical form of 2 univariate probability distribution function defined by
one or more unknown parameters and given a sample from the distribution,
determine atatistical infereance information on a function of the unknown
parameters, Of particular interest are the more difficult problems in-
volving small samples for which the accuracy of asymptotic solutions is
doubtful and for quantities of interest which are functions of more than
one population parameter, No general solution exists to this problem for
the classical frequency confidence intervals but solution for a Bayesian
interval can often be found, The main difficulty in the Bayesian approacl
is, of course, making & suitable choice of the prior distribution on the
population parameters or quantity of interest,

The remainder of this article was reproduced photographically from the
manuscript supplied by the author,
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The approach to this problem discussed in this paper is to empioy a
Bayesian technique which is, for a particular class of probsbility dis- 3

tributions to be defined later, computationally more efficient than the , !

usual Bayesian techniques based on the likelihood function. This then
facilitates computer studies of the exactness of Bayesian confidence ' o R
intervals from the classical frequency viewpoint and in studies for the
possible development of classical frequency intervals from the Bayesian
distributions,

The Bayesian technique employed makes use of the conditional proba-
bility distrihutions of the estimators of population parameters given
the true values of the parameters. This is in contrast to the use of
the likelihood function which gives the distribution of the sample data
directly. There is consequently, at the outset, a generasl difference
in the two Bayesian confidencing approaches, The confidence intervals
derived from the estimator distribution, although exact in a Bayesian
sense, depend on the particular estimator used, Also, if the parameter
estimators are not sufficient statistics then this gives additional
cause for differsnces in comparison to the likelihood approach. In the
work to be discussed in this paper only distributions of the maximum
1ikelihood estimators were studied because of the desirable properties
nf these estimators,

Two examples of the general problems of interest are given as follows:

8. For the Weibull distribution f(x;a,8) is given as

B-1 -(x/a)®
f(X;x,8) = (-E-) (f) e

(69
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The mean u is then given by
ueal (1+1/8) =g (a,B) (2)
where confidence intervals are required for the mean,
b, For arbitrary first failurs distribution F(tja,B) the "ideal
repair” interval relisbility at arbitrary time t for interval rt is
given by the sxpression

R(t,7;a,8) = 1 = P(t +r;a,8)

. &‘[1 - F(t +1- %;0,8) Jh(x;a,8)dx
(3

where h(x;a,8) is determined from the renewal equation

h(x;a,8) = £(x;a,8) * ixf"‘ - yia,8) h(yja,8)dy ©

As can he seen the interval reliability for given t and t is a function
of the unknown distribution parameters a and 8. Confidence intervals

are then required for the interval reliability,

2. ONE PARAMETER DISTRIBUTION

The case of the one parameter distribution is relatively straightforward
and generally offers no difficulty, It is used hers to introduce some of the
basic ideas in the construction of confidence intervals. For a given sample
of size n from the distribution F(x;a) various techniques can be used to
determine an estimate a of the parameter a. Maximum likelihood is hasically
the estimating technique used in the work described in this paper., It is

also a technique that often leads to minimum variance for estimates and has

other desirable properties (Reference 1, Section 33.2).
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One approach to determining classical frequency confidence intervals
for either a or a suitably beshaved function g(a) is to generate the con-
ditional probability distribution of a (or g(a)) as a function of a
(or g(=)); that is Fa (a;a) for the estimator as “One then flnal limits .
v, (@) and v, (5) for @ as a function of a such that the probability
that a falls between Yy and Y, is fixed at the desired percent confidence
level p, The limits Yl {a) and Y, (a) form cuives on the (&,a) plane with
a being the independent verisble. One can now go through various arguments
to show that for a given estimator ;, the values of o for whicﬁ 5-71(41)
and &-yz(az) are the upper and lower confidence limits on a (Reference 1,
Section 34,2), With confidence intervals constructed in this manner,
independent trials, where each trial consists of drawing say a sample n
from the given population, would yield confidence limits that covered the
true value an average of p percent of the trials, In this case the true
parameter can be regarded as fixed or allowed to vary in an arbitrary
fashion,

In the DBayesian approach the parameter « is considered itself to be a
random variable having a certain a priori distribution fl(a). One then
uses Bayes' theorem to determine the a posteriori distribution fzca) of a
for a given sample outcome making use of the conditional distribution of
the sample as a function of a, The conditional distribution of the sample
for piven a is often assumed to be the 1likelihood function for the more
complicated problems, The conditional distribution of an estimator a for

given a can also be used to generate the a nosteriori distribution of a,
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Bayes' theorer for both of these cases are given as follows:

t‘z(am = C) £,(a) L (X50)

- (5)

and

£,(a/a) = C; £;(x) £ (a;0) (e.) -
in which L is the likelihood function, X is the sample outcoms, ; is the
-esttmntor of a and Cl and C, are normalizing constants, Uonfidence
intervals can fhen be constructed directly from the distribution fz (a/%)
or f, (u/&). |

The main difficulty in the Bayesian approach is to determine the
a priori distribution fl (o), particularly when there is veﬁ little
and/or questionable prior data on the true parameter values one could
possibly expect. '

The likelihood function is most nften used in constructing Bayesian
confidence limits because there is no necessity for deciding what
estimator to use and bocause of the general ease in theoratically
constructing a solution for confidence 1imits, Also, determining the
‘two-dimensional function £ (&;u) can be tedious if anal,stical solutions
are not possible, As will be shown shortly, howsver, the quantities &
and o can often be transformed into a single parameter 3.. the probability
distribution of which is independent of the true paramster o [eg. ;. = a/a
for th_e exponential distribution), The problem is thus reduced to the

determination of a one-~dimensional function f (S,) for given sample sizv n,
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This type of transformation becomes much more important in the multi-
purametsr problem, Also, note that the distribution of &. yields

directly the classical frequency interval for a which, in this instance,

_ 18 equal to the Bayesian interval determined from f, (a3a) with unifora ‘
prior on a, '
‘The primary reason for approaching the Bayesian confidencing problem
} using the sstimator distribution is that once the distribution of the
.E astimator is available for given sample size n, the computer time fer
'E constructing confidence intervals was found to be much shorter than when
i uaing the likelihood approach for the more complicated problems of
interest, This then facilitated computer studies of the exactness, from

& classical frequency viewpoint, of the Bayesian intervals and in studies

e 2

of procedures for generating classical frequency intervals from the

Lt mabe

Bayesian probability distributions,

-

e esae T

3. TKO OR MORE PARAMETER DISTRIBUTIONS

J

Only the two parameter problem will be considered in what follows to
) simplify the discussion although extension to more than two parameters is
E straightforward., In many instances, however, only the two parameter
problem is practical to solve,

When confidence intervals are desired for a function g of two unknown
population parameters, the classical frequency approach discussed in the
previous section cannot be applied in general, For exsmple, the distribu-
tion of the estimator of say é = g(&.é) does not generally depend directly

on the true valu. of g but rather on both of the unknown parameters a and 8,
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Hence, for a fixed true value of g, a and B can take on different values
yielding different distributions of 2 There are exceptions to this such
as the first failure reliability for the two parameter Weibull distribution

-(Reference 4),

In the Bayesian approach the key to solving the two parameter problem
is the determination of the bivariate dht.ribution £(3,85a,8) for the
estimators d and . Once the bivariate distribution is available for a and
8 as a function of o and B and by assuming some prior distribution on the
unknown parameters the distribution can be transformed as in the one para-
meter case into a posteriori distribution of a and 8 for given a and 8.
The distribution of a function g(u,8) of the parameters o and 8 can then
he dotermined from f(a,B;&.ﬁ) (Reference 2, Chapters S5 and 7). The deter-
mination of exact Bayesian confidence intervals can then be obtained as in

the one parameter csse,

The function £(a,8;0,8) is a four-dimensional function. In the next
section the transformation of the four-dimensional into a two-dimensional
problem is considered, This then greatly simplifies the computational

aspects of this overall problem,

4, A GENERAL TRANSFORMATION ON ESTIMATORS:

Consider the maximum likelihocod estimators of the parameters o and 8 for
a given sample x;, i = 1, 2,..q, n taken from a population with distribution
f(x;a,8). The likelihood function L in this case is given by

n
L =TT £0x;:4,8)
i=] ¢))

R e b
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where the estimstors a and § maximize the fimction L. The solution for i

a and B in this case depend only on the sample values x; and the functional ]
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form £(x,;a,8) or alternately on the functional form of the cumulative b T
digtribution function P'(x'ﬁ&.ﬁ).' Estimators other than maximum iikﬁlihood, L ;
-of course, could fit this criteria. ‘ IR

v G ewA

e,

Consider next the original cumulative probability distribution P(x;x,8) ’

- T

for some given true a and 8 and from which the sample x; is generated, It

" P

can bo shown that for sn arbitrary sample value 3, the functionsl value of ,

" B

F(xy30,8) evaluated at the point xy is itself a random”varh'blo.' call it Ry,
which is distributed uniformly on the interval {0, 1) Referenca 3, Pags 313),
In this case then Ry = F(x;;x,8) which is independent of a and B. Using this

expression to solve for x, pives

-1
X, ®» F*(R,:a,8).
i i’ (8)
Substituting this equation into the function F(x;a,8) used to determine the

estimators o and 8 finally gives

F(xg36,8) = F(F1(R;3a,8)58,8)
€)]
If this function can be transformed into the function F(Z(Ri);a,.as) which

has the same snalytical form as F(xi;&.é), then it is clear that the
: estimators 3, and 5, (or any function of them) in this expression are
statistically independent of o and 8 since the Z(R;) are independent of
a and 8. In gemeral a, = u(a,8,d,8) and By = v(a,8,3,8), This means
that it is only necessary to generate the joint distribution of ag snd A,

‘ to completely define the conditional frequency distribution f(&,i;u,s).

Ao eGusdide o m e 2Tty O
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Thus the four-dimensional problem is reduced to a two-dimensional problem,

: b The key to this problem is transforming F(F"l(R,;a,8):4,8) into the form :
i ' 1 :
: : F(2(R;)3a4,84) | ;

PR R

S. EXAMPLES OF THE GENERAL TRANSFORMATION

- Ry o

f a, Uniform Distribution,

The cumulative distribution function for this case is given by

0 ;X<
A F(x;a,8) = {(x-a)/(B=a); ac<x<B
: : 1 ; »8
4 (10)

Letting ni = F(x;;a,8) and solving for x; gives

Xom Ry (B=a) ¢+ a

3 (11)
i} ovor the interval of interest

L Substituting into the expression F(x;;3,8) ylelds the function

: F(23(Ry)3a,8.) = (Z3-ug)/ (Bgag) a2
i where 2, (Ry) = Ry;

E 3y ® (3=0)/(B-0);

By ® (B=c)/(B=an), |

It is only necessary then to generate the joint distribution of &s and 53

to completely define the distiibution of a und 8 fur given a and 8,
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b, Gumbel Extremal Distribution of Type I,
In this case

P(x) = 1 = exp {~ exp [(X-u)/8])

. Using the previously described procedures it can be shown that

Z(R) = In[-1n (1 - Ry

By = (B/0).

(14)
¢, Weibull Distribution,

For the two parameter Neibull distribution
R(x) = 1 - exp {-(DB)
-]

(15)
from which is obtained

Z(Ry) = ~In(1-Ry);
3y = (a/a)%;

By = (/8).

(16)
The results given by the sbove expression was derived by Thommn, et al

(Reference 4) in their work on inferences for the parameters of the
Weibull distribution,

6, INFERENCES ON FUNCTIONS OF THE WBIBULL PARAMETERS

The two parameter Woibull distribution proves an interesting example

for application of the statistical theory just presented, First, generul

analytical solutions for the distribution of the maximum likelihood

=206~
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estimators are not available, The bivariate distribution of &. and i,
in this instance ﬁult therefore be determined numerically, This was
done using Montd Carlo simulation for different sample sizes. Specifi.
eally the frequency distribution f(x,y) where x = (3/6)% and y = /8
was gensrated for sample sizes n = 5, 8 and 20 using 20,000, 20,000

and 10,000 points respectively, Other sample sizes could of course
have been considered, Once the distribution £(x,y) is generated for

a given sample size, Bayesian confidence intervals on fimctions of

the Woibull parameters can be computed, '

A particular function considered for application was the mean
u=al(l «1/8). For given maximum likelihood estimates of the
parameters, & and 8, and assuming a uniform prior on a and 8, the
probability distribution of the mean from which confidence intervals

can be computed is given as follows:

Fu(Z) = Prob [u<z)

- { | f(x, y)dxdy

Y
whers = [.ilil!!lﬁ)..qe.
Z (17)
For exsample, an 80% Bayesian confidence interval can be determined by

solving for 2 and zu such that Fu(zl) = 0,1 and Fu(zu) = 0,9, In this

case Z; and Z, are the lover and upper confidence limits respectively,
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7. RESULTS OF COMPUTATIONS

A number of computations were performed using the above described -

procedures for confidencing the Weibull mean, Some of the results of

.- these .computations are described as follous:

a. Ezsctness of Confidence Intervals,

Monté Carlo simulation was used to generate sets of 5000 and
1000 samples of sizes 5 and 8 from a Weibull d:lstributioﬁ with fixsd
true mean u equal to 1,0 and & uniform prior on the shapé parameter B,
For each piven sample, the function F“(Z) in equation (17} was evaluated
for Z = 1,0, I1f the Bayesian confidence intervals detemined using FuCZ)
aro exact then the computation of this function at Z = 1 for the given
samples should yield a uniform distribution en the interval (0, 1], This
interval was divided into ten parts and a chi square test was performed
on the resulting data., The hypothesis that the distribution of i"‘(z » 1)
was uniform could not be rejescted down to the 50% confidence level for the
cases considered,

The Bayesian intervals were also studied to determine exactness from a
classical frequency viewpoint. In this instance the shape parameter g was
held fixed as well as the mean u, A number of “fonte Carlo simulations were
performed with B fixed at various values, For valuss of g greater than
about 7.0 the Bayesian intervals were very nearly exact, For smaller values

of B, particularly near 1,0, however, the intervals deviated ftowm being

exact although not by a great depree,
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A nusber of approaches were taken to attempt to transform the

Bayesian intervals into exact classicsl _froqimicy intervals for all

values of 8. The most ‘mgc‘_qsqfulr approach ggndiod thus far involves
the uuicvaf 2 'bi;aihg facébr g on the true mean whieﬁ is a function
of the unbiased maximum 1ikelihood estimator for 8, In the Monté
Carlo trials for exactness described sbove, instead of evaluating

F (Z = ug) where Moo the true mean, is fixed at 1,0, the function
pu(z . 'utc) is evaluated and exactness is then eho_ekod for this

function, For the Weibull mean, the finction

g = 10+ 8 ¢+ b ,

A 32 ) (18}

in which 8" is the unbiased estimator for 8, gave confidence intervals
that wers very nearly exact for fixed vpiues of 8 ranging from 1,0 to
10,0, For a sample size of 8, for example, the empirically derived
values of a and b required in equation (18) were approximately 0,055
and 0.015 respectively, In this case values of [ equal to 1,07, 1,0116
and 1,0056 are obtained for 8% equal to 1,0, 5.0 and 10,0 respectively,
The Bayesian confidence limits when divided by ¢ yield confidence limits
which are nearly cxact from a classical frequency viewpoint, No general
conclusion will be made at this time on this overall approach since work
on this problem is not complete, Further studies are to be conducted in

the future,
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b, Comparison of Confidence Limits,

Bayesian confidence intervals using uniform priors were deter-
mined on Montd Carlo sample dats using both the 1ikelihood function
and the estimator distribution, The samples were generated assuming

“true parameter values y = 1l and 8 » 1 and 3. Tables 1 and 2 present
some of the results of these computations for a sample si:o of 5.

No major conclusions can be made based on the daty generated
thus far, It does appear, however, that the two Bayesian confidence
limits are similar in their general bshavior although some differences’
are ohserved in their values depending on the value of 8 as can be seen
from the data in Tables 1 and 2,

Another general observation is that the computer times required
to generate the Bayesian intervals based on estimator distribution,
once the bivariate distribution of parameter estimators is pene¥ited,
were considerably less than for the Bayesian intervals based on the
1ikelihood function, An order of magnitude difference was observed for
many of the confidencing problems considersd.

Table 3 lists some results comparing the Bayesian and classical
frequency lower 90% confidence limit for a sample size of 8. As
indicated previously the classical frequency intervals for the values
of 8 considered agree mors closely for the larger values of 8.

e, Moments of the Maximum Likelihood Mean,

It is of interest to observe the asymptotic behavior of estimators

as 8 function of sample size, It is known for example that maximum likeli-

hood estimators are asymptotically normal, Table 4 lists the resulting

computation of the variance, skewness and kurtosis of the mean as a function
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of B and sample size. One property of the normal distribution 1; that
it has a skewness of zero and kurtosis equal to 3.0, As can be seen
for 8>1 the mis;\m likelihood estimators for the mean have approached

the normal distribution even for the sample size of 5,
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TABLE 1: TWO-SIDBD BAYBSIAN CONFIDENCE INTERVALS ON THE !

WEIBULL MEAN FOR 8 = 1,0: CONFIDENCE LEVEL = 80%
u = 1,0 AND SAMPLE SIZE = S,

CONDITIONAL DISTRIBUTION USED

SAMPLE MAXIMM LIKELIHOOD ESTIMATOR ' '
NUMBER D1STRIBUTION LIKBLIHOOD FUNCTION :
: LOWER UPPER LOWER UPPER
t 1 .577 1,103 .638 1.062
2 623 1,502 699 1,399
3 .320 2,561 414 2,430
4 .635 1,136 .687 1.097
5 721 3.442 .874 3,059
6 258 743 2n .674
7 .886 4,580 1,083 3,888 1
8 .402 1,202 463 1,078 i
9 +379 1.712 +455 1,461 }
- f 10 .502 1,285 .568 1,125 j
A 1

PR
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TABLE 2: TWO-SIDED BAYESIAN CONFIDENCE INTERVALS ON THE
WBIBULL MBAN POR 8 = 3,0: CONFIDENCE LEVEL = 80%,
4w = 1,0 AND SAMPLE SIZE = 5, )

CONDITIONAL DISTRIBUTION USED

L ymTemRer € T VR T I

A e e g T e o LB AT RAE T 3 e ot ik ey iy E i v oy H :
e VRN e et PR o i, B, e aiymﬂnﬂuﬂbﬂ}&ﬁa:iﬂh&mﬁémwlm'

: MAXIMUM LIKELIHOOD ESTIMATOR
: ; SAMPLE DISTRIBUTION LIKELIHOOD PUNCTION
_ . NUMBER
; : _ LOWER . UPPER LOWER UPPER
1 /660 976 - | (704 983
; : 2 «810 " 985 836 987
: 3 968 1,618 1,054 1,636
! 4 .842 1,281 902 1.201
; 5 +602 1,403 685 © 1,462
6 .994 1,266 1,03 1,269
' 7 951 1.317 1,004 1,327
8 .992 1,560 1,067 1,573
9 806 1,288 .871 1,306
10 .888 1.466 .961 1.480
;
>
¥
:
)
:
i
i . :
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TABLE 3:

BAYESIAN AND CLASSICAL LOWBR 20% CONFIDENCE LIMITS

ON THE WEIBULL MEAN FOR SAMPLE SI2E OF 8 AND TRUE

MEAN OF 1,0,
TRUE 8 = 1,0 TRUE R = 3,0 TRUE 8 = 5.0
SAMPLE

NUMBER BAYESIAN CLASSICAL BAYESIAN CLASSICAL BAYESIAN  CLASSICAL

1 «562 503 737 «715 800 +795

2 +785 «735 «910 .813 939 .928

3 002 +308 » 864 .838 +891 «875

4 922 +B58 947 0927 959 947

5 562 538 ,858 + 847 916 «909

6 1.243 1,136 1,008 <980 +985 970

7 «538 ..516 +848 832 910 903

8 « 841 o767 + 876 856 908 «894

9 «686 W612 . 782 758 +837 822

10 0639 +594 .836 .818 889 +R78

e e s
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DYNOSS - DYNAMICALLY OPTIMIZED SMOOTHING SPAN

o b e o

, Roberto Flerro
Analysis and Computation Division
White Sands Missile Range, New Mexico
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FOREWORD,

The work covered by this report was done in the Software Section,

s Data Reduction Branch, Analysis and Computation Division, White Sands

i Missile Range., This study is part of a continuing program to determine

optimum methods for the reduction of missile data at White Sands Missile .
i Range, The genaral subject of filtering/smoothing is very old in the '
3 : field of dats reduction, though the bulk of ths work reported here was ]
accomplisghed during the year 1970, -

ABSTRACT, . x

This report describes a dynamic recursive least squares polynomial 1
smoothing spen technique, Details of theory, design, and operation of ’ .
the technique are given, This method is compared with classical least .
squares fixed span smoothing, The technique is not limited to any given
type of data but is amenable to time series measurements from any given
source, Typical measurements come from radar, fixed camera, or
1 tracking camera. The computing time is extremely small and invariant with
1 length of span. DYNOiSS 18 being applied to missile trajectory data for
bk some current testing programs at White Sande Missile Range, By every
Eh important criterion, DYNOSS is always better than the least squares
i fixed span smoothing method.
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The remainder of this article was reproduced photographically from the
authors manuscript,

Preceding page blank :
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I. INTRODUCTION.

The problems of smoothing/filtering dats are old in the field

of data veduction. PFor s good numbir of years, the fixed spen least

.lquaiu.mothin;.uchod has been satisfactory and no significantly - o

nev methods or spproaches have been found necessary. However, the
development of sxtremsly high accelerated multi~stage missiles makes
necassary a re-examination of past smoothing/filtering techniques.
The purpose of the present paper is to show that the dynamic span
swothing approach offers significant advantages over fixed point
smoothing in the generation of missile state estimates. PMurtharmore,
the theory introduced is applicable to a wide variety of estimation
problems. With the advantages that DYNOSS offers, it cannot be dented
recognition as a significant advancement in the state of the art.

In this raport, ws refer to filters and filtering; however, the
point being evaluated is the smoothed point. The filtered data (real
time point) can be obtained by propagating the smoothed rasults to the
end point.

To compare the performance of fixed span filters and DYNOSS,
srror free trajectory data was filtered over a fixed span and then
through DYROSS. The trajectories used to exercise the filters were
a Standard Athena trajectory and an extremely high accelerated simu-
lated trajoctory. The Athena data consists of a first stage burnout,
second stage ignition and burnout and the beginning of a ballistic

2
trajectory. The extremely high accelsrated (up to 10,000 ft/sec )
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launch consists of short ignition periods, and abrupt changes in
acceleration. The standard position, velocity and acceleration
profile of the Z component of the trajectories are shown in Figs.
" 1,72, 3, 14, 15, and 16. Thg‘Aéhoni‘d§ti was generated and used
at 20 samples per second while the High Acceleration dats vas at
50 samples per second. Since, recovery of the true signal is also
a function of noise content, random error was then added to the
standard position data and the filtering repeated.

The rasults of experiments to compare the DYNOSS techaique
to that of fixed least squares smoothing are described in detail
with graphs.

The author wishes to express his appreciation to Darold Comstock

for his outstanding contributions to this study.
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3 11. DYNOSS %
; k :
A A. Hisgorscsl Background ]
= F4 . h]
: £ B} : : 3
3 i The development of DYNOSS (acronym for Dynamically Optimized i
} Smoothing Spans) came as & result of studying the specific control i
' ; a ' eou-\di.tiroinv :hl: c&nu be applied to the equations for the weighted !
. i

3 ¢ least squares recursiva estimation (WLSKE) filter. ,
r‘ ‘ The WLSRE filter/smoother can be described by the equations: :
: X=X+ (¢+ 8wt atw (z-mX), «
8 : : 2 et =1

, ; o G+ HW °,

3 : Xeyy = o

' 2 g -1

4 ' vhare:

’ : X = optimised state vactor,

;( = predicted state vector,
G = Weight matrix for X,
W = Weight matrix for Z,
Z = observations,
az = variance-covariance matrix for X,
¢ = transition matrix,
and H 1is the observation matrix which relates the observations to
the state estimates,
Thus we see that a previous estimate may ba updated by the

smount that a new observation contributes.
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The major probhi sreas in using the WLSRE equations ars in

determining W and in imposing checks lua‘eontroh vhen the transition

matrix does not adcqunuly ducribl the ptc«u.

" In the early stages of our stuay the co-urucn of clamsical
least squares to desk calculated racursive estimations provided us
with further insight into the WLSRE filter and aided in specifying
the control conditions and equations to be used. It was at this
point that ve realized thers existed a dire nesd of a technique for
deternining the optimum filtering span.

Dats to be smoothed by polynomial filters are sampled at a high
enough rate to conform to the filter as long as the number of point
smoothing (K) is not too large. Regardless of the number of obser-
vations, the optimized filtered data will be obtained using the
largest set (span) of input data that conforms to the f£ilter design.
Thersfore it is highly desirabls for each point to find the largest
set of data which includes that point and conforms to the filter
spacification.

If the recursive equation is used as stated, then the span will
be from the first data point through the latest data point. Thus it
becomes nacessary to find some method of restricting the span. Of
the possible wvays of restricting K (Number of data points used in
the filter), there are thres vhich we bslieve should be mentioned.
These three are thrusting errors, fixed K and DYNOSS,

The true model usually consists of many more variables than

o
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those listed in X. Tharefore, the predicted state will be slightly
in error, since thess varisbles wers not considered when X at t was
transformed to X at ¢t + 1. ALl thess varisbles usually cannot be
extracted from the data nor obtained from other sources vith the
duitdduru of 4ueunc§. However, one way in which they can be
taken into consideration is to include a thruating error im G, the
weight matrix of the predicted state. This effectively reducas the
filtering span by assigning a smallar weight to the predicted stats,

“or it may bs viewsd as a relatively larger weight being assigned to

the observation. In using thrusting errors, it is usually necessary
to obtain the errors by monitoring accelerations, altitude, or some
other missile parameter. The main pitfall with this apprcach is
that we really do not include the thrusting force per se in the
equstion of state used to generate the state estimates. Although
the augnentation of the G matrix with a thrusting srror does enhance
the value of the atate estimates. Anothar drawback is that usually
the checks made are for a given standard missile system. However,
ve do not know what checks to provide for the missile systwms of
the future or the missile that does not conform to the standard.
The waight matrix of the predicted state, G, may be varied
such that one affectivaly uses a fixed X. The main drawback with
using a fixed X is that one will obtain a misfit of the data during

such events as ignition and burnout. The ideal situstion would de

to vary the waight matrix G such that K will be dynamically adjusted
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to yisld optimum results. This may aleo be viewsd se selecting the
optimum data span or set sise. o ) |

.. DYWOSS does mot axhibit the weaknesses of thc othar two methods.
In fagt DYNOSS can detect all svents with remarkable accuracy n”
optiaine the dats through a dynamic process which sslects the ap-
propriate K. Nurthermore, DYNOSS will handle any present and future
uissile systes without any modifications and/or human interveatiom.

In utilising the WLSRR equations, we need a procedure to com-

pute, W, the weight matrix for Z. The possible vays to compute W
ars the following:

(1) Compute W based on the difference _benn'cn the observation

and & predicted value of the obsarvation. i
2
(2) COW\I“HIIMH-_LI and G = £ (K, L ).
]
]

Computing W by the fixst method lias certain disadvantages. Since
¥ 18 based on the difference between pradicted values of ths obssrvation
and the obeservetion, the arror in the weight becomes a function of
the arror in both values: Thus an error in the predicted value re-
sulte in an erronecus weight. Thie becomes critical, especially near
event times, vhen the predicted value cammot reflect the eveant and
as & result tha latest observation 1s asaigned a falee weight. 1If
this process is continued over several points, then the svent may be
removed from the filtered data.
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The second approach has the disadvantage that all observatiuns
are given the uic weaight. TFurther Vin"uti;ntic_m reveals that this
is not very much of n d!.udvnntngl.' since 'hiltbricv.liy it has ,':h-un
‘observed that the fil:t_'ert-.i outpu: of & set of data with rendom srrors
- 1s.mot significantly .iesudcd 1f the weights are chosen as being
squal, such as in w‘-s:.t?"‘cin; 2 set of numbers. The }q yoint being
that the exrocs aruﬂ undoi. This is the case for :hc types of data | |
being conlidlrod. This approach has the advantage that <:lz2 can be
factored from G and W, leaving (G + at wn')' as a function of K end At,
Thus the (G + ntml)"utrlx doas not have to be inverted every time
but can be predicted based on the known values K and At.

B, Introduction

The purpose of DYNOSS is to optimize dats through & dymamic
process which will increass or decrsase thc span sise depending on
the cutcome of a 99X confidence level F-test. Another axtramely
attractiva feature is .thc use of the WLSRE technique. The program

2
estimates the variance (°v ) of the input data based on third order
2
ordinary differences and compares it to the variance (ae ) of the

input data based on deviations from the model, Based on this test
the span sise will be increased or decreased. The span sise can
also be controlled externaliy if the user specifies the maximum

size of the span that he desires. When the program has increased

the span sise such that it has reached the specified maximum, then
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it will continue at this constant span sise until the model no

lmir fits the dats and the program forces tha set aize to ddcreaase.
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Initially va decernine the state estimates X, i. nnd'x from least

squares equation
x - @t etz

Using X from Eq. (1) and, ¢, the transition matrix, ve ses that
it#l - th.

Now we correct the prediction, i. with the correction
c = (eH*vn) ™! ntwz-mx).

Eq. (3) reduces to

C = P(X, At) H® (z-X)

vhere P depends only on K (span size) and At (increment of time

between observations).

The detailed computation of, Eq. (4) is conaidered in the Appendix.

The corrected state becomes

LY
X=X+,
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To obtain the random noise content of the observations, use the

+ oo T o Jm-«mm»wm-wwmﬁ .

equation
(8 ,)2 L o . e
: o 2 ( kK29 \- . ‘l
t v ") ¥ -9 K-11 {’m ) ;
» 1 - - ' L - T" see [ 348 M
t G%f',' v, ’ g \.2J/ )
3 where
3 i
61 = 21 -321_1 + 321_2 - 21_3, ;

2 .
oy " variance of observations,

u = order of differences (3rd),
K = gpan size,

2
The variance % of the new span (previous span plus or minus appropriate

observations) takes the form

2 r
% " %3 6
2 r“i !
vhere, r =2z, - (22, 22,4 82113] P oIz
£2,42 -
R '
K>9

ce-(52), o fi2) H(.!.;;/,‘




 Taking the ratio .of acz Eq. (6) and avz Eq. (5), we obtain

l’ﬂé%ﬁo ¥20 8 fy-11 ).
)

.
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R < Fyg (K-3, K-3) : !

then we accept the corrected state sstimate as being optimal and incrsase
K by 2 and make the next prediction with Bq. (2).
However if

then ve can sasume that probably the model (2nd degree polynomisl in this
case) no longer fits the input data, and decresse the span sisze by deleting
the appropriate obmrervation(s) from the span that has failed the F~test.

In this casea, we must make another correction with Eq. (3) before

K
w
B

.
4
¥
B
]
K
:
£

obtaining the next corrected state.

Obviously
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yields the smoothest state estimates. To obtain the filtered state estimates,

-we have only to propagate the smoothed state eStimates to the end point.
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PERPORMANCE OF FIXED LEAST SQUARES AND DYNOSE
A, Noiseless Envifoument
1. Mzxed ic;lt Squares

The position iltiiltllrlin.!ltld with fixed L8-51 are

" acceptable for the Athena trajactory. Figures 1 and 4 do mot

show any significant dilt-ranqql at this scale batween the standard
positions and thonc.ganorntcd with LS-SI.V

On the Athena data, we note that the fixed LS-51 velocity
estimatas (Fig. 5) are closs to the standard (Fi...Z) durtni
intervals of time when there is little or no change in acceleration.
However, this is not the case during abrupt changas in acceleration. -
In Fig. 5 note that during second stage ignition (approx. 46.0 sec),
fixed 18-51 is in error by about 55 ft/sec. During second stage
burnout (approx. 56.0 sec), the error is not as pronounced as bafore
since thes changs in acceleration is more gradual than during igritiom.
The arror in this case is around 30 ft/sec. The above observations
can clearly be seen in the enlarged graphs (Figs. 6 and 7).

Exanination of the Athana data shows that the fixed LS-51
acceleration cstimates (Fig. 8) are acceptable during non-svent
periods. However during events, we note that the maximum error is

2
approximately 120 ft/sec (See the snlarged graphs, Fig. 9 and 10).

2, DINOSS
The DYNOSS genarated position estimates for the Athenma

sre extremely closs to the standard. Compcras Fig. 4s to Fig, 1.
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On the Athena valocity estimates, not only does DYNOSS
shov definite improvement over L8-31, but the maximum srror is

1.
PIPTTENERE s S

about 9 ft/sec. This error is noted only for one time point during
ignition. Otherwise, the error is significantly less than 9 ft/sec.

TR T e

~ This can clearly be seen in Fig. 6. The axcellent parformance can
‘be attributed to the decrease in the span size. PFig. 8 at bottom
shows time vs. span size.

e+ oSt ¢ bt SR R, m.\lﬁiunw »

A <. AR RC R

Comparison of DYNOSS gensrated accelerstion astimates
, , (Fig. 8) with the standard (Fig. 3), we notice close agreement at :
all times. We can slsc ses from Pigs. 9 and 10, the superior per-
b formance of DYNOSS during events.

B. Moisy Invironment

: 1. Fixed Least Squares

5 The random noise intzoduced into the Athena position data was
50 feet, whereas the noise introduced into the High Acceleration dats
P wvas 1 foot.

Although the Athena position estimates obtained from LS-51

) do possess error, they ars acceptable. Similarly the LS-61 position

estimates on the High Acceleratior data are acceptable. Compara
Fig. 11 to Pig. 1 and Fig. 17 to Fig. 14,

With the introduction of 50 feat of noice to the Athena

QLA

Standard positions, ve notice in Fig, 12 that the velocity sstimates
P generated by LS-351 have an oscillating pattern throughout the flight,

g The error is anywhere between 0 and 75 ft/sec. The nature of this

‘* kind of error usually cannot be tolerated, if s high velocity accuracy
I
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is required for impact prediction.
The L8-61 velocity estimates on the 1 foot noise High
Acceleration data (Pig. 18) demonstrates that during periods vhen

the scceleration 1s not constant, there 1s a bias in the data.

The magnitude and sign of the velocity bias depends on the rate of

the acceleration change and its sign (compare L8-61 Pig. 18 with
Pig. 13).

The undesirable ﬁattoru of the L8-51 scceleration estimates
on the Athena for high noise lcvglo. -uk.- it unacceptable. The
"random" acceleration estimates" ;-norat;d by L8-51 are shown in
Fg. 13.

Pigure 19 shows the acceleration estimates propagated for
the High Acceleration data corrupted with 1 foot random error. Note
that the true minimums and maximums are never achieved with a fixed
ospan sise.

2. DYNOSS

The position data generated by DYNOSS for both tra-
jectories do possess slight errors but they are batter then those
from fixad least aquares.

Comparison of DYNOSS to L8-51 (Fig. 12) velocity esti-
mates indicates that DYNOSS is better. The effect noted in the
1.8=51 case has bean avoided since DYNOSBS has increased the npunflisc

to the maximum specified (See bottom Fig, 13). The main reason for

the incresse in span sisze can be attributed to the high noiss content
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of the dsts (50 £t). Also in Fig. 13, we note a slight decrease in
spen size due to second stage ignition and burnout.
Figure 18 revesls that the DYNOSS velocity estimates generated

" for the High Accsleration data with 1 foot of noiss cospare favorably. .
‘uth the standard (Fig. 15). Special nots should be made that the

biss obtained with LS-61 has been removed by using tlu“"optml span’
sise. ) .

The use of DYNOSS to generate Athena sccelerstion estimates
(Fig. 13) in a high noise enviromment has proven sxtresmsly holptul..'
Note that the harmful effect of using 1L8-51 on high noise level
data to obuin acceleration estimates has bsen avoided. Comparison
of DYNOSS to L83-31 (Fig. 13) shows the remarksble improvement in
filter output wvhen the span size is allowed to incresse for non-
event high noise level data.

The harmful effect of using too long a span (LS-61) on
low noise (1 Ft) data to generate acceleraticm astimates can be
seen in Fig. 19. Note the DYNOSS (Fig. 19) generated data is very
close to the standard (Fig. 16).

C. Computing Efficiency

Figures 20 and 21 show a measurs of the computer time required
to generats DYNOSS and LS, wespectively. The times indicated show
the time required to imput, compute, and output one smoothed poimt.

In Fig. 20 maximum span means that the span was allowed (through load
card options) to vary (depending on noise and events) between 9 points

and the given maximum.
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IV. SUMMARY
For noise free (except for round-off errors) data, DYNOSS was

able to provide better state estimates than LS-51. This is raadily

'app-rcnt during svents in the snlarged velocity and acceleration

graphs (Pig 6, 7, 9, and 10).

Hieh.tho introduction of 30 feat and 1 foot of noise to the
Athena and High Acceleration data respectively, we noted DYNOSS
performance vas extramely good (Fig. 12 and 13). DYNOSS proved
invaluable, especially for high acceleration non-event (not com=-
plataly cvnnflcls, but for gradual thrusting periods) data when a
long span creates an-undesirable misfit in ﬁho 18=31 velocity esti-
nates and acceleration sstimates (See Fig. 18 and 19).

In our investigation, we also noticed that the DYNOSS span
selector for noise free event data did in fact decrease the span
size as expacted during events (See bottsm of Fig. 8) and therefore
propagated optimal state estimates (Fig 6, 7, 9 and 10). PFig, 13
at ths bottom shows the ability of DYNOSS to adjust to a noisy
environment.

In Figs. 20 and 21 we noticed that DYNOSS ia quite efficient
and that the computer time is invariant with length of span.

We recognize that a conaiderably lower span size could have
baen used whare noise content is low. Certainly this would have

shown improvemert in the LS velocity estimates (Fig. 18) from
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1 to 2,33 sec, Howaver, the estimates generated from 2.33 eec to

3.00 would then havs deteriorated. Numerous other examples could be . ?

¢ T T B e

cited, but the important point is that fixed Least Squares might i

propagate optiial state estimates only at certain times, wheresas,

e TR T

. L B - e : 1
DYNOSS always propagates optimal state estimates. ;
We hope that we have succeeded in giving adequate examplaes to i

point out the advantages afforded by DYNOSS.
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V. CONCLUSIONS

One of the major conclusions reached is that dynamic filtering/
sawoothing is indispensable. o N | » _

In a data reduction c,oip:qu 1ike Data _Roduct”iog‘ Div:ll:lon at
WSMR, New Mexico, DYNOSS is essantial. The major reason 1orthnﬂ ‘
diversity and enormous volume of data processad, frasquently do not
allow the data analyst to judiciously u.lcct the span size required
to filter dﬂt.. However, since acceleration and moise are non-
nfatioury; not even the best analyst can select one span size to
acquire optimal state estimates throughout a complete missile flight.

Thus, only by utilizing the optimal span size in any given
time intarval can a filter provide a true description of the
missile dynamics.

In view of all the advantagus afforded by DYNOSS and the test
requirements for developnent of high accelerated multi-stage missiles,
the implementation of dynamic filtering is not only necessary but

mandatory.
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APPENDIX

The purpose of this appendix is to provide detsilsd computation of
‘34.1(4),,rdur first task is the computation of H. However H takes on
different values depending on whether our span size is constant, increasing,

or decreasing. When K is increased by two observations, we have

wpe (equ)” ]

Dacreasing K yields two values for H.

First if ¥ is decreased by deleting two observations at the beginning

of a span, we have

r )
1 =(k+1)at (—sx'H.ZAtj/ :
" - 2 2 J[2
{1 JEII (—gx;aza?z/zi
|

L 4
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Second, if K is decreased by deleting two observations one at the

beginning and the other at the end of a span yields

|

.1 QoL (_(g_y_L)/J

r—-

The procedure to maintain a constant span makes use of two iterations -
of the basic WLSRE equations. During the first iteration, ws increase
the given span by adding an obsservation at the end. The second iteration

will then decrease the span by deleting one observation at the beginning.

In the former cass, H is computed as follows

- [ aepe (M.)/J




A
b, ™ e

In the latter case

: r -
2
He i 1.0 =zl (—gx-u)n)- . J
' 2 2 ‘2
L ’ i

TTATPpeTEIERT TN U TN TR A T e e oo

2 - 2
From the basic equation ¢ = (G + n'wu) 1. o, can be factored from G

and W, leaving (G + a‘wu)'l as a function of K and At. Thus the (G + "

matzix doss not have to bs inverted every time but can be predicted

TR W ITTTY WS Ty T TmE . T

based on the known values of K a_ml At, 1t can be shown that

%

E (o+utum)?

l

4

‘E - , ]

. 3(3K ~7) 0 -30

E _ 4K (K =4) K(K -t)at |
o2 0 12 0 !

E z REC-1At i

b «30 15

! —r—— —F

£ L K(K ~-4)at (At:)zl((l( -1) (K _-4) J

Once again ve emphasize that K, is the K that takes into consideration

the observation matrix 2.
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Therefore, the correction takes the form

-
T 2 {
30K =7 0 =30
4K(K -4) R(R =4)At
T
2 -z t -
C= oy 0 K(K -1)at 0 H™W(2-KX)
-30 0 2 12 15
- Z 2Tz =
K(K -4)At At /R(K -1) (K ~4)
L -
In the above aquation if we substitute
]
1
- for W we obtain
o i
2 1
B ) '
2 1
33K -7) " =30
—z 2
4K(K -4) . K(K -4)ae 1
t "~
Cwm 0 ____%2__2_ 0 H"(2-HX)
K(K -1)at !
=30 0 2 12 15 ,
-7 —z|TrT Tz l
l_ K(K =-4)At At JK(K -1) (K =4)
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AN "OPTIMIZER" FOR USE IN COMPUTER

SIMULATION: STULIES WITH A PROTOTYPE (V)

Dennis E, Smith
HRB-8inger, Inc,
Science Park, State College, Pennsylvania

ABSTRACT,

Because of their extrems complexity, many military operations research
problems cannot be axamined analytically, but instead must be examined by
means of computer simulation. However, the use of simulatfon in attempting
to locate an optimum solution often degenerates into a trial-and-error
process. This paper describes a study aimed at providing the simulation

user with afficient methods of searching for optimum computer simulatiom
solutions,

This study, to date, has resulted in the following three major
accomplishmentat

(1) Devalopment of a prototype "OPTIMIZER" computer program
consisting of a set of search techniques,

(2) Empirically derived information to aid in the selection
of a gearch technique,

(3) Successful application of the prototype "OPTIMIZER" to an
existing computer simulation,

Each of these accomplishments is discussed in this report,
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I. INTRODUCTION

Because of their extreme complexity, many military operatioas research
problems cannot be examined analytically, hut instead must be examined by
means of computer simulation, When computer simulation is involved, an
optimum solution is not obtained by analytic techniques, but rather by a search
of the relevant parameter space. In gengnf. ‘this search for an optimum
solution rapidly'd_'e‘genex-'dtes into a trial-and-error process. The goal of the
present study is the development of more efficient procedures for obtaining
optimum computer simulation solutions.

The introductory section of this report provides the necessary background
information and summarizes the progress made toward the indicated goal. The
' remaining sactions present the detaila of the various aspects of the current
study effort.

A. BACKGROUND

A computer simulation may quite realistically be regarded as involving a
'"black box" in which the values of input variables or parameters are combined
in some manner to produce output variables or responses. These responses
are usually figures of merit of some type. Figure 1 summarizes this ''black
box'' view of computer simulation when only one cutput variable (response) is
involved,

As will be noted from this figure, the input variables ars of two types:
(1) controllable factors and (2) uncontrollable factors. The controllable factors
are those input variables having values which can be controlled in the ''real
world.'" For example, input variables such as submarine speed, aircraft alti-
tude, and destroyer bearing pertaining to United States Naval forces would be
controllable factors because their values could be varied at will by the appro-
priate decision maker in the Naval chain of command. On the other hand,
these input variables (submarine speed, aircraftaltitude, and destroyer bearing)
relating to enemy forces must be regarded as uncontrollable factors because
the U.S. Navy cannot vary the values of these factors at will, In addition,
environmental characteristics such as sea state, temperature, and amount of
precipitation must also be regarded as uncontrollable factors because their
values, too, cannot be controlled.

-266-
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As Figure | indicates, the computer simulation "black box' produces the
observed response y which is a function of both the controllable and uncontrollable
factors, In probabilistic computer simulations where random variables are in- .
volved, the observed response y may vary even if two identical situations are
run, i.e,, if all lnpu‘t variables have the same valuee both tin.cs the simulation
) is used to produce &’ x'elponu.1 In this situation, the observed rClpOl"llG y may
’ _be assumed to vary about & true response g (xl. cen X[ 2y Z“ﬁ), “which, =~ i

in statistical terms, is an expected value. The variation of y from this true
response may be regarded as sampling error which arises from a random vari-
able ¢« having zero expected value but positive vtriance.z Thus the observed
response is composed of two quantities and may be expressed as

Y=g (xl, o X | 2 .Zm) + ¢, the form presented in Figure 1. It should
be noted that the true response, g, defines a surface in k-dimensional space,

5 _ This surface is known as a feslponue surface,

£l O
il il

v eega e

- The optimum solution consists of those values of the controllable factors
which produce the true optimum response, i.e., the optimum expected value,

It should be noted at this point that optimization, per se, in simulation is an

¢ ultimate goal which in practical situations is usually unreachable, Ordinari'ly.
Fl the mogt that one can hope to accomplish given the constraints of limited time
and funds is the location of an improved, or a ''good" solution, That is, the re-
r : sult inay be the identification of a solution which, while not neceasarily a global
ﬁj optimum, is acceptable and better than any previously available solution, To
emphasize this fact in the current study, the term "optimization' when placed

in quotation marks refers to the atternpt to locate the true optimum solution.
‘ Thus, the "optimum'' solution which is found by "optimization' may not be the
true optimum solution,

B, SUMMARY OF FIRST YEAR'S EFFORT

HRB-Singer, Inc,, under a ct:mtrl.ct3 sponsored by the Office of Naval
Research, has focused on "optimization" within that class of simulations where

lIt; is assumed, of course, that different sequences of pseudo-random numbers
are used in each computer run.

21t the simulation is deterministic, however, ¢« is identically zero,

3contract No, NOOU14-69-C-0285.
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a single response (i.e., figure of merit) exists, the controliable factors are
continuous (or at least approximately so) and there are no constraints on the
controllable factors. '

An HRB-Singer reportl. which was published in July 1970, describea the
progress made -during the first year of the ONR coh:ugg. This report, which
discusses two categories of methods which may be used to-aid in “optimization",
concludes that the largest potential payoff would come from the development
of an "OPTIMIZER" computer program. Thisa "OPTIMIZER', which could be
coupled to existing simulations, would automate, to a degree, the "optimization'
process,

1. Methods to Aid in '""Optimization"

Methods to aid in the quest for an "optimum" solution may be classified
into two broad categorienz: (1) internal methnds and (2) external methods.
Internal methods involve tinkering with the inner workings (the mathematical
rolationships and the computer programming) of the '"black box''. Because internal
methods are actually built into the simulation when the mathematical models
are constructed, the analysts and 'modelers reaponsible for model development
must incorporate these methods directly into the ''black box''. External methods,
on the other hand, do not affect the inner workings of the '"black box'', and are
essentially independent of model construction. These methods specify search
techniques which involve experimentation with different values of the controllable
factors, usually using the output of the ''black box' as feedback.

2. The Concept of an "OPTIMIZER' Computer Program

Smith (1970a) concluded that search techniques tend to provide the most
useful means of "'optimization', and that the existence of these techniques in an
"OPTIMIZER" computer program should prove of value to the computer simula-
tion user, Such an "OPTIMIZER" program could be constructed independently
of any apecific computer aimulation, and would thus be general enough to provide
flexibility and ‘wide applicability. In addition, the user would not nced an extensive

lSmith (1970a).
2Met:hod. from each of these categories are discussed in Smith {1970a),
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knowledge of the mathematics underlying the techniques since all computations
could be handled within the structure of the "OPTIMIZER", -

' .The "OPTIMIZER" would have to be designed in such a manner that it
could be granted access to the inputs and outputs of the computer simulation, as
well as to additional datal which the simulation user would supply. Figure 2 sum-

" tmarizés the design concept defining the ultimate goal of the current study, namely

the eventual construction of a general "OPTIMIZER" program which can be

tailored to any specific computer simulation situation by additional information
supplied as input by the user,

In essence, the "OPTIMIZER' would obviate the need for an expert who
is familiar with the various search techniques and the underlying mlathematlcu,
because they would be contained within the "OPTIMIZER'" itself. As indicated in
Figure 2, the simulation user would be able to communicate to the 'OPTIMIZER"
information in addition to the standard simulation input. This information would
be used by the "OPTIMIZER' to determine the best search technique to be adopted
for the specific simulation situstion. Thus, the "OPTIMIZER"as visuslized would
have a double optimization task. Not only would it attempt to find an "optimum"
solution, but it would also attempt to determine the most appropriate "optimizing"
technique to be used in any situation,

C. SUMMARY OF CURRENT STUDY EFFORT

During the past year, a prototype "OPTIMIZER'" computer program has
been programmed and checked for errors by running a number of test cases,
This "OPTIMIZER' consists of seven specific search techniques, At the present
time, selection of the particular technique to be applied in any given simulation
situation must be made by the user of "OPTIMIZER", However, it is planned
that the interaal logic of the "OPTIMIZER" will eventually include decision
criteria to permit autornatic selection of the best technique for the existing
simulation, based on user -supplied information about the simulation
characteristics, To provide such decision criteria, an empirical study of
the search techniques has been conducted using known response surfaces

! Such as the starting point for the search and the number of computer runs
which are avsilable,
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which were constructed to have various characteristics. In addition to these
empirical studies, the prototype "OPTIMIZER' was applied to an existing com-
puter simulation {i.e., to an unknown response surface).

Thus, the current yrar's effort consisted of three phases:

Phase:I1: Construction of a Prototype "OPTIMIZER"

Phase II: Empirical Examination of the Performance of the Search

Techniques on Constructed Responce Surfaces -

Phase III: Application of the Prototype "OPTIMIZER' to an Existing
Computer Simulation

Each of these three phases is discussed in the following sections,

1. The Proiotype "OPTIMIZER"

The prototype '"OPTIMIZER" was constructed to function as an executive
program. As such, the "OPTIMIZER'" provides linkages with the simulation,
carries out the required bookkeeping, and performs the mathematical calculations
connected with the search technique being used. In such a manner, the
"OPTIMIZER' maintains control over the values of the controllable factors to

be used at each step in the search for an "optimum'',

The "OPTIMIZER'' contains a total of seven search techniques, which
are variations of three basic techniques. The first technique, Random Search,
simply selects at random the values of the controllable factors to be used 1n
each simulation run. The second technique, Single-Factor, examines one factor
at a time by means of coordinated movement of a given factar while all others
arc held constant. The third technique, Response Surface Methodology (RSM),
permits the examination of all factors simultaneously by means of an experimental

design from which the estimated gradient direction may be determined.

2. Empirical Studies

As mentioned previously, the specific search technique to be applied
must be selected by the user., In order for the user (or eventually, the
"OPTIMIZER" logic) to choose the best technique, the performance of the




'J techniques must be evaluated. Because no mathematical basis exists for such
- an evaluation relative to characteristics which may vary from simulation to
simulation, it is necessary to perform empirical studies in order to obtain the

required information. A major portion of the current study was devoted to the

consiruction of a framework for an empirical evaluation of the performance of the

acarch techniques for different categories of simulation situations.

The evaluation itself was based on studics using response surfaces con-

structed from known mathematical relationships which were specifically chosen

tor the investigation. The mathematical relationships gencerating the responsc
wuere so constructed that the true optimum was known. providing comparison of
the performance of cach technique with the true optimum. as well as comparison
with the performance of other technmiques. The performance of a technique, of
course, is directly related to the "optimum'' found by that techmque.  Speaifically,
the performance of a given scarch technique was measured in werms ot the

g relative gain to be expected from using that technique, where relative gain was

. defined as:

[Truc responsc at "optimum" point] : True response at]
found by scarch technique starting print

[Truc optimum rcsp()nsc] - [Trne response at starting pomt]

Each of the scarch techniques was evaluated for a variety of simulation
characteristics in the situntion where the avarlable number of computer runs
was relatively small comparced with the number of controllable factors. Specific

characteristics consideved wero:

1. The number of controllable factors.

2. The number of computer runs available.

3. Iistance from starting point to true optimum point

4. Relative size of the random error associated with the response surtace.
8. Relative activity of the controltable factors.

! 6. The presence (or abscence) of interaction.

7. The prescnce {or absence} of local optima.
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Computer routines carried out the evaluation and provided summary
tables and statistics of the performance of each of the techniques, As a result of
this evaluation task, empirically derived payoff matrices for use in the selection
of a search technique exist. These matrices, togethor with any exiating knowledge
of the simulation situation under consideration, permit the user to make a

relatively efficient choice of a search technique.

3, Application of the "OPTIMIZER"

In addition to the research-oriented phase of the current study, HRB-
3inger, with the cooperation of the U.S. Army Strategy and Tactics Analysis
Group (STAG), applied the prototype "OPTIMIZER" to a computer simulation
known as FORECAST 1II, which was deveioped by STAG. Although interface
procedures were, in general, vasily carried outl, difficulties encountered with
the controllable factors indicated that assumptions made for the prototype

"OPTIMIZER" arc not totally acceptable for many large military models.

In particular, the variables chosen as controllable factors in FORECAST 11
were neither continuous nor unconstrained, thus violating two assumptions on
which the "OPTIMIZER' was developed. In an attempt to bypass the latter
difficulty, a transformation of the controllable factors was used to alter the
'optimization'' problem into one which was unconstrained. Because the integer
values which might be assumed by the controllable factors were not extremely
small, it was decided to procced by treating these factors as approximately

continuous.

Results of the application proved positive, With only a small number
of "OPTIMIZER' runs, definite improvement was achieved. This represented
an increase in the observed figure of merit from . 397 to ,436. Because a
theorctical upper bound to the figure of merit is . 500, the relative gain

.436 - . 397

providod by the "OPTIMIZER'" may be calculated to be at least
. 500 - , 397

or approximately 38%.

lA fairly detailed account of the application of the "OPTIMIZER" to FORECAST 1!
is contained in the Memorandum for Record of 25 February 1971 and 6 April 1971

prepated by Captain D. L. Renfro (formerlv with Systems Devclopment Division
STAG).
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IL.  THE FROTOTYPE "OPTIMIZER"

The prototype "OPTIMIZER", which is comprised of a set of search tech-
niques, was developed to function as a monitor or exccutive program. (As
previously mentioned, the scarch technique to be used in any particular case
must be specified by the user.) The lm.m;.,v between "OPTIMIZERY dnr]
the simulation is via a FORTRAN CALL statvmvnt, “with (ldtd n-vh.m;.,un via '
the CALL statement and COMMON state ments,

The "OPTIMIZER" reads the initia! (input) values for the controllable
factors together with any other required input data, and then, in gencral, using
abserved response feedback, changes the values of the controllable factors
according to the algorithims inherent in the preseribed scarch technique,
In addition, the "OPTIMIZFER" does the necessary aceounting, maintaining a
record of required nformation such as the number of runs executed and remaining,
the results of caleulations required by the scarch techniques, the best response
obse rved, and the values of the controllable factors which have resulted in this

best regponse,

The seven scarch techniques in the "OPTIMIZER'™ are based on three
peincipal tvchniquusl: (a) Random Scarch, (b) Single-Factor approach, and
{¢) Respounse Surface Methodology (RSM).  Of these throe techniques, Random
Scarch is a nonadaptive gearch technique, while the Single<-Factor approach

and RSM are adapti- » search techniques. 2

The prototype "OPTIMIZER" consists of the following seven specific search

techniques:

lThvsv basic scarch techniques are described in Smith (1970a). Another tech-
nique, the factorial design, was not included in the prototype "OPTIMIZER"
because of the unwicidly number of computer runs it requires for vven a gmali
number of factors,

ZIn a nonadaptive technique, the observed response from a computer run does
not influcnce the vatues of the controllable factors chogen for any succevding
run, An adaptive technique, however, bases selection of the values of con-
trotlable factors for futurce computer runs on the observed responses from
previous runs,
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(1) Random Search

(2) Single-Factor Approach
(3) Single-Factor Approach with Acceleration
(4) RSM - Variation I

(5) RSM

Variation | with Acceleration
(6) RSM - Variation II

(7] RSM - Vawiation II with Acceleration

The following sections provide descriptions of the basic search techniques1 and
the variations as they exiat in the prototype "OPTIMIZER", and specify the input
data required of the user. By far the most space is devoted to RSM because of
its relative complexity. IL will be assumed in the following descriptions that
there are k controllable tactors b STERR Xk under investigation and that a
maximum of N = nm computer runs are available for use by the "OPTIMIZER",
where m iterations are to be made at each point (Xl. e Xk) in order to reduce

statistical variation by obtaining average observed responses.

A. RANDOM SEARCH

An overall search region, defined by user input of upper and lower bounds
on each of the k factors, is the region to which the search for the "optimum"
is restricted. As its name implies, this search technique selects points at
random from within the overall search region. FEach of these k-dimensional
points determines the values of the controllable factors o be used in obtaining
an ohserved response. When all N computer runs have been used. the point
which yielded the largest observed response is the "optimum' identified by
Random Search.

If a user desires to use the Random Search option of the "OQPTIMIZER",
he must input the values of k, m, and n, and must also specify the upper and

lower bounds for each controllable factor.

1 . . . .
Although these techniques are described in terms of a search for a maximuam,
they are equally applicable in a search for a minimum.
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B. SINGLE-FACTOR APPROACH

. . 1 . . .
T'he Single-Factor approach, * as ils name implies, concentrates on one

factor at a time. Specifically, when there are k controllable factors, b STRR ,Xk.
a starting point (Cl’ -++» C) is selected by the user, and a computer run made

T — Ty T T——

at this point. A step size A1 is chosen and the X, value is changed to Cy - Al
with all the other xi‘g remaining at their starting values. A compuler run is
made at this new point. Similarly, a computer run is made at a pvint where

X; ='C; + &, with'the other Xi's'rema'inihg the same. If the observed respense
1 at either of these two points is better than at the starting point, the search is
extended in the direction of the most improveinent, and with all the other factors
held constant, a new computer run is made corresponding to a value of C - ZAI
or C1 + ZAl for Xl. ay 15 appropriate. The search continues in the same

direction as long as improvement continues to be made.

If a point 18 reached al which improvement is no longer being made, the
3 best previous point 18 regarded as a new starting point, a step size Az is chosen,

and the process is repeated, changing only Xa while keeping the values of the

Ty

other factors fixed. After factor )(k 18 cxamfncd. the cycle, ig completed by then
considering )(l again. At the end of a cycle, each Ai is halved before a new
cycle beging. ‘This procedure continues with each factor, in turn, until either
the process is terminated by the identification of an "optimum' point, or the

number of computer runs is exhausted.

1 In addition to the values of k, n, and m, the user of the Single-Factor option
, of the "OPTIMIZER'" must input the initial values of the controllable factors,

i e., the starting point (Cl, S (:k). and an nitial step s1ze Al for each factor
X‘,i:-l.....k

(¢ RSM

Unlike the Single-Factor approach which varies only one factor at a time,
2
RSM” permits the controllable factors to be varied simultaneously. Thus,
although the direction of search movement always remains parallel to the X,

axes 1n a Single-Factor search, the RSM search allows movementan any direction

L

! Developed by Friedinan and Savape (1947).

2 Developed by Box and Wilson (i951)
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However, data input fur a RSM option is the same as that for the Single-Factor
option. That is, the user must input the values of k, n, and m, the starting

point (Cl' Cees Ck) and a step size Ai for each factor XI, i=1, ..., k.

RSM uses an experimental design in a local region about the starting point
vo determine the estimated gradient direction known as a path of steepeat
ascent. Computer runs corresponding to points on this path, which provides
lh'e'dz'reéﬁidn-&fprédicted opt.zrﬂuﬁm»rés punise, arce made until therc is no im-
provement in the observed response, at which time the whole process is
repeated within a smaller experimental region. At a later stage in RSM,
additional experiments based on second order designsl may, if desired, be
conducted to determine the approximate curvature of the response surface in
the vicinity of a given point. However. because of the large number of-com-
puter runs required, this step will rarely be used in dealing with practical
simulation proolems. Thus, only the first phasee v/ RSM (the 1nitial experiment

and the exploration of the path of steepest asc@nt/ have been included in the proto-
type "OPTIMIZER",

In general, the calculations required by RSM are simpler if made in terms

of transformed, or ceded, factors x|, ..., X, where x, = (Xi - ci)/Ai for
t =1, ..., k. Interms of the coded sactors, the starting point of the search
1s at (0, ..., 0) and the initial step size is unity for each of these k factors.

In the following discussion it will often be more useful to refer to the coded
factors instead of the original factors.

1. The Initial Experiment

The two RSM variations which are included in the prototype "OPTIMI-
ZER" differ only in the initial experiment that 1s used to determine the path of
steepest agscent, Variation I of RSM uses a Zk fractorial or a Zk'p fractioaal
factorial™ of minimal size a3 the initial experiment, while Variation II uses
a simplex design3 involving k + 1 computer runs, the minimum required for
calculation of a path of steepest ascent.

'For a discussion of second order decigns, see Cochkran and Cox (1947).

ZSee Cochran and Cox (19%7) or Davies (1967),

2
“Sev Box (1952),




—

Only two values of each factor Xi are used in the initial experiment
of Variation I, These values define a local region about the starting point
(C]. e Ck) and consist of an upper value Ui = Ci 1 Ai and a lower value

i
which guarantee that each of the upper and lower values of Xi will be used an

L, = Ci - Ai' The experiment is constructed under symmetry constraints

equal number of times. In addition, each of these two values of Xi appears

the same number of times with the upper and lower values of each other factor.
For example, the computer runs dictated by the initial experiment for the case
k = 3 would be:

(Ll, L, U3) : (C1 -4, C, -4, C3+A3)
(Ul, L, L3) = (c:1 ta, C,-4, C,- A3)
(ILy) Uy Ly) = (G -4, C, +4,, Cy -4a,)
(U, U, Uy) = (c1 ta,, C,+4,, G +A3)

In terms of the coded factors, the initial experiment would be:

(-1, -1, +1)
(+1, -1, -1)
(-1, +1, -1)
(+1, +1, +1)

It can easily be seen in this case that the symmetry conditions hold.

This symmetry, inherent in the experiments used in Variation I,

provides efficient estimation of gradiewnt direction by permitting the effect of

a given factnr Xi to be estimated by averaging over a number of combinations

of the other factoras. Thus, these experiments provide for internal replication
which, in general, allows for accurate estimation by reducing the size of the
statistical error associated with the required estimates. The major drawback
to the experiments used in Variation I is that they require a number of computer
runs which is a power of two, Bacause a minimum of k + | computer runs is

required to estimate the path of steepest ascent when k factors are involved,
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one would, in general, not wish to spend many additional runs in initial
¢xperimentation, If k = 35, for example, the initial experiment in RSM -

Variation [ would require 64 computer runs, or 28 more than the minimum

required, l

Unlike Variation I, Variation 1I of RSM is based on an initial experimen
which always uses the required minimum number of runs to obtain the path of
steepest ascent, This initial experiment results from the simplex design
discussed by Box (1952), The nomenclature used in describing the design
arises from the fact that, viewed geometricélly, the design is for-med by thé

vertices of a k-dimensional simplex,

Although the simplex design can be constructed to provide an estimate
of gradient directiorn which is as accurate as that provided by the experiment
of Variation I, -this construction is extven‘fely dependent upon the assumption
that the response surface can be approximated to a good degree by a hyperplane,
i.e., a linear function, in a local region about the starting point. Thus, implicit
in Variation I is the assumption of an approximating hyperplane within the
locality around the starting point defined, in terms of the coded factors, by
x <t lfori=1, ..., k. A similar assumption is implicit in Variation II,
However, for Variation II to provide an estimate of gradient direction with the
same accuracy as the 1nitial experiment of Variation I, it turns out that com-
puter runs must be taken corresponding to some values of the xi's which are
quite distant from the interval (-1, +1). For example, at least one of the
xl's must assume the value of '\/-l: Thus, for k = 100, a computer. run r’n’u’st be
taken for x; = 10. This unhappy circumstance arises from the orientation of
the points of the simplex design and 18 a result of the ''vastness' of hyperspace.
whith was distnsse? by Hooke and Jeeves (1958) In actuality, each point of the
simplex design and each point of the fractional factorial are exactly the samne
distance from the starting point in k-dimensional hyperspace. However, a
point in the fractional factorial with coordinates which assume the values of 1
and 'l 14 nearer the starting point in an individual coordinate sense than is a
point 1n the simplex with coordinates which may assume the values of ~-.V'%(-“and

Vk. Although none of these coordinates is too far distant from the interval

IA('tually. the situation 1s not quite as bad as 1t might seem. This point 1s
discussed further in Section 111, D,
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(-1, 41) vhen k is relatively small, the distance becomes intolerahle when k
1s large. Therefore, the simplex design in the prototype "OPTIMIZER" was
modified to insure that any value which a given coded factor X, must assume is
not farther than'v-z- from the starting value 0. Such modification, however,

tends to result in a less accurate estimate of gradient direction.

In general, then, Variation Il provides an initial experiment containing

less runs than the initial experiment of Variation I, while Variation I estimates
gradient direction more accurately than does Variation 1. However, once the

path of steepest ascent is determined, the same procedure is followed by both
of the variations,

I~

2. Following the Path of Steepest Ascent

In addition to the computer runs specified by the initial experiment, a
run is also made at the starting point. Based on the observed responses obtained
from these computer runs, the "OPTIMIZER" determines the path of steepest
ascent. Using the largest observed response, the "OPTIMIZER'" calculates the
point on the path which provides a predicted response with the same value, and
makes a computer run at this point. (This is the first computer run taken on
the calculated path.) Another computer run is then automatically taken on the
path-1 a distance A away from the first point (in the coded factors). Because
preliminary studies indicated that setting A - .s\fl:provides fairly good x-esults.‘2 ]
this is the value of & in the "OPTIMIZER". However, if the user should decide

that another value for A would be more appropriate, he has the option of in-

i

putting that value.

After the two initial computer runs are taken on the path of steepest
ascent, additional runs are taken on the path, eachoneadistance & away from

the previous run, so long as an improved response is observed. If a point is

e ek vt T o

ik

l’I‘hia second computer run on the path is taken regardless of whether or not the
first computer run provided improvement. This procedure guards against the
possibility that tk. first point was not far enough out on the path.

21t should be noted that in a previous study, McArthur (1961) found that & = 1,2
appeared to give the best results for cases involving values of k ranging from
2 to 10. This value of A falls into the interval given by , 5 for k = 2 and

k = 10, i.e,, the interval (.707, 1.5), lending some credence to the present
choice of the value of A,
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reached at which the observed response is less than a previous observed
response, the "OPTIMIZER' uses the point corresponding to the maximum
observed response as the center of a new experiment, In terms of the original
factors xl. .oy Xk. the center point has moved from (Cl' A Ck) to a new

point., When this occurs, a ncw step size for each factor Xi is defined as one -
half the existing step size Ai'

__At such a juncture, the "OPTIMIZER' determines whether or not a
sufficient number of runs remain to allow all the runs dictated by another
experiment to be carried out, If so, the RSM search proceeds in a manner
similar to that previously described. If not, the "OPTIMIZER'' determines
the largest number of factors which can be included in a new experiment within
the remaining number of runs and still leave a minimum of two runs on the
path of steepest ascent. The "OPTIMIZER' uses this reduced set of k* {<k)
factors to calculate a new direction of steepest ascent. The reduced set of

factors consists of those k* factors corresponding to the k* factors found by

the previous experiment to have the largest effect on the path of steepest ascent.

This procedure is repeated until either the specified number of com-
puter runs are exhausted or the center point of an experimert provides a better
response than any of the other points in the experiment., When either of these
events occurs, the best observed point is labeled the '"optimum''. The latter
event indicates convexity of the surface in the vicinity of the center point,
implying that application of a second-order demignl would be warranted, The
prototype "OPTIMIZEKR", however, was developed under the assumption that
this stage in the scarch process would rarely, if ever, be reached, which

follows implicitly from the assumption of an extremely limited number of
available computer runs,

D. THE ACCELERATED TECHNIQUES

The accelerated versions of Single-Factor, RSM-Variation I, and RSM -
Variation II operate in a manner similar to the unaccelerated versions,

However, when movement in a given direction (e, g,, in the positive Xi direction

lSee. for example, Davies (1967) or Cochran and Cox (1957).
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i or along a path of gsteepest ascent) provides improvement in the observec

Ki response at three successive points, the accelerated versions use an algorithm
} to speed up movement in that direction, To simplify the ensuing discussion,
only RSM acceleration on the path of steepest ascent will be described. The
procedure for Single-Factor acceleration is similar,

If the assumption of an approximating hyperplane is reasonable, it can
) be'shown_lv_that an estimate y of the value of the response at the coded point

13 (¢, ..., x,) is given by

; k

i B ob o+ b
} ) e

where the bi's are estimates obtained from the experiment, The estimates
(bl' e bk) determine the direction of the path of stcepest ascent in terms
; of the coded factors and thus, any point on the path may be denoted by

j (Wbl' Cean ka)‘ The predicted response at this point is given by

A k ]
;  y = bO + ;‘: bl (Wbl)
k 1
= b + w3 b.z.
(o] 1 1

e i e

Now, ag described in the previous section, each point on the path is a distance
of A from the previous point, Therefore, if the initial point on the pa_th

corresponds to w = Wi the second point on the path then corresponds to

k
2=w1+(A/ i.:b

w=w

iz). In general, the j"h point on the path corresponds

k
tow=w, =w, +(j ~-1)(A/ Zb.z).
j 1 [ ¢

e e L —a Bttt st Lk,

lSee. for example, Davies {1367) or Cochran and Cox (1957),
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Thus, the distance between the point corresponding to wj and the point
corresponding to w51 is

k 2
Z (w,b, ~w, . b)
1 i -1

k
VEb.Z (w. - w, -)z
1 i j j=!
k k
Ven? Val/zy?
1 ! 1 i

= A,

as required, By means of some algebraic manipulation, the predicted response

s
at the _‘;"h point on the path may be written as

A .
Yj = ]Ao + Bo

where
k
A = a\zp?
o i
1
and
kK 2 k
B =b +(w - A/ Zb") Tb,
o o 1 1 & 1 1

Thus, the predicted response is a linear function of j,

Again, this result is contingent on the assumption of an approximating
hyperplane, However reasonable this assumption within the starting locality,
it quickly losey credibility as points further out on the path are considered,
A bit more general, and hence more plausible, assumption might be that the
predicted response is approximately a quadratic function of j, That is, the
assumption might be made that

A

¥, = jZAl +iB, + C

j 1
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Based on this assumption, the uvbserved responses from the first three

points on the path of steepest ascent may be used to estimate the values of

Al’ Bz, and Cl' In addition, the estimated location of an extremum can be

-B
obtained from j = —l-. where
A
Al = '5 (Y3 = .ZYZ + Yl)

and

Bl = 4y2 -1.5)'3-2.5)'l

An acceleration algorithm, based on the preceding discussion, was developed
for optional use within the "OPTIMIZER'', Specifically, this algorithm contains
the following five steps:

(n

(2)

(3)

(4)

Observe the response Y, a the initial point on the path
and the response Y, at the second point on the path.

If Y, > Yy observe response ¥, at the third point on

the path.
If Y, > Y2 > Yy compute the coefficients Al and Bl and
- B -B)
determine j = |-——] , that is, the truncated value of ——0,
ZAl ZAl

Ifj>1lorj<1, setj=11. Otherwise, retain the

calculated value of j, (A value of j < 1 provides as an
extremum the minimum of a quadratic function which is concave
upward, reflecting the fact that the observed responses are
increasing at an increasing rate, In this situation, setting

j = 11 yields a point which is a reasonable distance on the

path in view of the fact that the quadratic assunption may

not hold and the observed responses may contain random error,
Similarly, if j > 11, setting j = 11 guards agaii.st venturing

too far out on the path,)
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(5) Observe the response Yj corresponding to the j':h point, If
yj > y3. repeat the preceding steps using y, aa the starting

: point, If yj <Yy backtrack on the path to get Yj-l'
If yj-l <y, return to Y3 and continue on the path in the

standard manner, 1f, however, y,

-1 > yj, observe Yj-Z' etc,,

as long as improvement continiaes, and when improvement

stops, uy at y,,. and if ¥y, >Y3» perform a new experiment

with the h point as center, If Yh < y3. however, go back

to ysb_a,n;l, continue on the path in the standard manner, e

Similar steps are followed for the accelerated version of the Single -Factor
approach, the only difierence being that only one factor is changed at a time
and the steps are made in terma of a Ai change for factor Xi, which corresponds

to a change of one unit in the coded factor x,.

.
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{I1. EMPIRICAL INVESTIGATION OF THE SEARCH TECHNIQUES

Because no analytical basis exists for evaluation of the performance of the
search techniques relative to characteristics which may vary from simulation to
simulation, it is necessary to perform empirical studies in order to obtain a
comparison of the techniques, Although such empirical studies could be based
on unknown response surfaces generated by actusl computer simiilations, the -
current research effort used response surfaces which were constructed from
known mathematical relationships specifically chosen for the investigation, This
procedure has many advantages associated with it, Response surfaces con-
structed in this manner present difficulties of the same type as difficulties
encountered in a full -scale simulation, Because full-scale sirnulations are not
required in the evaluation, however, there is a substantial saving in costs
(associated with modeling, programming, and computing), Also, the known
mathematical relationships generating the response surface can be so con-
structed that the true optimum is known, thus permitting a comparison of the
"optimum'' found by a search technique with the actual optimum, in addition to
a comparison with the "optimum'' found by any other technique,

Although empirical investigations of search techniques on known response
surfaces were carried out by Brooks (1959) and McArthur (1961), they con-
sidered cases where only a few controllable factors were involved, (The
majority of cases considered were two-factor problems.) Although Brooks and
McArthur used difierent criteria for evaluating the performsance of the search
techniques, their conclusions agreed. These conclusions were, in general, to
use RSM if only a small number of factors were involved, and to use Random
Search if a large numr ber of factors were involved. Although Brooks did not
give any definite value for distinguishing between a small number and a large
number of factors, McArthur's study indicated that in any case involving more
than three factors, Random Search should be used,

The current study has benefited from both of these previous investigations,
particularly from McArthur's work, which used ten properties to characterize
optimization search problems, A similar classification method, described in

the following sections, was used in the current effort.

-287-




e e et AT

A, CRITERIA USED IN THE INVESTIGATION

As a first step in planning for an investigation of the performance of the -
various search techniques, the properties suggested by McArthur were revised
to serve as a basis for categorizing simulation situations, This revision resulted

“in the following list of characteristics: o

R SR

1. The numbgy_ pf'gg_ntqull‘_nble_ f;g:tox:'a!v, e e e s |
2 The number of available computer runs,

3. The presence or absence of local optima,

4, The size of the random error (statistical variation) present,

5. The distance of the starting point of the search from the true
optimum point.

6. The relative activity of the factors,

7. The presence or absence of interaction among the factors,

The evaluation of search technique performance involved the application of each

of the techniques on response surfaces constructed to have specific combinations
of these characteristics,

In order to normalize the measure of performance of the techniques on the
various resultant surfaces, it was decided to use the concept of relative gain
based on true responses rather than on observed responses. (A true response
is the resporse which would have been observed if nc random error were
present,) Specifically, if

(a) Ry dencotes the true response at the ""optimum" found by
a search technique,

(b) Rg denotes the true response at the starting point of the
search, and

(¢) R denotes the true optimum response,
then gain will be defined as (RF -RS)/(RO -Rs). That is, the gain ig a fraction

of the maximum possible improvement, Rg - Rg, that could be made, It should
be noted that although the gain can never be greater than 100 percent, it is
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conceivable that it may be negative in some cases. A nega’ive gain might result,
for instance, because of the presence of random error which resulted in a search
technique identifying an ""optimum'' point which actually yields a true response
less than that of the starting point. '

In light of this definition of gain and the various simulation characteristics:

. mentioned previously, the evaluation of search technique performance attempted

to provide at least a partial anawer to bne main question, Specifically, this
question is: if k controllable factors are under consideration and N computer
runs are available, what is the best search technique to use and how much gain
is to be expected from using this technique on response surfaces having various

characteristics ?

The specific aspects of the characteristics chosen for inclusion in this study

are delineated in the following sections.

1. The Number of Controllable Factors

The number of input variables for computer simulations of military
operations research problems tends to be extremely large. Although only a
subset of these variables will be included as controllable factors in any particular
optimization problem, the number of factors in this subset can easily be 20, 120,
or even larger, Very rarely does one see, in the simulation framework, an
optimization problem involving only a few (e.g., less than ten) controllable
factors,

To permit an examination of the performance of the search techniques
in situations involving a reasonable number of controllable factors, it was
decided to deal with 30-factor and 120-factor problems. These values provide at
least rough bounds for the number of factors a simulation user is willing to con-
sider in a trial-and-error or heuristic search for an optimum solution, Thus,
in the current study, the values of k (the number of controllable factors) con-
sidered were k = 30 and k = 120.

This choice of values of k permits the use of fractional factorials which
require a number of computer runs which is only slightly larger than the value
of k, Fur example, a value of k = 120 permits the use of &4 fractional factorial
involving 128 computer runs, while a value of k = 130, for instance, would

require the use of a fractional factorial involving 256 computer runs, This
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increase of 128 required computer runs corresponding to an increase of only 10
A in the value of k results because of the manner in which the fractional factorials
! are constructed?, Implications of the choice of the values of k for inclusion in
this study are discussed in Section III. D,

2. The Number of Available Computor Run-

g T 7 'In general, the simulation user known at leut roughly, how much com-
i puter time he may expend in a search for an optimum solution, Of course, the

i user usually regards this amount of time as insufficient, Nonetheless, it will
implicitly be assumed that the user will do the best he can-within the allotted

' time. Because the running times of various simulations are inherently different,
to say nothing of the differences in the speed of different digital computers, it is

i . more convenient to deal with the number of available computer runs, W,
A ' : In the typical case, the available number of computer runs is relatively
l small compared with the number of controllable factors, In view of this, the

cases considered in the present study involved N £ 2k computer runs, and im-
plicitly assumad that only one iteration would be made at a given point, Specifi-
cally, the performance of each search technique was evaluated for values of

N = ,5k, 1.1k, 1.5k, and 2,0k, In other words, if a 30-factor problem were
being considered, a given search technique would locate an ''optimum, " first
with a maximum of 15 runs, next with a maximum of 33 runs, next with a maxi-
mum of 45 runs, and finally, with a maximum of 60 runs,

3. Presence or Absence of Local Optima

4

The response surfaces generated by computer simulations may be of ‘

many different varieties, In general, a simulation user searching for an optimum u
hopes he is facing a situation in which there is a global optimum but no local

optima, In other words, he is hoping for a unimodal response surface, because
if he does find an optimum, he knows that it is the global optimum, A much
worse case is one in which numerous local optima exist in addition to the global
optimum, In this situation, the user is facing a response surface which consists
of various peaks, valleys and saddlepoints. Hence, if he does locate an optimum,

kX

!See the discussion of the situation in Section IL.C.,
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he has no assurance that it is not merely a local optimum which provides a
response much worse than that of the global optimum. Figure 3 illustrates a
unimodal response surface consgisting of only a global optimum and no local
optima, while Figure 4 illustrates a multimodal response surface consisting of a
global optimum and many local optima, Although both of these surfaces are
defined by only two factors to permit illustration, the extension to a larger
number of factors is straightforward, but essentially impossible to visuelize,

Because there are many ways in which to construct unimedal and multimodal

- surfaces, the-specific-mathematical forms giving rise to the surfaces used in

the study will be briefly deascribed here, The actual construction of these
surfaces is discussed in Section III.B.

The unimodal surface which possesses only a global optimum was
generated by a quadratic equation in the k factors, The equation giving rise to
this type of response surface was, in generic form,

K 2
y:-;‘JAi[Zi(Xl.....xk)] -
where the Zi'u are linear functions of the Xi'l. The specific form of the
functions Z is dependent on the pregence or absence of interaction which is
discussed in Section III,A,7, and the Ai's assume the values 0, !, or 4 as

*

determined by the relative activity of the factors, 2n described in Section 1II.A. 6,

The multimodal surface having local optima was generated by a com-
bination of cosine terms damped by exponential terms, The equation used in
generating the response surfaces was, in generic form,

k . .
y = - A {e .69 |Z1 (Xl. N cc,,,{z,,zi (xl. cen Xl - 1}
1

As in the previous case, the Z;'s are linear functions of the xi'-, dependent on
the presence or absence of interaction. In addition, the values of the A;'s are
determined by the relative activity of the factors, In both cases the generated

response surfaces have a true (global) optimum response of zero, with all other
true responses being negative,

Intuitively, it would be expected that, with respect tc Random Search,
the adaptive search techniques would perform less well on a multimodal surface
with local optima (Figure 4) than on a unimodal surface with only a global
optimum (Figure 3). This intuition was supported by the data which was observed
in the empirical study. This data is summarized in Section 1II,C . 4,
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4, Size of Random Error

In this study, two different sizes of random error have been considered,

ey ———

and have arbitrarily been labeled large and small, This section discusses the
choice of measurement of the random error,

In attempting to arrive at a suitable method for measuring random _ -
errar, five alternatives were considered., These were: ' 4

O ey .

..(a) Random error proportional to a fixed constant
(b) Random error proportional to the true optimum response 1

(¢) Random error proportional to the true response at the

s o abu

starting point

LA BT

(d) Random error proportional to the difference between the : i
true optimum response and the true response at the starting
point

(e} Random error proportional to the difference between the true 1

3 optimum response and the true response at some fixed distance
from the true optimum point. 1
P In defining the size of random error, it seemed reasonable that the terms "large '*

error' and ""small error' be defined consistently so that, for exarmple, small
error results in the same error band at all points on a given response surface,

Although alternative (a) does provide a consistent definition of random
error, it is completely independent of the response surface itself, If. for
3 ’ example, random error were defined as arising from a probability distribution
with standard deviation 10, the effect would be entirely different on a surface
having responses in the range (0, .100) than it would be on a surface having

——— A e emlaia R

responses in the range (0, 100),

At first glance, alternative (b) seems to overcome this situation. However

o7 |

because the initial selection of mathematical equations for generating response
surfaces resulted in true optimum responses of zero, this alternative would
result in random error which was identically zero, Although the mathematical

e

equations could be modified by the addition of a constant term to provide a non-
zero optimum, this procedure would result in objections similar to those raised

for alternative (a).
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By defining random error proportional to the true response at the
starting point, alternative (c) results in inconsistencies, This is due to the
fact that, in general, the farther the starting point from the true optimum, the
smaller the true response at tha¢ goiné. Thus, a starting point relatively close
to the true optirnum point would tend to result in a smaller error band than would
a starting point relatively far from the true optimum. In addition, objei:tiona
fimilar to those raised for alternative (b) also exist.

- 1f random.error is Jdefined proportional to the difference-between the -
true optimum response and the true response at the starting point, as in alterna-
tive (d), a certain amount of stability exists in that the addition of a constant to
all responses on the surface does not change the magnitude of the error, How-
ever, as in the case of alternative (c), the magnitude of the random error is
larger for starting points far from the true optimum point than it is for starting
points near to the true optimum point,

Under alternative (e) the size of random error would be consistently
defined on any given response surface of given characteristics, regardless of
the location of the starting point. In addition, this measure of random error is
stable under any translation of the surface in the y-direction. Thus, this
alternative was chosen as the definition of random error to be used in the
empirical study, Specifically, random error was defined proportional to the
difference between the true optimum response and the true response at a point
a distance of A away (in terma of the coded factors) on the line joining the
starting point and the true optimum point, If this difference is denoted by D,
small random error was generated from a Normal distribution with mean zero
and standard deviation 0, 1D, while large random error was generated from a
Normal distribution with mean zero ahd standard deviation 1,0D,

From a practical standpoint, the main disadvantage to this definition
of random error is that it may be somewhat difficult for a simulation user to
extrapolate it to a simulation context,

5. Distance of Starting Point from True Optimum Point

If, in terms of the original factors, the true optimum point is denoted
by (Tl' i Tk). one aim of the simulation user is to provide a starting point
(CX' «+++ Cp) that is not extremely distant. To investigate the effect of the
distance of starting point from true optimum on scarch technique performance,
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some definition of '"'near' and "far' distance must be made, Actual distance in
the factor space does not provide a suitable measure because different values
assigned to a step size A would result in the distance being traversed in differ -
ent numbers of steps. It is reasonable to take this into account in order to pro-
vide a stable measure, 7

The user's specification of the C s and the A s result in an initial search
region in the locality of the starting point, If the true optimum pomt is near, there
should be a fairly good chance that Ci Ai < Ti < Ci +At for any i. The chances ;
.. diminish as the tru e optimum point-becomes more-distant, " Assume that the user” .7 "
chooses the Ci" and the Ai'l in such a manner that Prob (Ci -Ai .S'Ti < Ci +A1) is
equal for each i, It is not unrealistic to also assume that each Ci selected by
the user is approximately a Normal random variable with expected value 'I‘i and
standa:d deviation which is & function of At' Definitions of '"'near'' and "far" dis -
tance were based on this framework, Specifically, a ‘'near'' distance was defined
to exist when Prob (C -4, ST, <C, +Ai) - 80%. Similarly, a "far'' distance was
defined to exist whcn Prob (C A T < C + A, ) = 20%. It follows that for near
distance, c; is Normally diltributed with mean Ti and standard deviation 0, 78A
while for far distance, C is Normally distributed with mean T and standard
deviation 3,95 Ai‘

6. Relative Activity of the Controllable Factors

Although a number of controllable factors may be thought to affect the
response generated by a computer simulation, in actual practice it ia usually
found that some of these factors have negligible effect on the response, In other
words, the response is insensitive to changes in these factors, Such factors 1
will be labeled inactive, and the remaining factors labeled active,

It is quite conceivable that differences in the relative activity of the
conirollable factors may dictate different search techniques. Thus, two levels
of activity, low and high, were considered. Low activity was defined to exist 1
when only 20% of the controllable factors actually generated the response sur -
face. Righ activity was defined to exist when 80% of the controllable factors ' !
generated the response surface,
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7. Presence or Absence of Interaction

Interaction is said to exist when the equation defining the response
_ surface contains terms involving products of the iactors, Thus, interaction
it is absent when no term in the defining equation involves products of the factors,
! ‘ " When interaction is present, the optimum value of a given factor depends upon
_- the specific values of other factors. When interaction is absent, the optimum
‘ value of a given factor is independent of the specific values other factors may’ ' g B
g - - oo . assume, -For example, if & response.surface were defined as .y =10 -.xl? - -x?_.z. T -
and a maximum were desired, x = 0 would provide the optimum response re-
gardless of the value of Xz. However if the surface were defined as
! y=10- xlz 2X, X thevulue of X, producing the aptimum response would

2"

" depend upon . the value of X It can easily be shown, of course, that this
5 value of X, would be given by X, = -X,. ) :

In Section III.A.1, which deals with the precsence or absence of local
optima on the reaponsec surfaces, the mathematical forms generating the surfaces
involved functions of the type Zi (Xl. PN Xk). For sufaces without interaction,
this function, in essence, was defined as 2, (xl. e xk) = (Xi - Ci)/Ai. For
surfaces with interaction, Zl (Xl. ey xk) was determined by the application of
a Helmert transformation to the active factors, This transformation produces
various two-factor products in the equation for the response surface, Further
details are provided in the following section,

B. CONSTRUCTION OF THE RESPONSE SURFACES

The actual construction of the response surfaces used in the empirical
studies was accomplished by a set of computer programs and subprograms
designed to provide a response surface according to the deeired characteristics
(as described in the previous sections), to apply each of the search techniques
on the surface, to record the gains obtained by the techniques, and to repeat
these steps for a nuniber of iterations on each type of constructed surface, The
use of & number of iterations permits a fairly accurate estimate of the expected
gain provided by the use of a given search technique on a particular type of

response surface,

Before a description is given of the process involved in the construction of
a response surface, it should be mentioned that all calculations involved in the
construction ¢re based on the coded factors x, = (I.\(i - Ci)/Ai' Ags stated
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previously, this transformation results in an optimization problem involving
factors (xl, cens xk), a starting point (0, ..., 0), and a step size of one unit
foxr each factor, The remainder of the discussion will refer to the ransformed
factors (xl, v xk), unless the original factors (Xl. vees Xk) are specifically
identified.

.The process of response surface construction begins with the selection of
the point which produces the true optimum. If the true optimum puint is denoted,

" in terms of the dr'i‘g’intl" ftwctvoi--i', b"y'(T-l, . . T-l;),rfhen, in the transformed

factor space, the true optimum point has the coordinates given by t = ('I[‘i 'Cl)/Ai'
fori 1, .,,, k, Itdirectly follows from the liscussion of the distance cri-
terion! that the point (tl. NN tk) can be determined by generating each t; from

a Normal distribution with mean 0 and standard deviation which is equal to 3.95
fox “far' distance and 0,78 for ''near' distance, For each iteration, this is the
manner in which the true optimum point is selected,

After this puint is selected, the values of the Al coefficients used in the
equation of the response surface (Section III, A, 3) are determined, The activity
of the factors determines the values of Ai'l and the specific factors, X which
are to define the response surface. In the computer program, 80% of the factors
are selected as active factors in the case of "high' activity and 20% are selected
as dctive in the case of "low' activity. Of the corvesponding coefficients, htlfz
are set equal to 1,0 and the other half are set equal to 4,0, In each step of this
process, the choice of the active x,'s and the selection of the particular values

to e given to the A,'s are made randomly.

At this juncture, then, initial preparation for the construction of the surfaces
is completed, and there exists a subset of k* controllable factors which are active
and which directly affect the response, For convenience in the following discus-
sion, it will be assumed that this subset consists of the first k% of the k factors,
i.e,, (xl. ce s "k*)' Of course, the actual k* active factors would probably
never be the first k* factors, but having been randomly chosen, would most

lSee Section III. A. 5.

ZIt should be noted that if all the A;'s were given the same value, circular con-

tours would result, The way they are defined gives rise to more realistic
elliptical contours,
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likely be interspersed within the sei of k factors, The assumption, however,
prevents the mathematical notation from becoming horrendous.

The required mathematical functions Zi (Section I11.A, 3) are obtained from
equivalent functions zg of the transformed factors, The z, which are defined in
terms of the active subset of the controllable factors, are dependent upon the

presence or absence of interaction, If interaction is to be able-nt. each z; is
defined simply as z, = x - ti which, in terms of the original factors, is equiva-

lentto Z, = (X; - T,)/A,. Thus, the resulting mathematical equation is one
which does not contain any terms involving more than one factor, Viewed geome-
trically, the response surface which is produced in this situation has its axes
parallel to the coordinate axes., If interaction is to be present, a Helmenrt

T PR W R W T T T g T T

transformationl is used to produce tLe interaction, This transformation is
given by:

v

1 iz
z, = —/—==== {j-l)x. - T x for 2<j<k*
. iG-1) I

The resulting equation defining the response surface contains interaction in the
form of terms which involve two-factor products, Because of these product

ot e s, M

terms, the axes of the response surface are not parallel to the coordinate axes,

TS Ty Y

After the zi's have been defined, the appropriate choice of surface type is
made, dependent upon the presence or absence of local optima. In the absence

of local optima, the response surface is generated by

feok 2
y = ~)i‘, ALz Gepy vy %))

which, regardless of whether or not interaction is present, is a negative definite

quadratic equation in (xl, e xk*), having a maximum value of y = 0. As

written, the equation is a canonical representation.

P SR TP PRSP NI TR

lSee, for example, Kendall and Stuart (1963) for a discussion of this
transformation,
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If local optima are present, the response surface is generated by

k*
y =v__z Ai °‘069
: 1

24 (k1o oo Xiew) | con [ 20 SECHENNE M) B 1]

which also has a maximum value of y = 0, This response surface has miny

local maxima, local minima, and saddle points, as may be seen from Figure 4,
which is a surface defined by this equation for the case ‘\_'_vhkergﬂqqu,gvgo_aqt_i,ve_ L
‘controllable factors are involved (i.e., k# = 2), '

T g TP T~ T

For any particular computer run involving the active controllable factors
(xl, cees xk*), ‘the response obtained is calculated from the appropriate equation
1 . given above. However, the remaining characteristic, random error, must still
be considered. Thus, after a true response has been calculated, random error

is gencrated from the appropriate Normal ciist:t'ibutionl and |s added to this
response,

] The reeponse surfuces constructed by these procedures were used to
evaluate search technique performance.

' 3
C. EVALUATION OF SEARCH TECHNIQUE PERFORMANCE

To evaluate the performance of the search technique on response surfaces E

cf differing characteristics, each search technique must be applied to each of

the various response surfaces. Furthermcre, to provide a reasonably accurate

assessment of performance (measured in terms of relative gain), a number of

{ iterations must be made to dampen out random fluctuations arising from the
statistical variation present in the procedures used to construct response sur -
faces of a given type, and from the random error with which the true responses
are contaminated, For the relatively small number of characteristics investi-
gated in this study, the number of actual surface searches conducted and, there -
fore, the number of computer runs used were quite large.

A total of 64 different types of response surfaces were generated, corre-

sponding to all of the combinations of various characteristics considered, These
combinations ariae from:

o i e A s G el e i B e

\See Section TI1. A. 4. ;
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Number of controllable factors: 30 or 120

Local Optima: | Preaence or Absence
Random Error: Large or Small
Distance: Far or Near
Activity: High or Low
Interaction: . " Presenca or Ab‘nen'ce.

Each of the seven search techniques in the prototype "OPTIMIZER'" was

_applied to each type of response surface and, in-addition,; each was applied -

for four different values of N, the maximum number of available computer runs,
This implies a minimum total of 7 x 64 x 4 = 1792 searches which were con-
ducted. In addition, however, 36 iterations were made for each of these

searches, which means that a grand total of 64,512 searches were made in this

inve ntigationl

1. Definition of the Overall Search Relifn

Because the starting point of (0, ..., 0) and the initial step sizes of
unity remained constant for each search, the actual application of the search
techniques could, except in the case of Random Search, proceced directly without

requiring any additional data or c-ompuution. Random Search, however, required

the assignment of an overall search region., Because the size of the overall
region directly affects the performance of Random Search, this assignment

poscd a major problem,

Since it was thought that Random Search would make a relatively poor
showing on the unimodal surfaces, it was decided to lean over backward, so to
speak, to define an overall region which provided an upportunity for Random
Search to perform well, To this end, the overall search region was constructed
in such a manner that it always contained the true optimum point within a rela-
tively small volume. Specifically, if tj' the jth coordinate of the optimum point,
fz1l in the interval (-, 75, ,75) the overall region for x, was defined as (-1, 1),
U t, > ,75, the overall region for x; was defined as (-1, t. + ,.25), and if
tj < -.75, the overall region for xj was defined as (tj -.,25,1).

1'I‘lw computer time required for conducting this empirical investigation was
provided by the U.S. Arimy Strategy and Tactics Analysis Group F

STAG),
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It was reasoned that if Random Search made a poor showing under these
somewhat ideal conditions, this would build a strong case {or jettisoning the
technique, Such a poor showing was anticipated, but did not muteriauze.l

2, Procedure

For each combination of characteristics, the applicable computer
routines generated the response surface corresponding to the characteristics,

_calculated the true response at the starting point, applied each-of the seven - -

search techniques to the surface, recorded the gain achieved by each technique
for each of the four values of N, and then repeated these steps until a total of
36 iterations were completed, In essence, the overall investigation could be

regarded as being based on a 26 x 4 x 7 factorial experiment with 36 observa-
tions per cell,

Different sequences of pseudo-random numbers were used for gen-
erating different response surfaces within a given type of surface definedbya
certain combination of charactoristics, Although a given type of surface
would be characterized by, say, 'near'' distance and "low' activity, surfaces
of this type, in general, would have starting points with different coordinates
(although still conforming to the ''near' distance criterion) and would consist of
different subsets of active factors (although the same precentage of factore
would be active). Different sequences of pseudo-random nusnbers were also

used in the generation of the random error terms which were added to the true
responses to yield the observed responses.

3, Preliminary Data Analysis

The procedure outlined above provides for the statistical independence
of the responses obtained from the iterations of a given search technique on a
specific type” of surface, as well as the independence of those obtained from
different types of surfaces, However, because each of the seven search tech-
niques was applied to every surface of a given type, the resvonses obtained by

lS«m the discussion in Section II1,D,

ZIﬂ this discussion a surface type implies a surface determined by a set of

characteristics, Surfaces corresponding to different sets of characteristics
are thus of different types,
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the different search techniques on a specific type of surface are correlated, The
resulting lack of statistical independence in the overall experiment creates diffi-
culty in an analysis of the data, because statistical independence is an assumption
on which most standard methods of statistical analysis are based.. However, -
certain advantages offset this disadvantage. One major sdvnntujo is that b};

technigque were not contaminated by any effect due to differences in the lndlvi‘duaI
response nurhcesl. Another advantage to using the same surfaces for iterations
of each of the seven search techniques is that computer time is saved by having

to generate only 36 surfaces of a certain type instead of 36 x 7 = 252 surfaces,

. 'Despite the lack of statistical independence, the manner in which the '
experiment was conducted still permits an analysis of variance (ANOVA) to be
performed, with such an analysis based on the assumption of nutingz or re-
peated mc;luress. However, ANOVA seemas inappropriate for analyzing the
experimental data because it doss not provide a direct answer to the previously
asked question about the best technique to use on a surface of given character-
istics and the gain to be expected from using this technique, In essence, a more
desirable outcome of the empirical studies is a set of payoff matrices on which
to base the selection of a search technique.

A preliminary data analyeis was adopted in an attempt to reduce the
accumulated data by determining which of the response surface characteristics
had an effect on the gains provided by a given secarch technique, This prelimi-
nary data analysis involved an ANOVA for each search technique and combination
of k and N. A standard ANOVA bared on the assumption of a completely random-
ized factorial experiment could be performed in each case because of the inde-
pendence inherent in each combination, As one woul’d'expect, correlation did,
however, exist between various of the ANOVA. Nonetheless, each ANOVA
strongly indicated that the gains provided by the search techniques were quite

xA discussion of the pros and cons of a situation like this is given in Hillier and
Lieberman (1967),

ZSee, for example, Scheff€ (1959),
3see, for example, Winer (1962).




sensitive to all the characteristics conuidéred, except for the presence or
absence of interaction, This information indicates that all the characteristics
(except interaction) must be considered in the construction of any payoff matrix,

4, The Payoffl Matrices

The simulation user who wishes to use & search technique in an

attempt to locate an optimum solution essentially finds himself in a decision T

theory tumeworkl, playing a game againat Nlture. Ir decision theory termine- = ..
- logy, the possible states of Nature correnpond to thé purticular combinations of

characteristics possessed by the response surface which is generated by the

nmulntion. The user has a set of possible actions corresponding to each of

the seven search techniques, For each action-state of Nature combination

there is a payoff, which in this situation may be ulumgd to be expected gain,

Before the user can make any rational decision as to the cholce of an
ayction (i.e., a search technique), however, the value of the various payoffs
(i.e., expected gains) must be specified. Although the true payoffs are unknown,
the empirical studies have provided relatively good estimates of these payoffs,
Figures 5 through 12 contain lhe payufi matrices based on the estimated expected
gains. The standard error of each estimated expected gain is given to indicate
the accuracy of the estimation,

If a user were faced with a simulation involving 30 controllable factors
and had available a maximum of 45 computer runs, he could base his selection
of a search technique on the data contained in the payoff matrix given in Figure 7,
For example, suppose the state of Nature was known to produce a response 1
surface with:

{a) no local optima

(b) a true optimuin far from the starting point
(¢) large random error

(d) high factor activity,

'For a discussion of decision theory see Chernoff and Moses (1959) or Luce and !
Raiffa (1957), for example.
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In this situation, the user could determine from Figure 7 that the search tech-
nique having the largest estimated expected gain (.910) was RSM -Variation I.
Thus, a rational selection would be this search technique,

If, however, the true state of Nature is unknown, the user is faced

~ with the quandry of how to exploit the data in the payoff matrix to make a good

selection of a search technique. One possible solution is for him to adopt a

maximin’ Crit'efio”ﬂl"'WHe;éb‘y' he would select a search technique in such a'way -~~~ -

as to maximize the minimum gain which could be obtained. In general, this
criterion results in what is known as a mixed atutegy.z A mixed strategy
defines a probability distribution over the set of search techniques, and the
actual search technique to be used is based on a random selection governed by
the probability distribution,

Application of the maximin criterion provides an overly conservative
selection of search technique, however. Essentially, this criterion is based on
the pessimistic assumption that Nature is a malicious opponent who will salect
a state in a conscious attempt to keep the simulation user's gain as low asg
possible. Since this pessimistic assumption is usually unwarranted, only in
extremely rare instances would the user base his selection of a search technique

on the maximin criterion,

Although the true state of Nature is usually, if not always, unknown to
the user, he is generally not in complete ignorance because he tends to have
some information about the simulation itself, Thus, the user is facing a condi-
tion of partial, rather than total, ignorance about the true state of Nature, Often
he can summarize this partial ignorance by means of a probability distribution
over the possible states of Nature, The existing information on which this
probability disiribution is based is often referred to as prior knowledge, and the
resulting probabilities are known as prior probabilities. In those cases where
no relative frequency Loais exists for defining a probability distribution, 'sub-
jective' probabilities or '"degrees of belief' may be used, Although much

Py

lBecause the entries in most payoff matrices are in terms of losses rather
than gains, it is more or less standard to think of a minimax criterion. In
the present situation where gains are being considered, a maximin criterion,
the mirror-image of a minimax criterion, is appropriate.

2See. for example, Luce and Raiffa (1957).




B e ..o AN

e

«:onl:l-mrerl)rl exists as to the reasonableness and efficacy of subjective probabi -
lities, lt will be tacitly assumed that where no relative frequency based probnbi-

lities are available. the simulation user can upecify the required prohabilitiu
on a subjective basis.

It is reasonable for the user to select that uirch technique which
provides the maximum expected gain based on the prior probabllitlclz. :

Let the i* th state of Nature be denoted by S let the prior probability that S
“is the true ‘state of Nature be denoted by Pi nnd let the estimated expected galn
corresponding to the j th search techniqu93 when S is the true state of Nature

be denoted by Gij' Then the search technique to be selected would be the

technique which provided the largest value of P; Gij' As a simple example,

suppose that in a simulation situation with k = 30 and N = 45 the assigned

probabilities were Pg = Py = Pp = pg*= .25, with the remaining probabilities

equal to zero, For these prior probabililies it can be easily verified from

the payoff matrix in Figure 7 that the following estimated expected gains
result: .

. 858 for Random Search

. 390 for Single-Factor

. 381 for Single -Factor accelerated

. 920 for RSM-Variation I

.919 for RSM-Variation I accelerated
, 880 for RSM -Variation II

.877 for RSM~Variation II accelerated.

Thus, the choice of a search technique would be RSM-Variation I, or perhaps
its accelerated counterpart,

l5ee Good (1965) for a summary of various opinions in this controversy,
2’.t‘hil is known as a Bayes criterion,

For convenience, the numbers of the states of Nature and those of the search

techniques will be assumed to correspond to the order in which they are
listed in the payoff matrices of Figures 5-12,
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D. DISCUSSION OF RESULTS

Crwpy vemmTeeRImERS Uil

The accumulated performance data provides a guide for sclection of a
search technique by the user of the prototype "OPTIMIZER'" and for eventual
incorporation of decision logic directly into the "OPTIMIZER", This gmde
in, admittedly, a rough one because of the two following reasons: ‘

- gy e

(1) Only two values of k were considered.-

(2) Prior probabilities relating to the simulation
characteristics are required.

: On this latter point, it should be noted that a good practice to follow in ®ssigning

' subjective probabilities is to estimate upper and lower values for the probabilities”.
If this is done, these values can be used in conjunction with the appropriate
payoff matrix to determine the sensitivity of the search technique selection
to the variation in the probabilities,

With regard to the former point, the results obtained for k = 30 and k = 120
may, iu i'nany instances, be cautiously interpolated and extrapolated to other
values of k by comparing performance of the search techniques graphically,

As a simple illustration, assume a sirnulation user who has a maximum of 90
computer runs available is certain that his simulation, which involves 60
controllable factors, can be categorized by a unimodal response surface
(i.e., no local maxima), by a starting point far from the true optimum point,

and by large random error. Furthermore, assume that he regards low
activity or high activity as equally likely, In terms of the prior probabilities
assigned to the states of Nature, his assignment would be Py = Pg = .5, with all
the other pi'l equal to zero. A plot of gain for each of the two values of k is

PR EC P s 5] SRR B TR RIS T AT RN TR I S IR I TR T
i

4 given in Figure 13,

DAk S SR

From this figure, it can be seen that the only two contending search tech-
niques given the assigned prior probabilities are RSM-Variation I and Random
Seu.rc:h.Z Also, the user might reason that for both k = 30 and k = 120, the

1'.l‘hits suggestion is given by Good (1965), a firm believer in the usefulness
of subjective probabilities,

The accelerated techniques are not plotted because they provide euentxally
the same results as their nonaccelerated counterparts.
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best search tcchnlque when N = 1,5 k is RSM-Variation I and thus for k = 60

and N = 90 = ], 5 k, the best search technique would lllo be RSM -Variation I,

It shouid be noted, however, that for k equal to 30, 60, or 120, the corresponding

fractionsl factorial would require only a few runs more than k. If, for instance,
k = 64, the corresponding fractional factorial would require twice this number of

_runs, This difficulty can be bypassed, at least for k < 100, by including the -

“designs given by Plackett and Burman (1946) in the "OPTIMIZER". These designs,
like the fractional factorials, involve only the values +l in terms of the coded
factors, Unlike the fractional factorials, the Plackett-Burman designs never
require more than k + 4 computer runs, Although these dellgnll are not, in
genenl ltrnghtforward to construct, the relatively good performtnce of
RSM-Variation I implies that they uhould deéfinitely be incorporated into a final
production vereion of the "OPTIMIZER"'.

It can be seen from the payoff matrices in Figures 5 through 12 that the
performance of both Single -Factor techniques is quite close to being dominated
by the performance of other techniques. Thus, for all practical purposes,
these two techniques may be eliminated from consideration, Each of the
remaining techniques, however, has the potential of providing the maximum
gain, depending on the assignment of prior probabilities, Thus, these techniques
should remain as options within "OPTIMIZER', It should be noted, however,
the gains obtained for Random Search in the empirical study are likely to be
larger than in practical situations because of the preferential definition of the
overall search region discussed in Section III.C.1.

As an example, if each coordinate of the optimum point were in the interval
(=75, .75), the overall search region would be given by -! < x, <1lfori=l,
++0+y kK, Thus, the volume enclosed by this region would be 2, If the overall
region were increased so that it were given by -1,1< x, <l.lfori=1l, ..., k,
the volume enclosed would be (2, 2) The difference in the two volumes is
extremely large for the values of k considered in the study. For instance,
if k=120, 2°2 1,33 x 103 while (2,2)% £ 1,23 x 10!, As a result of increasing

the interval on each x by 10% the corresponding volume of the overall search

lln actuality, the fractional factorial used for the case k = 30 is one of the
family of Plackett-Burman designs,
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region would inrrease by approximately 10,000,000% Thus, as the uncertainty

in the interval associated with each factor increases slightly, the-corresponding
overall vearch region increases phcnomcnauy. causing a decrease in the efficiency
of Random Search, It is suggested, therefore, that the overall search region be

' .carefully defined before :pplytng Random Search, In any event, it can be seen

i _ ~ from the d&tu that Rtndom.Selrch should not necessarily be the search technique
. " selected, / ‘nn for a hua numbor of factors, Thus, the current study has

- provided f saclusions different from those of Brooks (1959) and McArthur (1961),”

T TR T

Te T

n e i o e . s SR G Tt RN .

Ap far as the accelerated techniques are concerned, they do not appear
to provide extremely different results than their nonaccelerated counterparts,
In fact, paired-observation t-tests on the differences in the gains provided by
: each pair of accelerated and nonaccelerated techniques indicated no significant
Co differences in porfm'rnunce.l However, from a decision-theoretic rather than
- a hypothesis testing viewpoint, it makes sense to consider both type of techniques,
since neither dominates the other,

T ST

ll-Iind-ight analysis indicates that while acceleration sometimes resulted in
reaching a better response in a fewer number of computer runs, there were
also many instances in which acceleration overshot, and wasted computer runs.
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1Iv. APPLICATION OF THE PROTOTYPE "OPTIMIZER"
» - 4
: The potential interface with "OPTIMIZER' should, if possible, Le considered 5
' during the development of a simulatioi: - Every ¢fiort should be made to minitnize .. L I
the execution time of each uimulltton--\c.:'s.?-;mpn. by eliminating unessential {
‘ intermediate data analysis and summur1t3, for example. The input and output C

"operations should be isolated, leavir? ff.hly a complete portion of the model, or-
a "kernel." Making the kernel mod'ular. is highly desirable, expecially if overlay
is necessary because of the size of the simulation.

e

Ideally, then, there would be three sections to every "OPTIMIZER" - simu- :
lation inteérface., Section I would contain the simulation input statements, logic
checking routines, file and table creations, as well as the "OPTIMIZER" input
statements, Operations in this section would be independent of operations in
any other sections, although data would be exchanged with the other sections.
Section II would contain the kernel and the "OPTIMIZER' search techniques.
{In order to decrease core requirements, a ''MINI-OPTIMIZER", i.e., one : 4
lele'cted search technique, could be substituted.) Section IIl would contain the
file update, report generator portions, "OPTIMIZER" summary output, etc., : 4
and would only be executed after Section II is completed. : o

o e A D L

W TP

Military simulations generally require large core storage reciuirements " )
and execution time, and are usually Input/Output bound. It is not uncommon :

for one run to require 30 minutes to totally execute while 20 kernel runs can
be executed in the same amount of time, Overlay structure is also quite common,
giving added impetus to the three section structure as shown in Figure 14,

However, many candidate simulations for optimization are not under develop- ,
ment now, but already exist. Hence, the interfacing may not be quite as simple, J
although the "MINI-OPTIMIZER'"/kernel sectioning concept may still be a good '
one. An alternative, of course, is to relegate "OPTIMIZER'" to a subroutine .
role, which would require only minor modification of "OPTIMIZER. " ‘

In order to gain more insight into the "OPTIMIZER"-simulation interface,
as well as to examine the effectiveness of the prototype "OPTIMIZER", it
seemed desirable to apply the "OPTIMIZER" in a realistic simulation situation.
With the cooperation of the U,S., Army Strategy and Tactics Analysis Group
(STAG), the "OPTIMIZER' was applied to a full-scale simulation. This test
case application is described in the following section,

iy e et iTd et e

~319- .

T v st N

oot sput ot iiutanntie g pupiis . oouun dvbinn




A

o T —

WAF R RA T T T

B ot L 1 | o AT EE S

PR T & R

PRy

THINI-OPTINIZER -
CALL STATEMENTS

il

COMMON OATA

[T UV -1 PSRN

CFIG. 14 SUGOESTED STRUCTURE OF AN **OPVINIZER'*-SINULATION INTERFACE T

A. A TEST CASE: FORECAST II

"ORECAST II is a one-sided expected value model which attempts to
tactically allocate finite resources against an enemy force, These regources
are airborne delivery and weapon systems combinations which are offensive,
offensive-defensive or defensive in nature. The enemy force is represented
by a strike list. Given a strike list, the model attempts to achieve a specified ‘
assurance of damage while expending a minimum number of oflensive sorties, |
thus.allowing' nmore targets ta be engaged. The descriptors within the model
are specifir.-ally related to the military capabilities of the delivery and weapon
systems. The input variables which may be considered controllable by the
military decision makery cre those describing the distribution of the delivery
and weapon systems of the friendly force and those representing the friendly
force's strategy in the form of an ordered strike list.

The prototype "OPTIMIZER'" was employed to study the distribution of the
resources for a fixed strike list. Thus, the results of the study were unique
to the strike list in effect. The figure of merit, selected to conform to the
model action, was chosen as ''the number of targets attacked per sortie dis-
patched.' The factors selected for optimization were those parameters
describing the distribution of aircraft to Iba“ zones, Five aircraft types were
simulated, of which four types were permitted in three base zones, while the
other was allowed in only two zones, The resulting 14 controllable factors were

subject to constraints imposed by 2 constant total inventory for each type of
aircraft,
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1. Interfacing
FORECAST II is a computer simulation, written in FORTRAN, which
fits the general description previously attributed to military models; i, e., it
requirea large amounts of core storage and generates large amounts of
ancxllary information. Preliminary diacussion with the analyst who developed
FORECAST II (a distinct advantage when attempting to interface "OPTIMIZER"

with an existing simulation) led to the conclusion that a kernel model coupled

with a "MINI-OPTIMIZER" would provide the best mode of interfacing. It was
jointly decided that:

{a) Unessential operations such as collateral damage assessment,
normal output oporltionl. etc., should be deleted in the kernel to
reduce machine time during execution.

~ (b) The link structure should be modified to make additional core
storage available and the "OPTIMIZER" should be molified to
delete unapplicable options and reduce core storage requirements.

(c) A fully edited binary tape containing the strike list should be
created in place of a BCD tape in order to decrease processing

time,

There modifications and sevcral other refinements were made to the
"OPTIMIZER' und kernel in order to bypass resetting inventories, to calculate
the figure of merit directly, and to speed processing. The resulting computer
programs, which provided the required interface, were succeasfully executed

and used throughout the study.

2., Two Problems

The countrollable factors (the resource distribution parameters) violated
the basic assumptions on which the prototype "OPTIMIZER" was constructed.
These assumptions are that the controllable factors are continuous and un-
constrained. Unfortunately, the resource distribution parameters were non-
negative integer values which had to total to a set integer value, It was felt that
the violation of the assumption of continuity could be ignored with little impact
on the "OPTIMI ZER' reaulta since the magnitude of the total inventory was
sufficiently large to make transition between integers small,
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However, the prototype "OPTIMIZER" is not capable of handling
constraints, while the controllable factors required two types:

(a) xi>°
(b) 2 X, = C

-chce. it was decided to develop a reparlmeteriution in an attempt to overcome.
“the constraint difficulty. The lpecific reparameterization selected is illustrated

in the following paragraph for the case where four factors are involved.

Consider four continuous factors -- Xy Xz. XS. x4 -~ subject to the
above constraints. It should be noted that if the values of three of these factors
are known, then the fourth is automatically determined by constraint (b) . Now
consider the following reparameterization;

€

, C in (xl/x4)
2 1n (xz/x4)
3 In (xs/x‘)

£ =
" n

The reparameteriged factors Wl. Wz. and W3 are continuous and unconstrained.
The inverse of this reparameterization, together with constraint (b), results in:

W, 3w,
X, =Ce '/(1+Z e })

)

w2 vy
2 Ce “/(1+Z e )

»
N

w

Wa W,
Ce /(14T e Y
1

el
w
4

>
>
!

C - (X, + X, + X,)

It is thus possible to encode the constrained X factors, optimige in the W factor
space, and decode the "optimum" point to obtain the values of (X, X, X, Xg)-

This type of reparameterization reduced the set of 14 original factors
to a set of only 9 new factors. Although dealing with the factors arising from
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the transcendental reparametsrisation posed no problems to the "OPTIMIZER",
the simulation user experienced some difficulty in the interpretation of the
optimisation of the transformed factors. Specifically, he used a few runs to
apply the Single-Fac - search technique in order to check whether the kernel
model, the "MINI-C ' TIMIZER", and the interfacing were working properly, and
whether the constr :ints were being observed. The difficulty arose because the
change of a single W factor causes similtaneous changes in the X factors.

...Because & simulation user would, in general, feel more comfortable with =

optimisation in terms of factors which are directly related to quantities in the
real world, reparameterisation must be regarded as a stopgap measure, at best.

B. DISCUSSION OF RESULTS

. After the interfacing was checked and the reparameteriszation programmed
into the "MINI-OPTIMIZER"/kernel, the analyst provided a starting point which
he regarded as a ''pretty good" allocation. After the step sizes and the overall
search region were selected, four searches were made., These searches were
based on Random Search, Single-Factor, RSM-Variation I, and RSM-Variation
11, respectively. Each search involved k=9 transformed factors and was per-

mitted a maximum of N=20 computer runs.

1. Performance of the Search Techniques

The specified starting point provided an observed response of , 397,
Because the simulation is based on an expected value inodel, thia observed
response is also the true response at that point. Thus, in terms of the measure
used in the empirical studies, the relative gain provided by a search technique

was given by:

("Optimum'' response found by technique) - . 397}
(True optimum response) - .397

Because the true optimum is unknown, the best that could be done was to
determine a lower bound for relative gain. This lower bound was calculated
using information from the analyst who verified on theoretical grounds that the
figure of merit obtained in the simulation would never be greater than . 500.
This value was used as the true optimum response in the definition of relative
gain, yielding the lower bound.
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The results of the application of the four search techniques to
FORECAST Il are given in Figure 15. As can be noted, RSM-Variation 1
provided the best results, a relative gain of greater than 38% in just 20 computer
runs. Somewhat surprising was the performance of the Single-Factor approach
and RSM-Variation 1. On the basis of results in the empirical studies, it might
3 have been anticipated that Single-Factor would not have performed as well as it .
o did, ‘Likewise, it might have been anticipated that the performance of RSM- [
i ' Variation II would have been better. It must be borne in mind, however, that
the results of the empirical studies provided the value of estimated expected
gain based on a number of iterations of the same search technique. In the
FORECAST II application, the results are based on only a single iteration of
4 each search technique. .
' As a whole, the application of the prototype "OPTIMIZER" to FORECAST
11 proved a success. The relative ease of interfacing and using the "OPTIMIZER",
[! combined with the increased figure of merit found by the "OPTIMIZER', showa
i the potential value of such an externally-controlled optimization computer
1 program, However, it became apparent during the "OPTIMIZER" application
to FORECAST 1II that two modifications to '""OPTIMIZER' were extremely
desirable.

Rt ot

pid

2. Two Indicated Modifications to "OPTIMIZER"

Experience with application of the prototype "OPTIMIZER'" to FORECAST
II revealed that a modification to permit constrained optimization problems and
one to provide a restart capability would provide a more powerful "OPTIMIZER. "

To deal with constraints using the prototype "OPTIMIZER'", it may be
possible to change the problem into an unconstrained forn: either by means of
an appropriate reparameterization on the controllable factors or by modifying
the simulation to provide a '"bad' figure of merit value for any combination of
controllable factors which violates the constraints. ! However, neither of these
procedures guarantee a solution to the constraint problem and, even if successful,

are at best stopgap measures which levy additional requirements on the user of

lBol:h of these stratagems appeared to be reasonably acceptable in the application |
of the "OPTIMIZER'" to FORECAST II.
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- the "OPTIMIZER. " Thus, "OPTIMIZER" should be modified to allow a reason-
able number of constraints t» be handled without any intervention of the user,
except for specification of the constraints as data input.

B CRA L

The "OPTIMIZER" logic was designed to make the most efficient use of
the available number of computer runs. This logic was based on the hypothesis
... that the user would assign to the "OPTIMIZER" the maximum number of com-"
puter runs that he could justify, For example, assume that one of the RSM
techniques is used and a point is reached where a new experimental design is
required to determine a new path of steepest ascent.

If not enough computer
runs remadin to permit a full design involving the original k controllable factors,

the "OPTIMIZER' uses a fulldesign with only a selected subset of the k factors,
instead of beginning a portion of the design involving all of the controllable

factors. This procedure permits a path of steepest ascent (in a space of reduced
dimensionality) to be calculated and followed.

Based on the "OPTIMIZER'" application to FORECAST 1II, it is apparent
that in many situations the user may not be able to {(or may not wish to) use the

total number of available runs in one "OPTIMIZER" run. Thus, the user might

desire to restart the "OPTIMIZER" frem the point which its original application
found to be "optimum' within the number of computer runs originally specified.
TLe current version of the "OPTIMIZER' does not permit such a continuation,

2 i e O ST T3} T Y T ] I AT TRy T Yo TR Y s "

In order to provide efficient restart capabilities, the "OPTIMIZER"
should be modified so that it '"'remembers' the phase of the "optimization"
process in progress when the specified number of computer runs was exhausted.
This modification would assure that all pertinent data {(such as maximum response
observed, location of that response, parameters determining the path of steepest
{ : ascent) are available should the user desire to continue the "optimization"
process from where it had originally terminated.
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V. GCONCLUSIONS

In summary, the results of the HRB-Singer study to date have been three-
fold: '

il
O et e A S e

(1) A prototype "OPTIMIZER" exists,

-~ (2) “Information to aid in thi selection of a search :ée'éﬁ'ﬂiﬁiiévﬁ“dvhi)iblé; o

rp——

(3) Preliminary application of the prototype "OPTIMIZER" has given 5
positive results. _ !

-

T

At this stage of the study, it seemns plausible that the "OPTIMIZER" may prove

of great value to the simulation user and, hence, its {ovelopment should be
continued,

Despite a growing literature1 which touches on the topic of optimization in

1 the simulation framework, most practical applications tend to rely on trial-

i aad-error procedures or on the relatively inefficient Single -Factor approach.

1 Thus, the primary utility of the "OPTIMIZER" will be that it provides the simu-
lation user with a means of managing an efficient autornatic search for an 1
optimum. 1

In the rare case where familiar processes are being simulated, 'where a
well-understood figure of merit is to be optimized, and where only a few

TR WU Y, S,

factors affect this figur‘e of merit, the simulation user may be able to do a

fairly good job of optim‘izing by heuristic means. In essence, he would select
initial values for the controllable factors, run the simulation for these values,
observe intermediate output and the figure of merit obtained, use this data to 1
1 form tentative hypotheses about how the values of the controllable factors should :
be chinged, change these values, and keep repeating this procedure. Needless 3
to - .y, much effort wouid be required of the user, and the whole process could !

easily extend over weeky because of the time required for analysis and for
1 computer turnaround between the individual runs.

Lror example, Ackoff (1962), Bonini (1963), Burdick and Naylor (1966), Conway,
Johnson, and Maxwell (1959), Emshoff and Sisson (1970), Hunter and Naylor (1970),
Jacoby and Harrison (1962), Mihram (1970), Naylor (1969), Naylor, Balintfy,
Burdick, and Chu (1966), Overholt (1970), Smith (1969), Smith (1970a), and
Smith (1970b),
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Application of the "OPTIMIZER'", on the other hand, would require little
¢ffort on the part of the user, except for the initial interfacing. Further, by
automating intermediate analyses, and thereby consolidating the many runs
otherwise necessary, the "OPTIMIZER" would uigniﬁcaﬁtly reduce the overall -
time involved. Therefore, even in this situation, the "OPTIMIZER' has '
potential uu!‘ulneu.

As an alternative to an "OPTIMIZER' computer program. ‘a set of -urch
"“technique alogrithms could be provided to the simulation user. However. the
fairly tedious steps in some of these algorithms, coupled with the fact that
sirnulation input would have to be manually changed between each computer run,
might prove discouraging to the user, causing him to abandon the algorithms ir;‘
favor of an easier, but less efficient approach. If, in fact, thé user did persevere
with the algorithms, it is reasonable to assume that he wouid write his own
program to carry out the search technique steps and to permit automatic modi-
fication of simulation inputs. Thus, supplying the simulation user wit}\ only the
algorithms appears highly inefficient compared to providing him with a) proven
"OPTIMIZER" computer package. \

It must be noted that further work remains to be done before the "Oi\‘TIMIZER"
can be used as an effective tool in practical applications, For example, t&_\e
prototype should be modified to provide the restart and constrained optimiﬁ\ntion
capabilities discussed in the previous chapter. In addition, further inventig\ltive
applications of the "OPTIMIZER'" to full-scale computer simulations should be
made in order to provide information for a detailed critique of its overall perfor-

mance.

Nonetheless, there are strong indications at the present time that the
“"OPTIMIZER" should prove valuable to the simulation user.
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STAG MONOTONE EXPERIMENTAL DESIGN ALOORITHH (SH!DAL)

i : . PIC Aloundor Horun ’ﬁf "
i Systems Development Division - -
US ARMY STRATEGY AND TACTICS ANALYSIS GROUP

. Bethasda, Maryland . S

. _ ) ABSTRACT ' g
;' } " Experimental design tachniques are used throughout the
3 ‘ sciences in the analysis of statistical processes, -Thess techniques

can also ba used to analyse large, essentially deterministic, complex
systems, In this non=-statistical case, they are not netiessarily
the most efficient tools.

In the present paper we describe a method which was developed
to aid in the investigation of a large deterministic computer simule-
tion. 7This method would seem to be applicabla to tlis study of many
complex non-statistical systems. We include possible cxtensions of the
sethod as well as several alternats approaches to the genezal problem,

Further work to extend this techniqua to cextain statistical systess is
planned,

bt

Anaak

INTRODUCTION

=
e T

Exparimentsl design involves the analysis of a complax system 4
by choosing a series of experiments to perform on the asystem, Techniques !
for analysis of statistical processes have besn developed including :
factorial, fractional factorial, and other such designs, (Reference '
[1] by Hunter and Naylor gives s good summary of these,) For systems

- with more than a few inputs or for which experiments tend to be expensive
- , a random search often gives the most efficient design, and its efficiency
i ! can be quite low, (See McArthur [3].)
£ . In this paper we descrite a techniqua (called the STAG Monotone
‘ - Experimental Design Algorithm (SMEDAL)) for snalysing deterministic,
: rather than statistical, systems which exhibit certain properties (described
. in section I). SMEDAL was originally developed to aid in the analysis
of computer simulations and seems to be applicable to many systems in which :
statistical variation plays a minor, or non-axistent role. Extension of i
this technique to statistical systems is planned,

R

The remainder of this paper has been photographically reproduced from the
wmanuacript submitted by the author,
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SECTION 1

) |
o o Ve have a complex system with discrete inputa and outputi.
. _ Wo vish to analyse tho relations between inputs and outputs with
___ _the general purpose being.to determine the response of the system

using the smallest number of sctual experiments pousible. Specific

T

rolations between inpute are considered and their uscfulness to i

; this program evaluated.

T T

SPECIFIC PROBLEM

The systcm takes n inputs where input i has my levels. Its

" output 4s v where v = 0,1,2, . . . k. {(Bee figure 1.)

input 1
input 2 ———am

. SYSTEM o !
Figura 1

input n e———p

1 ¢ input 4 <my 0 <v ; k

: A get of inputs for one experiment will be considered to be
E an n-tuple (x1, . + o+ ,xp) with 1 ; Xy <my for all 1. We will
E say that N(x;, . . . s%p) = v if experiment (xl, . v ,xn) yiclds

output v, Thercfore N {s & function from the mily « . . My
i n-tuples to the set {(0,1,2, . . . ,k}

+

The first relation between inputs is the monotone xelation.




=70
)
if

This relation states that if all inputs but one are hald fimed,
then an increase in the unfixed input cannot cause a decreas: (n
the output. In aymbols: . R
1t N(x,, “e %5) = v, then Nixyy o« o ,xﬁ-l. . .'."a,“) 2v
for all 4 and R(x;, . . .'.'.xi-»l. . . .'I.xn) <v foralltl,

Exomple: Let ns= 8 andm, = 3 for all i, Let k=1, If

"N R R 7 ST e T

N(2,2,. .9 .2) bl l’ then N(3,2,2, 4 e .2) =1. In f‘ct. if

vy .

(X1, « « « »%p) is any combination of 2's and 3's, then

SR

N(x1, « o o o%x,) = 1 If N(2,2, . . . ,2) =0, similar results
follow as above with "1" auﬁutituteﬁ for "3". Thus it follows
that N(1,2,2, . . . ,2) = 0, etc,

In the above example, 1f N(2,2,. . . ,2) = 0, then the

monotone relation tells nothing about N(1,3,2, . . . ,2). One

3 N e W A o SR L Wi AT

input has been raised and auother lowered; monotonicity does not
apply in such a case. Although much can be done with our problem
using only the monotone relation, it is possible that there will

also exist dominance relations between the positions of the inputs,

These dominance relations will occur when it iz uniformly true

ol

that raising certain inputs and lowering certain others always
tends to have the same effect on the output.

First, to clarify what is meant by “position”, consider the : 4
8-tuple (3,2,1,1,1,1,1,1), 3 is in the first position, 2 is in the

second position, and 1l's are in positions 3 through 8.

Say that position i dominates position j if an increase of 1 ;

in position 1 with a decrease of 1 in position j cannot cause a

decrease in the output, Jn symbols:

) ‘ -333-
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Position i dominates positicﬁ J means 1if N(x3, . . . ,%,) = v,

th.n N(xl. " . ,Vo s 81-0-1, " s o 3 xj"l. . l. . .xn) ?_V. m

N(xl. ¢ 0 7. xi'l. . o o .xj'.'l' . o 0 .xn) iv-'--

This relation could occur belwaen any two positioms. The

~ more such ralations that exist, the more information that can ba

obtained.
Example: Xf position 1 dominates position 2 and N(1,3,3,2,2,1,1,1) = ],

then N(2,2.3.2,2;1,1,1) = 1 (using paraneters of previous example).
SECTION II

OUTLINE OF THE ALGORLTHM

A detailed description of SMEDAL, with possible extensions,
ip given in the following sections, Included heare is a basic
outline of the algorithm and its use.

Consider two computer programs called, for the purposes of
this paper, P and Q.

1. P has as inputs: (1) the dominance relations for the
specific system under study (There possibly are none.), (2) a
set 8; of n-tuples (representing those tuples c for which N(e)
is not known), and (3) tuple aj4; with its outcome, N(agyq) .
(The tuple ag4; represents the last experiment run on the system;
N(aj41) has just been determined.) P has for output the set
Sp4p ™ S8 - Ki41 where Kiypq consists of all n-tuples by, « . . ,by
in 8§ for which N(ajyy) 4mplics N(by), . . . ,N(b.), using

334~
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the monotone and dominance relations. Thus 8441 contains

Bss o b Sy ol

averything in 8; that {s not in Kiy, . (See figurs 2.)

z f .domimneo u’uum—.L.,

ot s,_ o! tuples
still undctnml.md

tuple 8541 with H(l1+1)]

Figure 2

B . St e

o)

8447 » the new
set of tuplaes
still undatermined

L

- T e—

C e s tenm T it ¢

_ ‘ 2. Q hap as inputs the dominance ralations (if any) and the

f} A sat 8.1 of tuples still undetermined. Q'as output is one tuple,
444 from SJ » wherse 41 is chosen so that N(lJ+1), whether
N(cjﬂ) =0orlor...,or k, will determine the maximvm number

of tuples x in sj . (Sea figure 3.)

dominance relations
tuple a,., ,

' J
set 84 of tuples | . the "best" tuple
J to run next

still undetermined

Pigurs 3

Usivg P and Q , the algorithm works as follows: (See

figure 4, next page.)

(1) With S = all tuples, run Q to get ap.

P

(2) Run a; . Find N{aj) . (first oxperiment)

~335-
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(3) With S = all tuples and N(a;) , run P to get
81 = 8 - K} , whare K; = set of tuples by, . . . ,b, fo; uhj.ch
N(ay) "1lnplie.l N(by)y o+ .y N(bp), '
(4) With 'si , run Q to goé- ag.
(5) Run ap. Find N(sp) . (second expariment)
(6) Wwith 8, and N(a) , run P to got S; = 8 - Ky,
where K; 1is as above.
" (7) wWith S5 , run Q to get aj .

(8) Continue until all tuples are determined or further

experiments are uneconomical,

§ —[ Q}—tma) — [ SYSTEM)
N(aj)
5~ P]
1—=[Q}—e=a 5 —m=[ SYSTEM]
N(az)
89—=[P]

Figure 4 / §,=—w=[Q}—e= a5 —+={SYSTEN]
SMEDAL LOGLC .
ELOW DIAGRAM ’
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A number of special cagses of SMEDAL have baen run to help
estimato tle efficiency of the algorithm., In general, the number
of system cxperiments was reduced to less than 20% of the total
number to 356 all outcomes, ;nd to i much amaliér percent to get ‘
 1ais'th|n all outcomes, |
' The following table summarixes somo of these runs. The case

of 6 inputs at 3 levels each, with two outputs (0 and 1 ), was

TR S TAGRIIT T WA B T ST

chosen as representative, although other cases hava been run with

comparable results.

TABLE
6 inputs at 3 lcvels each, 2 outputs

729 outcomes to determine (total)

For wach case, the values N(ai) for i =1,2,, .., wvere

f; : chogen at random. Q(w,2) with w =2 and 2 = .3 was usad, (See 2

Section III, part D.)

Case Number | Number of System | Parcent of Number of Percent of all
Experiments made | System Experiments made | Outcomes
Over total nunber Determined
1 12 1.6% S0%
19 2.6% 60% :
22 3.0% 70% ‘
i3 4,5% 80%
65 8,9% 90%
140 19,2% 100% :
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» Case Numbor | Number of Syatem | Percent of Numbar of Percent of all f
Experiments made ] System Expozriments made | Outcones f
} _ - Over total number Determined o
? o T 6 ‘ 8% | 50% I
{ 9 . "1.22 o . so : : :,, |
19 o 2.6% 80%
45 6.2% . 90%
121 16.6% 100%
3 11 1.5% 50%
15 2.1% 60%
17 2,3% 70%
27 3.7% 802%
46 6.3% 907%
102 14.0% 100%,
4 11 1.5% 50%
14 1.9% 60%
18 2.5% 70% 1
26 . 3.6% 80%
42 5.8% 90%
: 100 13.7% 100% ¢
“I.

i

~338-




St SR SR T
2

e e ke

ngodcaants

T o

P _AD QO FOR k=1

puﬁhp",“!!U1!.4Q!¢!159§‘49,'!¢§19ém111”59¥”tb!4°!.l,vk «1l, In

T

SECTION III

RER N R [ ST »:E:ui;g“il

This section contains the details of programs P and Q,

this case, the output of the systemis 0 or 1,

T -
; .

RART 4
First it will be helpful to make some definitions and ‘ o

establish some propositions. : : d

i, Dafinition. Let a be an n-tuple. Then thexrs are collections “

of netuples {byy « « 4 sbp, )} and {3, .. . "*, } such that

if N(a) = 1, then hy the monotone relagion N(bi) = 1 for

iwl1,2, ., .. ,r, and if N(a) = 0, then by the monotone relation

N(cj) =0 for Jm1l,2, , . .y8. Call r+l "the number of outcomes

dotermined 1f a wins" and denote it by #(a). Call s+l '"the

number of outcomes determined 1f a loses" and denote it by

#! (a).

Example: Xf the system has 8 inputs at three levels each,
then #(22222222) = 256 and #'(12222222) = 128, (Nota: tuples
(2,2,2,2,2,2,2,2) will be weltten (22222222) f£rom now on.)

2, Definitfon. Tet x = (x1, « . « »%5) and y = (yy, « . « ,¥y)
be tuples. Then 1lub(x,y) = z where 2z = (zl, « o« 22y) with . i;
zy = max(xy,yy) , and glb(x,y) = w where w= (wy, . . . ,w,)

with v = min(xi,yi) .
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Example: Let x = (31222222) and y = (22212222). Then
lub(x,y) = (32222222) and gib(x,y) = (21212222).
; 3. x:gnggiglgn. #(x and y) = #(x) + #(y) - #(lub(x.y)) nnd
S C #xomd Y) = #1(x) + #'(y) - #'(glb(x,y)) vhere #(x and y)

e

is thc numbar of outcomes deterntned if H(x) = 1and N(y) =1,
: - »Proof' Immediate from definitions and monotone relation,
Example: Suppose N{22222222) » 1 and N(31222222) = 1.
Since #(22222222) = 256 and #(31222222) = 192, one might guess
. ; (or hope) that knowing N(22222222) = 1 and N(31222222) = 1 would
[ l | glve 256 + 192 = 448 outcomes, However, this is not true.
Since 1ub((22222222),(31222222)) = (32222222) and #(32222222) ~ 128,
proposition 3 implies we hava only 256 + 192 - 128 = 320 outcomes.
* 4. We will ncw describe program P. For simplicity, assume (for
the moment) that there are no dominance relations. To start,
P will print table Tg » which consists of rows of the form:
X, #(x) , #'(x) for all tuples x. In this case #(x) and
#'(x) are casy to compute by a simple application of monotonicity,
~ . : Example: Assumc 8 irputs at 3 levels each., Then #(22222222) =
- 8 w256 , #(32 122222) = 27 = 128 , #(12222222) = 3-27 = 384 ,
#1(22222222) = 28 « 256 , #1(37222222) = 3427 384,
#'(12222222) = 2! 128 , #131222222) = 3'26 = 192, and
#'(11322222) = 3-25 = 95,
After program Q has chosen a; and N(al) has been determined,
P prinks table T, which consists of rows of the form:

x, #(x) , #'1(x) where #)(x) and #'.(x) are computed as follows:
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i »*

If N(aj) = 0, then #,(x) = #(x) and #')(x) = #'(x) - #'(glb(a; ,x)).

1f N(ay) = 1, then #l(x) = #(x) - #(lublay,x)) and #';(x) = #(x).

In general, after Q has chosen a; and N(ai) has bsen

déter&ined,' P prints table Ty which consists of rows of the form:

x . #5(x) , #',(x)  where: 1If ﬁ(ai) = 0, then #,(x) = #;_,(x)
#1(x) u fhy_1(x) -#1_1(1ub(ai,x)) and #'i(x) - #'i_l(x).
5. It is easy to verify that the rows of table T, hive: tuple x,
the number of outcomes datermined 1if x wing, the number of outcomaea
detormined if x loses, given that Al’ . . ;‘,ai have been chosen
and N(a3), . . . ,N(aj) have been already detormined. (If N(x)

is determined by ay,, then elther #j(x) or #'J(x) will be 0 for

J »r. These tupics x will be automatically crxcluded from further
congideration, if the mcfhod for computling the Ty described above

is used, See Part C concerning program Q. Set Si, referred to

in section 1L, consists of those tuples x for which either #i(x)

or #';(x) cquals 0.) Note that proposition 3 implies: if N{ay) =1,
then #l(x) = #(x and aq) - #(a)) = #(x) - #(lub(al,x)), and clearly
this formula iterates with {3 and aj replacing #; and aj.

It 18 possible to write down a non-iterative formula for

#{ (%) using 1, nested summations and the ioth generalization of
proposition 3 where i, 18 the number of ay such that #(nj) = 1 for

} < 1, but ihere secoms to be no real use for this generalized formula,

considering the sequential nature of SMEDAL,
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Now we will cousider how P is to ba adjusted to take into
account 'domina‘n‘ce rélltions.‘ First, some definitions and their

consequences will be stated, -

.6 Dgggnitibnr» Let-x and y be tuples. We say "x dominates y"

1f£ N(x) 2 N(y). 1In this case we write x >> y. (Note: "> is
a partial order on the set of tuples.)
7. Proposition. x >> y 41if end only if N(y) = 1 fmplies N(x) = 1
and N(x) = 0 4mplies N(y) = 0,
8. Propogition. x »>y 1f x4 > yy for all {.
9. DPropogition., If position 1 dominates position j (terminology from
section I), x. >y, for all r # 4,3 , and %4-1 > yy4, xytl ;yj,then
X » Y.
Proof: We use propositicn 7. Suppose N(y) = 1. Then
Lo NCYL, o o o s¥n) < HOYP, o o 0 o%4=1, o o Kytl, o o ayp) S
NCYLy o o o 3%Xgy o v o ,xj, S B R (< T N TR
= N(x). Thus N(x) = 1, Similarly, N(x) = 0 implies N(y) = O,
10. Proposition. Suppose positions i35 ¢ « « i, dominate
respectively 1;, + « o iy (Several i, and j,. may be repeated.)
If xq.-1 2Vi, and xjr+13_ Yie for r = 1,2, ., . . ,mand x4 > ¥y
otherwise, then x >>vy,
Proof: Apply proposition 9 m times,

Example: Suppose position 1 dominates position 2, Then

(31222222) >» (22222222) and (22222222) >> (13222222), However,

it cap not be concluded that (22222222) >> (23222222) or
(21222222) >> (13222222).
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" and N(ai) w 0, form (“1' R |

Now, if there are dominance relations, P wAll work as follows:

R

a; has been chogen and N{a;) has been de:oimincd. Ty.q 18 known,

P is to compute Ty, First, let Dy be the set of tuples formed as-

“follows: If r dominates s and N(a;j) =1, form =

(al, N i R L e TR L D
(a1, « « « ,8p42, . . . ,85°2, . . .,8,), etc. If r dominates s
. ) IR ) PR ,an),
(81, ¢ « v 48p=2, . o . ,8,+2, + . . ,8,), etc. Do this for each
dominance ralation r over s. (One at a time.) D; is the sat of
all tuples constructed this way.,

Examples: 4 inputs at 3 levels. (1). a = (2222), N(ay) = 1,
and 1 dominates 3. D, = {(3212)} . (2) ay = (2222), N(a,) = 1,
1 dominates 3, and 2 dominates 3. Dy = { (3212), (2312)} .

Now N(ay) = N(dj) for all dy in Dy, Use P with ay and N(ay)
to get table Ty = Ty without dominance as in Part A above, Use
P with dj and N(d]) to geL table Ty; = table computed from T;0 a8
in Part A. Continue until finally Ty, = table computed from

Tyt-1 as in Part A with d, and N(d.) where d; is the last element

of Dy, Thon let T = Ty¢,

PART C

Program Q chovses ajy from tuble Ti-l as follows: (1) Let
S= {x: min(h_q(x) ' (%)) > min(#i_l(y),#'i_l(y)) for u?l y}
(2) Let S« { x: x in § and m°x(#i-1(”)'#'1-l(x))3-

max(#; _1(y),#';.1(y)) for all y in §}
i-1 i-1
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(3) a; = one of the olements of 3 (arbitrary choiqc)

Thus a; is chosen so that, vhether it wins or losas (1.0,

~ whether N(ag) = 1 or 0), it is sure to datermine at laiai 4s many
' .outcémes as any other tuple, and, of all those tuples with this

_property, no other can determine more.. .. ..

PARTD

With P and Q as described above, the graph of tuple x

vs. the numbgr of outcomes dotermined by x has the form shown in figure 5.

- number of outcomes
determined by x

figure 5

For investigations in which there will be relatively few
actual experiments on the system (e.g. 20 out of 6561), this may
be quite satisfactory, since the low part of the curve will never
be reached. However, when more experiments are to be run (say 100

out of 6561), it will be pteierableifor tha curve to have the
form shown in figure 6,

number of outcomes

deterninad by * I \

x

figure 6
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-§~ The program Q(w,z), which is a modification of Q, can be <
'5" .uled'in'thin gituation, The paraméters w and g 'depoud'on the @
i o "totdl number of 'dkp"e'l"'tin'eﬂti' p'ﬁiﬂ.bls" ofi the aysten and the number ’ f'
i of experiments which are to be run, i
- S ' ¢
§ Parametor w 18 the number of outcomes that the running of one %
. tuple x should determine, Good results have been obtained with 3
L . ) . . . 3
: w=2and w =4, Parameter z is a number greatar than O and less -
?1 H
A than or equal to 1, When z = 1, Q(w,z) = Q. Roughly, = indicates

the slope desired in figure 2, with the slopu nearer to zero as
z gets small, Good results have baen obtained with z = ,3 and ;
gz = .5 .

Q(w,2) chooses a; from table &1_1 as £o310ps: (1) Using Q,
chocse a'y as usual, (2) Using Q agein and rejecting those tuples x
such that min(fy _;(x),#';_ 1(x)) > “mi“(#i-l(a'i)-#'1.1(3'1)):
choose a;. (3) If min(k;_i(ay),#'y_ ,(ay)) < w, then rodefine
a, to be a'y, the original choice of Q. If min(#i_l(ai),#‘i_l(ai))

is still less than w, terminate SMEDAL.,

PART E

A different refinement of program Q 18 possible via a

heuristic search algorithm, This is discussed in section V,
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SECTION IV

S AT

wh alic - od Rl nid

L "P_AND Q FOR k >1
We will cutlino the changes to ba mada in P and Q 4f k = 2,
””'(6diﬁhthO,l;‘;ﬁd'if“'Théﬂgéhéihliiéiigﬂ'gé other cases will be

analogous.

Rgadie ) o e an - ol

PROGRAM P
] S .The table Ty will consist of entries of the form:
| ®, #oi(x) , #li(x) ’ #zi(x) where #vi(x) = the number of
outcomes determined 1f N(x) = v for v = 0,1,2.

Given Ty.1» 8» and N(ai), table T1 is computed as follows:
(1) If N(a ) = 0, then #Oi(x) = #041(x) - #01-1(glb(ai,x)), and
E #00) = V) for v 1,2, (2) If N(a,) =2, then
$V5(x) = WV 1 (x) for v = 0,1, and #2,(x) = #2, 1 (x) ~ #2;_;(lub(a, ,x)).
3 . (3) Note: 1In this scction, z >> w will mean z :,wj for all j§.
If N(aj) = 1 : First, if x >> a;, set #oi(x) = 0 and 1f x << ay,
] set #21(x) = 0, Otherwise, sect #vi(x) - #vi_l(x) for v = 0 or 2.
E Second, when the above 1s done for all x, #li(x) = the number of

tuples y such that N(y) is still undetermined and either y >> x and

#2.(y) =0 ory << xand #°1(y> - 0.

Using the procecdure deseribed above, a tuple is determined

when two of its table entries are zero, (For the k = 1 case (gection III),

a tuple was determined when one of its entrics was zerv.)
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COnccrniné 3), the N(a;) = 1 case, #li(x) = the number of

tuples atill undetermined whose outcomes would be determined ;f

N(x) = 1, Now N(x)'- 1 gives information ohly about thosa'tuplea y

such that y >> x or y << x; thus, N(x) = 1 and y >> x dimplies

N(y) 2 1, and N(x) = 1 and y <<x implies N(y) < 1. Such y are

determined only under the circumstances listed under 3) above,

_EROGRAM Q

The generalization to the case k = 2 is immediate.
SECTION V

EXTENDING Q USING HEURYSTIC SEARCH TECIINIQUES

For simplicity assume k » 1 throughout. Program Q chooses
8y as the tuple that will gain at least as much as any other tuple
and will gain no less than any tuple with this property. However,
it is possible that Q will choose a; and ay41 such that each is as
above, while there exiast two tuples a'i and a'1+1 such that {f
these were chosen, the total number of outcomes determined (over
the two steps i and i+l) will be more than that determined if a;
and a44) are chosen.

For example, if in table Ty_; we had #j.1(ay) = 7,
#'1-1(“1) =7, #.1(a"'y) =6, and #';_;{x) = 6, then Q would
choose ay over a'j. Then it could huppen that &¢,1 would be the

best choice in Ty where #;(aj,)) = 3 and #'1(a1+1) = 3, while

=347~

~

[ RN

. i oy el

»

M

N e L R RS W




B,
o o,

the best choice, a’y.), in Ty, the table formed if a'; is chosen, ' )
"~ would have #1(1'141') «5 and "i("ﬂ-l) = 5, Clearly, a'; and .
‘ ."1-0-1 would bo a better pair of tuples to xun (as they datermine
11 as compared :t.g_l.O ogtcomu_); but Q would not k;lO_W this ‘b_ncguu‘,t o ]
it looks only, so to speak, onilevel ahead each time it makes a
choice, To correct this, Q could be extended using the following '
heuristic search algorithm, which is patterned after that described - 3
in Slagle and Les [4]. |

Assume we have table '!1,1' » &nd we wish to choose a4, the
" "hest" tuple to run next. ' : ;?
A, First, we doscribe a single lavel algorithm., (Program Q) i
Let MN(x) = minimum number of outcomes determinad 1f x is run = i
min(#i_l(x) o#'g.1(x)), and let MX(x) = maximum number of outcomes i
determined if x is run = max(#, ,(x),#'y ,(x)). Then a; is chosen {
so that MN(ag) 1s maximal over all x and MX(a;) is maximal over all
x such that MN(x) = Mﬂ(ai).
B. Now we decribe how to extend the algorithm to several
levels. Refer to figure 7 on page 20.
| 1. Determine parameters N and M, defined below. The values
for N and M will depend on such factors as the.resoursas availabla
] and the purposes of the research.
2. Level 1: Find the best N tuples 447, « « . , 84y by
the single level mathod.
3. Level 2: For all j theve are two casea: a4 wins and

a4 loses. PFor each of these cases, choose best tuplae bijk by the
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single level method where j = 1,2, . . . ,N and k = 0 corresponds

to agy wins, k = 1 corresponds to a4 loses, Determine minimum

- number of outcomes - mpyy = #5.)(ag4) + MN(byy;) and
“llzjo -#'i,l(a“) + m(bijo). Lat mzj - min(lllzjl.ll‘lzjo) ‘and
"szj i'ﬁhﬁ(mhji)ﬁzjo)} " Now choode tﬁﬁlejﬂijb'vheéﬁ'"ﬂzjb”il

naxiwvum for all j and szjo is maximun for all j such that

}mn - MNyy,.

Compare HNZjo with MNj; where ag; 1s best single lovel choiée.
If My, - MNy; > M, procecd to level 3. If MNyy, - MNy) < M,
a4 18 chosen. (In other words, we were examining T;.j to find
a5, Let a; = ajyo .)

4. Level 3: Consider two cases: ajjo wins and a4, loses.
Using the single level algorithm, find the N best ﬁupleo for each
case. Proceced in each case as in level 2. Use the cdse with the
least potential yield for the test with parameter M.

5. Continue until process stops,

Notes: (1) If proceas does not stop until all outcomes are
determined, it would be a branch and bound technique., (2) The
significance of parameter N is that N branches of the decision tree
will be investigated at each level, (3) The significance of
parameter M is that if the level j search does not yield M more
outcomes than the level j-1 scarch, then no further levels are

investigated.
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SECTION VI

1. Let 8 be the full gset of n-tuples that define our

“"problem, 'S is a partially ordered set (POS) with the order

relation »>> as defined in section III, p. 12. A subset C of 8
is called a chain if x,y in C implies either x << y or x 55 y.
A decomposition of 8 is a family (Cj, . . . ,C} of disjoint
chains whose union 18 all of S. Such a decomposition 1is called
pinjma] if, for any other decomposition (K1, . . . ,K} , ¢t < T.
There exist various methods for finding a minimal decomposition
for a POS, and these could be applied before any experimente axe
mada on the system. (SeeVIvanescu [2].) If there are dominance
relations, it is possible that the POS would decompose into
several long chains. (Example: If position i dominates i+l
for all 1, then there would be only on- long chain!) Restricting
our attention to such chains would allow us to "1linearire" the
problem and could greatly simplify the investigation.
2, A goometric approach can be formulated by replacing
program Q with program G, described below. Consider the set of
all undetermined tuples. (We are looking at table Ty.;.) These
are points on a lattice in n-space. G chooses for a; one of the
tuples closest to ¢, the conter of mass of these points. Intuitively
¢ has the property that any n-1 dimensional subspace (a plane, if

n = 3) through ¢ haa about the same number of points on one side
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as the other, It ls not hard co see that for any tuple x there i
exiats an n-1 dimensional subspace through x such that the tuples

determined if N(x) = 1 are on ona side and those determiﬁed if -

N(x) = 0 ére on the other. Since we wish to choose a, in a way

s . 4
5 ‘ '§ ’éié'é;i fé4cwmiﬁﬁf gé éood candidates for optimal choices. :
i A fow cases testing G hav. been computed, and these indicate

5 that G is often close to Q but sometimes falls short. Extensive

é tests have not been mada, ,
PROBABILISTIC EXTENSION OF THE GENERAL PROBLEM

% It has been suggested that it would be worthwhile to extend

i tha goneral problem in the following way: associate with each

tuple x a priori probabilities po(x), pl(x), e ,pk(x)

where pg(x) is the probability that N(x) = i, Then it would
ba necessary to define a program Qp to replace Q go that optimal
choices arc made using the probability data. We are currently

working on this aspect of the prohlem,
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DODGE AWARDED THE 1971 SAMUEL S, WILKS MEMORIAL MEDAL

» Lhgdiun o i) LRRE i A e e

- : : ‘ . The Prclnntltion of the Seventesnth Samuel S, w11k. Award
Made by Frank E. Griubbs

o o The Samuel S, Wilks Memorial Medsl Award, initiated in 1964 by the . .. ... . . .. . .
IR U, S, Army and Amarican Statistical Association jointly, is admiiistered .
! by the American Statistical Association, a non-profit, educational and
scientific society founded in 1839, The Wilks Award is given each year to
x a statistician and is based primarily on his contributions to the advancement
3 of scientific or technical knowledge in Army statistics, ingenious
i application of such knowledge, or successful activity in the fostering of
cooperative scientific matters which coincidentally benefit the Army, -
the Department of Defenss, the U, S. Government, and our country generally, )

; : The Award consists of a madal, with a profile of Professor Wilks

and the name of the Award on one side, the seal of the American Statistical
Association and name of the recipient on the reverse, and a citation and

§ honorarium related to the magnitude of the Award funds, The annual

Army Design of Experiments Conferences, at which the Award is given each
year, are sponsored by the Army Mathematics Steering Committes on behalf

of the Office of the Chief of Rewearch and Development, Department of

the Army,

The funds for the S, 5. Wilks Memorial Award were donated by Philip
G. Rust, ratired industrialist, Thomasville, Georgia.

T

Previous recipients of the Samuel S, Wilks Memorial Medal include
John W. Tukey of Princeton University (1965), Major General Leslie E,
Simon(1966), William G, Cochran of Harvard University (1967), Jerzy
Neyman of rhe University of California (1968), Jack Youden (1969)
retired from the National Bureau of Standards, and George W. Snedecor
(1970) retired from Iowa State University,

0yt AT

TP

: With the approval of President Churchill Eisenhart of the American
Statistical Association, the Wilks Memoria) Medal Committee for 1971
congisted of the following:

Professor Robert E. Bachhofer
Professor William G. Cochran
Dr, Fred Frishman

Dr, Badrig Kurkjian

Dr. William R, Pabst, Jr.
Major General Leslie E. Simon
Dr. John W, Tukey

Dr, Frank E, Grubbs, Chairman

Cornell Univeraity

Harvard University

Army Research Office-Washington, D,.C,

US Army Materiel Command, Washington,DC.

Washington, D, C,

Retired

Princetn University

US Army Aberdeen Research and Development
Center

Aberdeen Proving Ground, Maryland
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As many conferses are aware, our process of sslecting the w11ﬁ.
Medalist each year turns out to ba a statistically significant event,
you know, scresening some 25-30'nomi§eeq,

" “The 1971 Wilks Memorial Medalist is an internationsl authority and a
pioneer in devaloping sampling inspaction plans and quality rating mothqdn,

He was born in Lowell, Massachusetts in 1893 and received en 5§, B,

---Degrea- in-Electrical Engineering from the Massachusetts Institute of =~ =~~~ = = oo

Technology in 1916. After teaching Elactrical Engineering for a year at
MIT he joined the Westarn Electric Company as a development engineer in.
the Engineering Dmpartment, In 1924 he transferred to the newly-formed
Inspection Engineering Department which became part of Bell Telephone
Laboratories the next year, In that department were W, A, Shavwhart,

G. D, Edwards and later H, G, Romig and P, S, Olmstead whose names are
also well-known in the quality control and statistical fields,

.Our 1971 Wilks Medaliat is a Fullow, A Shewhart Medalist and an
Honorary Mambar of the American Society for Quality Control, A Fellow
of the Amarican Statistical Association and a Fellow of the Ilnstitute of
Mathemacical Scatistics., From the American Society of Testing and
Materials he has received the Award of Merit and an honorary membership.

He is internationally known for his publishad articles on sampling
inspection plans and the book Sampling Inspaction Tables which was jointly
authored with Harry Romig. 1In aasicion to :E:f-zn;I. and double sampling
plans presented in the book, he has published many special purpose plans,
They include continuous sampling olans for convaeyorized production,
chain sampling plans which may be used for characteristics requiring
destrictive or costly tests, skip-lot sampling plans applicable to
chemical physical analyses of raw materials and a cumulative results plan

which is superimposed on regular acceptance sampling plans having small
sample sizes,

Well known also are his contributions to the development of the
Army Ordnance Standard Sampling Inspection Tables which were used during
World War II for the inspection of materiel and his contributions to
the well-known MIL~STD-105 (especially 105D issued in 1963),

Our '71 Wilks Medalist also contributed significantly to the
check inspection and demarit rating plans for products used by the Bell
System and prepared a quarterly Quality Report that showed quality rates for
important products., This system is still the basis for judging the
quality of products entering the communications network,

Throughout his career he was also a teacher: first in departmental
courses and Out-of~Hours courses at BTL, then in the Communications
Development Training (Kelly College) prugru.in for new BTL engineers.
After his retirement from the Lshoratories he bacame a Professor in the
Graduate School at Rutgers, The State University of New Jersey,

tm S C s s




American Standards Association and definitions in the Standards Committee of
ASQC were a form of teaching, Many of his t-aching techniques were also
illusctrated in his Rdward Marburg Lecture (1954 Meeting of ASTM) entitled
"In:orprccutipn of Businoering Data: Soma Obuarvntion-."
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i Even his work in preparing manuals for ASTM,.the Z standards for the -5
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It hu- beon obviouo that for soms minntcl now the 1971 8amue1 S. "
Wilks Memorial Medalist is Harold F, Dodge.

-
p—y

THE FOLLOWING ACCEPTANCE REMARKS WERE PREPARED BY HAROLD F, DODGE : ]
THEY WERE READ AND DISCUSSED BY LESLIE E, SIMON 1

his diaad Aot

ﬁr. Chairman and Members of the Conferencae:

This is, for me, a very happy occasion as I axpress my extreme
pleasure in accepting the 1971 Samuel S, Wilks Memorial Medal which
honors our long-time friend Sam Wilks and the extensive contributions he
made toward the applications of mathematical statistics to problems 1
of national interest., Those who knew him well will always be grateful
for his kindness and helpfulness in translating some of our individual
problems into the language of mathematical statistics, I wall recall
that when he locked over an early manuscript on the continuous sampling !
plan in 1940, he asked nicely: "Did you knuw that this type of series
is called a 'powar series'?", for he could have put the question in the
more provocative form: "Don't you know that this type of saries is
called a 'power series'?" It is sometimes the little things that you
never forget,

kit %

World War II brought out the need and opportunities for broad
intensive application of quality control and statistical methods,
Progress in statistical quality control (SQC) had already gone fairly
far in the Bell System since its initiation in 1924, There it was
definitely a team activity with close cooperation between the Quality
Agsurance Department of the Bell Laboratories (initially called “«
Inspection engineering) and engineers of the installation and Manufac-
turing organisations of the Western Electric Company. In 1924,
). Shewhart invented the control chart. This, together with the develop-
ment of single sampling and double sampling inmpection plans and
quality rating methods, led, in the late 1920's and during the 1930's, 1
to the quite general use of these quality control methods by the !
installation and manufacturing groups of Western Electric, We all : !
bagan to talk of 3-sigma limits, assigznable causes, classification :
of defacts, single and double sampling, and LTPD and AOQL sampling .
tables., And in 1941 the so-called Dodge-Romig sampling inspection tables : i
were published, Of special note, too, was the related work done by '
Laslie Simon in Picatinny Arsanal starting in 1934, There in the
manufacturing department he successfully introduced quality control
techniques including the use of control charts for controlling the
welght and uniformity of powder in various types of ammunition,
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In December 1940, at the request of the War Department, the Amer=-
ican Standards Association, using its emergency procedure appointed
an Emergency Deferise Committee 21, on Quality Control, with the spsaker
as chairman and with Leslie Simon and Ed (W, Edwards) Deming as two

of ite othar five members, The first two standards; 21,1 and £1,2, on

control chart principles and techriques were published in May 1941, and

‘the- third, 21,3 un the Control Chart-Methed of Controlling Quality =~ = -

During Production in April 1942, Thess standards, updated, are in force
today,

But the Ordnance Department of the Army also wanted active use
of quality control in the inspection of ammunition and weapons, and as
a result of discussions with Bell Labe Quality Assurance Department, a
new Quality Control Section was created in the Inspection Branch
(later transferred to the Production Service Branch) in .Washington in tha
spring of 1942, headed by George D, Edwards, our Director of Quality
Assurance, with G, Rupert Gause of Ordnance and myself as active partici-
pants, We developnd a system of acceptance quality control with new
standard inepection procedures, and with assistance at the Labs, & new
set of sampling tables = all of which were made available for prompt use
in an Ordnance~wide quality control training program,

The sampling tablas were based on the new concept of an Acceptable
Quality Level (AQL), and three kinds of inspection, Normal Tightened and.
Reduced, with rules for switching between them, as, for example, for
switching to a more exacting or Tightaned sampling plan when quality
runs worse than the AQL, At the outset we were literally scared before
making the first presentation., We were going to talk about defectives
and AQL's that implied less than full conformance with specifications.,
And we had been hearing about directives that in effect said such things
ast a contractor "will not ship defective muterial," But after the
first sessiou with demonstrations of sampling with a bowl of chips and
a quincunx, things seer- 1 to go well,

The first OC training courses were given in 15 locations starting
in Waslhiington in August and winding up in Salt Lake City in Novamber, 1942,
Each conference lasted three days, with lectures, problem periods and
homework, During this period we three learned a great deal about the
cooperation and dedication of our civilian and military personnel in
wartime, and I might add, about the joys of night=time travel in an uppsr
berth. The confarences were attendeld by qualified nominees from over
80 Ordnance establishments, During thase conferences and with the
rapidly expanding applications, situations arose that indicated the need
for extending the tablas in a number of ways. Larger lot sizes were
needed, and discussions with the Signal Corps indicated that a wmodified
approach was desirable for complex products like radio equipmsnts made
in lote of 10, 20 or perhaps 100 each. Telephone experience had taught
us that "defects-per-unit' was both theoretically and practically better
than "percent defective" as a measure of quality of complex products,
Work on a complete set of defects-per-unit single end double sampling
tables was started and early drafts were made available in 1943 to Ordnance
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aud the Siznul Corps. Thclo new tables, dcuigned to £it 4in ltltilcicllly
with the earlier parcent defactive tables to form a smooth series over
the complete range of lot sizea, were used in a sacond series of 16
. training conferences that we conducted under the auspices of the Army
Service Forces (A.5,F,) through May, June and early July 1944, This time
- about half the tiainees were from Ordnance, the rest distributed among the . }
other eight dopartnontl or corps of the A,S,F, with a few from the Navy U S
~-and"Alr Porca. The complete set of 12 Single and Double Sampling Tables - i
was widely used through the rest of the war and served as s refgrence
standard for sampling by the technical services of the military. New
Navy tables in May 1945, using closely the same procedures, included
sequential or multiple sampling plans as well as single and double,

e bl LR S Wlondee. SRR

As reported by Sam Wilks in a 1947 paper, a nation-wide program k
of short intensive quality control courses was sponsored in 1943 by . {
the Office of Production Research and Davelopment (OPRD), Thirty=four
so=called "8-day wonder coursas" were given in nearly 25 citias to a total
of about 2000 individuals representing 800 industrial organizations, ‘ .
The texts usad included the 2,1 A, §, A. Standards on Quality Control and ?
the Army Ordnance and A,.5,F, sampling tables,

After the war, a joint committee worked out a new military standard
(105A) with sampling. tables that were a compromise between the Army
and Navy wartime tables, The current MIL=-STD=-105D is a 1963 revision
= the result of intarnational cooperation by an ABC (America, Britain,
Canada) working group, It has many of the basic original features,
such as AQL, Normal, Tightened and Reduced Inspection, but incorpor-
ates a number of changes including some 1 suggested in a 1959 Rutgers
Technical Report -~ ona of which was a much simplitied rule of
switching betwean Normal and Tightened inspection., MIL-STD-105D
is st1ll widely usad here and abroad,

PPV S

Now there are situations where it is neither convenient nor practical,
as in conveyorized production, collect product units in lots, This
lad to the development in 1940 of the continuous sampling plan, CSP-1,
which uscs alternate periods of sampling and 100X inepaction., This plan
was made available to the Western Elactric Company and following
successful use it was published in 1943, A, G, Coher tells of its applicatior
with "considersble success" at Picatinny Arsenal in late 1943, citing an
exampl 2z ol conftrolling weights ol bag-loaded charges of smokeless
powder,

e ik sk v mat

A number of special purpose sampling plans have also been made
available. Among thase are the "chain" sampling plane in which the |
accaptance or rejection of a lot is based on the combined aampling 1
results for the current lct and one or more preceding lots, with
cumulation starting afresh after each lot rejection, Chain sampling
makes possible a sizable reduction in ssmple size.
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Skip-lot sampling plans have baen developed to provide a different
but simpler form of reduced inspection, by akipping the inspection of a
given proportion of lots whan quality is good., Tha structure of these

plans is based on the theory of the continuous sampling plan, CSP=-1, already
nentioned, . . . sl

A cumulative-results plan using & cumulative results criterion
(CRC), published by A, F. Cone and myself in 1964 provides a special. ..
“process cortection feature applicable espacially when lots and samples
are small, Experience with its use in quality assurance inspections
by A,E.C. inspection agencies suggest that the most promising solution _
for the small sample problem is enforced corraction of the process through

the use of coilective history and a cumulative-results-criterion for
action,

Two special projects covered by Army contracts with the Quality +
Assurance Départment of Bell Labs may be mentioned, The first in
1952 related to setting up Quality Control Procedures (QCP's) for
controlling the ballistic quality of 105mm howitzer ammunition from
4 single loading line. 1In this project at Joliet Arsenal, the goal
was large lots of uniform quality and all were pleased with the
successful production of an initial large lot of over 149,000 rounds,
The second project was the develnpment in 1955-56 of an over-all
quality assurance plan for the NIKE I round, with a ‘total of 38
Quality Assurance Procedures (QAP's) covering inspections, testa,
quality surveys and quality rating., The intent of this plan was to
provide Ordnance with a continuing basis for satisfying itself that
the quality of complete rounds was what it should be, With relatively
small quantities, continuous sampling inspection plans ware used,

Here again we learned some new terminology, as for example, when we
asked what that little motor vehicle was, like an open vat on wheels

crawling across an open green, and were told it was toting '"nitro"
and was known as an "angel-buggy."

In conclusion, as Sam Wilks said in commenting on the use of SQC
during the war: "One would have to conclude that it actually took a

war to demonstrate that the methods, when applied on a wide scale, a
constitute an importan® national resource."

REMARKS ON THE ACCEPTANCE OF THE §. S. WILKS MEDAL

FOR HAROLD F. DONGE BY LESLIE E, SIMON

The work of Harold F, Dodge speaks for itself as to its importance
and usefulness to the Army and to the world in general, However, as one
of his many old friends and collesgues, I would like to say a few brief
words about his qualities as a man, Those are qualities that have {
endeared him to us and have also affected his work.
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Anong the times that I had opportunity to observe him carefully, was
vhen he was the chairman, and I a member of the Emergency Deferse Committee
on Quality Control, We were writing the American War Standards, 71,1
- 2142 and 21,3, to which Dodge has referred, The work was not only crucially - -
important, but was also done under pressure because they were needed
I for imnmediate use, Dodge's personal- characteristice were in -large -~ - - - o -
mesasure responsible for the meticulous correctness of the work, which
enhanced the respect and confidence in which they were held, and
theraby promoted their prompt and wide-spread use, In the meetings of
the committee, no question asked -him or suggestion made to him was ever
so simple that it did not get a courteous anawer, nor so complex that
he summarily dismissed it from discuesion, I often marveled at his
patience, consideration and generosity,

o
BB e 2ol
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He is one of the most thotough workmen that I have ever known. It i 4
would seem to me that a task was completed, but Harold would look at :
it critically from every possible angle, and often bring to light .
conditions that were valid to the problem and had not been covered. »
When he felt that an asaignment had been completed, it was; and only new
conditions or newly dimcovered knowledge was likely to necessitate its
revision,

T TR T NTETRIRRT TN e SRR TR T e e
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It is not only his competence, depth of knowledge, and
willingness to help any worthy person who asks his guidance that keeps
him busy in doing gratuitous work, but his warm, out-going friendliness
that makes him spontaneously say, "yes"; a quality that endeares him to
all who know him,
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COMPARISON OF TREATMENTS GIVEN BI-VARIATE TIME RESPONSE DATA

O ]

. Pearl ‘A, Van Natta
u. s. Atny Madical Research and Nutrition Laborntory
B Donvcr. Colorado .

This paper is concerned with the question of ''How nny treatmants be
'best' compared given bi-variate time response data?" The experimenter's
plan for obtaining the data has had preliminary testing. A queation
which I would like the panal to keesp in mind during the exposition is, :
"Can this data lead to another plan which would allow more monningful i
coaplrinonl?" i

T
e e bl b R e s S SR IR ¢ & o,

The following abstract of the experimental situation will give
a background for the spscific questions which require illumination, :
if not answers, by statistical analysis. '

Baby chicks were used in studies designed to determine whether or
not any of the compounds, histidine, histamines, and aspirin, would ' o
corract the abnormality of sulfate metabolisz in bone=formirg
regions associated with zinc deficiency, sinca they corrsct the gross l
leg abnormalities similarly associated with a deficiency of the trace '
¢lement, These symptoms aie similar to symptoms of rheumatcid arthritis ;
in humans, The three compounds ware suppliad in the diet in the following
concantrations: histidine, 1.0X, histamine, .2%, and aspirin, .75%,
A basal feed supplisd a standard amount of sulfur, PFollowing 4 or S E
weeks of these treatments on either a Zn-deficient (léppm) or a 2n-
adequate (94 ppm) diet, the birds were orally dosed with 10 uC of

anassoa. The 335 content of the epiphyseal plate (EP) and the primary

spongiosa (P!, from the tibia was assayed at either 6, 12, or 24 hours i
following isotope dossge, There were 24 random samples of chicks with
sample simes ranging from 10 to 18, ([4 druge] x [2 Zn levels] x

[3 kill=times])), The data are radiocactive counts from a liquid
scintillation counter which are adjusted for background and sfficiency of 4
the machine, divided by the actual milligrams of tissue counted, and
called dpm/mg tissue. The experiv-itgl tissue was obtained from the
end of the tibia, Tha EP caps thea bone and has a differant texture |
than the surrounding tissue so that the experimenter has confidence :
that the tissue counted is asctually EP, The PS lies directly under

the EP and has a similar texture to the mineralized tissue beneath it,

It was more difficult to isolate. The standardisation ¢f the counts

was necessary because one of the manifestations of sinc deficiency is

a slow growth rate so that some groups consisted of animals with much

sualler tibias and hence smaller amounts of EP and PS than other groups.

An unkuown quantity in this experiment is the relationship of the :
countable sulfur to the total sulfur in the tissue, Another unknown N

e Nl
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quantity is whether the radiocactive sulfur diffsrences between treatments
are due to changed uptake, changed excretion or both, Thesa could be
incorporated in future designs. The knowledge obrained can he useful

in undcr-tanding wound healing and fracture hcnlins.

The experimanter's queltionn and the relult- of ptcliminnry
statietical analysis (a = .05) are:

-1¢ ~Doas the sinc-deficient~only diet stimulate a different sulfur - -~

response from the sinc-adequate-only diet? (Figure 1),

The preliminary data when analyzed in a univariate way for each
kill-time, using the Steel-Dwass 2-sample rank statistic, show that
the locations of the EP valuas of the two treatments differ at 6 and 12
hours ‘but not at 24 hours and that the location of the PS values differ
at 12 and 24 hours but not at 6 hours. Tha direction of the difference
is that the Zn-adequate snimals have more countable sulfur in the EP tissue

at 6 and 12 hours but not at 24 hours and more in the PS tissue at 12
and 24 hours but not-.at 6 hours,

Figure 1 shows that the passags of time produces changas in
variation in the EP and PS that is more pronounced in the Zn-adequate
groups than in the Zn-~deficisnt groups. The requirement for confidance
intervals for the amount of the translation betwsen the two populations
is that the only possible difference batween the distributions tested is a
translocation, Hence, these wers not computed,

2. Do the Zn-deficient + (a drug) diets produce responses different
from the Zn-deficient-only diet? (Figure 2).

The preliminary data when analyzed in a univariate way for each

kill-time using the Steel many-one rank statistic gave the information
that:

a, Aspirin stimulates more sulfur incorporation in both EP
(at 6 and 12 hours) and PS (at 12 hours);

b, Histamine stimulstes more sulfur incorporation in both EP
(at 6 and 12 hours) and PS5 (all times);

¢, Histidine stimulates more sulfur incorporation in EP (at 12
hours) and PS (at 12 and 24 hours).

3. Do the Zn-adequate + (a drug) diets produce responses different from
the Zn-adequate only diet? (Figure 3).

The univariate Steel many-one rank statistic gave the information
that:
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E &, Aspirin stimulatas more sulfur incorporation in EP (all tinna) j

f but not in PS (no time). 5
%- b, Histamine stimulates more lulfur 1ncotporation in EP (511 timol) 3
€ ~ and PS (24 hours). .

1 F »
L - ¢. Histidine stimulates more sulfur incorpcration at EP (6 hours) - i I

F §s only. :
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é A three-way anova (approximate) on each variable separately gave
. ’ results that Zn-level, kill-time, &nd drugs all have significant effects.
o Specifically, for EP tissue the Zn-adequate treatment produces more

sulfur than the Zn-deficient treatment; 12 hours shows more sulfur than
6 or 24; and the treatments, no drug and histidine, give an indistinguishable
sulfur response while aspirin and histamine give an indistinguishable
sulfur response that is higher than the response alicited by the other
pair. For PS tissue, the Zn-adsquate treatzent also produces more
aulfur than the Zn-deficient treatment; 24 hours shows more sulfur than

; 6 or 12; tha treatmeat hiutamine shows greater oulfur response than the

f other treatmants,

3

4, 1f the 2Zn-adequate diet produces a different sulfur response from
] the Zn-deficient diet, do any of the drugs, when added to the Zn-deficient .
diet, produce a pattern and level like the Zn-adequate diet? (Figure 4,)

The one=tailed Steel many=one rank statistic was used sinc: it
was of interest to pick out the druge which allowed less incorporation
of sulfur than the standard, The remaining drugs, whose sulfur affects
were the same or greater than the standard, could be used for further
] experimentation, The information is that: : ‘
i
!

i o i e

E a, Aspirin shows no different effect for EP tissue, but allows
- less sulfur to be incorporated in PS (6, 12 and 24 hours),

b. Histamine shows no JUlfferent effect for EP tissue, but allows
less sulfur in PS (12 hours),.

1
i
ce Histidine shows nuv different effect for EP tissue, but allows . 3

less sulfur in PS (6 and 12 hours). €
1

%

The overall impression from these myriad testa is that histamine
is "best," However, litile confidence can be placed in it, since the !
whole animal has been lost in all the manipulations, A multivariate i
approach might be an entry, .

A parametric multivarigte approach to any of these questions
has the restriction that the variance-covariance matrices from the
24 groups cannot be considered to be simjlar, The variation in both
meagsurements varies with kill-time and drug treatment, A te2st : |
which does not require homogeneous variance~covariance matrices was

i,
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reported by Maile and Schultz at the August 1971 meetings of the

AfA in Fort Collins, The test is a randomization test and little is
known about its power, It 18 set up for the two-sample problem and
makes a judgment as to whether the two groups are significantly different
or not, The variables should be scaled by ranking the data within each
variable or standardizing the data. If a significanc difference is
found, then the k measurements can be examined individually to determine
where che differences 1lie without affecting the error rate,

-‘Would this multivariate approach provide a way to get results
for question 47 Each drug group could be tested separately with the

Zn~adequate group on a six variable basis, But then how to decide which
iy best if there are competitors?

The problem is now referred to the panel for dfscussion,
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EXPERIMENTAL DESIGN IN PROSPECTIVE STUDIES OF INFECTION IN MAN

Major Robin T. Vollmer
US Army Medical Research Institute of Infectious Digeases
Fort Detrick, Frederick, Maryland

The time course of an infectious disease in man is poorly under-
stood, Especially little is known about the infection's incubation
period, when no symptoms are apparent. For this reason prospective
studies of infection i{n man have been conducted and have revealed
changes in metabolism during and after the incubation period. Sandfly
Fever, a self~-limited febrile viral illness in man, has been the
infection model, and Army volunteers have been used as test subjects,

Several biological parameters are studied throughout the course of
onue of these experiments, For any one parameter there are the three
key variables of test subject, infection, and time which together or
separately influence that parameter, Furthermore, the relationship
hetween these parameters 1s also expected to be important to under-
standing the infectious process, With these thoughts in mind, then, the
collected data has been analyzed with a linear statistical model, and
some preliminary results will be presented.

The experimental design can be outlined as follows, First, let
us denote a single continuous parameter being measured during the
experiment with the letter "Y", 1t could represent the concentration
of a serum substance, for example, Now we indicate two subscripts to
the variable: 1 to represent the experimental subject and j to
indicate the measurement time period., Thus the experiment with respect
to one measurable parameter is represented by the array in figure 1,
where time periods 1,2,..,.,5 comprise the baseline time interval, the
period of inoculation with the infectious material being S and where
subjects 1,2,...,C are sham inoculated controls while subjects
C+1,...,N are truly infected.

The questions to be answered by this prospective study of infection
are:

1. Are there significant individual differences in the level of Y?

2, Does Y change because of infection? 1In particular does ¥
change prior to fever development?

3. Do the artificial constraints of the experiment (e,g. diet,
activity level, or mental status) change the parameter Y?
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An example of data from one control (marked C) and two infected
(marked 1) is represented in table 1, The first measurement time
period 18 to the left of each line, and the inoculation period is the
sixth, Tiie parameter is rhe serum concentration of the amino acid
leucine wirh dimensions uM/100 mi,

The next figure (Figure 2) is a graph of leucine serum concentration
va, time periuds of ¢Ae experiment, Each point on the curve marked -
"infected" is an average of 9 subjects’ meamurements whereas the
points on the “control" curve are averages of 3 sub)ects, Furthermore,
the two points on the "infected" Clurve and marked with standard error
brackets deviated significently (o < ,05) from preinfected data using
a palred t test where each infected subject was compared to his own
prelnfected average., Such t test analysis has been the routine kind
of statistical hypothesis testing performed on this data, although
it wvas recognizcd there were the disadvantages of dependence between
time periods and difficultly specified type I errors assoclated with
the t test for this data., Thus a more appropriate method of analysis
is sought such that it uses all the data for one parameter collected
in an experiment, and we have considered first a linear statistical
model of type I (see reference 1),

Referring to figure 3A the proposed linear model partitions the
data matrix (Yij) invo five different regions or cases. The symbcl

a, represents the effect of the ith subject; Bj represents the effect
of the experimental condiftions on the Jth day; and Y, represents the

]

effect of infection on day j. The error terms eij are agsumed to be
normally and independently distributed with equal variances and zero
means, Whereas the control subjects are assumed to respond only to
individual effects and artificial experimental effects, the infected
subjects are assumed to regpond further to the a eftect of infection.
The assumed model then can be represented by the matrix equs ion

(Y.,) =X B+ (e

i 1’
where (Yij)’ X, and B are indicated in figure 3B,

We used a version of the BMD General Linear Hypothesis program
(2) and obtained the estimates in figure 4. The test of the hypothesis
that a, = 0, { = 1,2,...,N yielded an F significant at p < .01 so that
this hypothesis could be rejected, However, the hypothesis Bj = 0
3~ 2,044,T and Yj =0, §j = §1,,,.,T could not be rejected. It appears
that this result was obtained because the linear model, unlike the t

test used, considered the drop in leucine level that cccurred both in
infected subjects and control subjects.




This 18 the extent of the analysis done to date, but we currently
plan to use a multivariate approach (since many parameters are measured
£ during an experiment) to determine correlation between parameters and
to determine whether the studied parameters can discriminate between
infected and control states,

oo - - ' REFERENCES

B : 1. Franklin A, Graybill, Linear Statistical Models, Vol, 1, McGraw-Hill,
B 1961,

2. Biomedical Computer Programs ¢ ., by W. J, Dixon, University Califurnia
Press, 1971,
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TREATMENT OF NULL RESPONSES

" Genevieve L. Mayer and Ronald L, Johnson
U.8. Army Mobility Equipment Resaarch and Development Center
Fort Belvoir, Virginia

I, INTRODUCTION,

... ..In the design.of many expariments involving equipwext and human-

observers for data generation, a time limit or distasi®? requirement is
often present, For example, ir an air observation study, the subject,
serving as an air observer, has a time limitation in which to generate
a response, When the subject fails to respond within the allowed time
interval, his action is classiffed as a null response,

The problem to be considerad is the anlaysis of data containing null
responses where the null responses may be related to simulated artifici-
alities and the sample size is small., Field studies are usually costly and
the #vailability of subjects, in nost cases, is limited, making re-runs
prohibitive, The study of Johnson (1971) will ba the subject of this
paper, A similar study is that of Cavineas, Maxey, and McPherson (1971),

II. DESIGN OF EXPERIMENT

The object of the Johnmon field study was to evaluwase the camouflage
effectiveness of the two competing camouflage items, e study was
ccnddcéed in the snow fields at Bridgeport, California. 'Iwo arctic-like
sites were selectad with snow depths of 10 to 12 feet, One item was
placed at each site. The items were interchanged halfway through the
test saries to prevent test bias due to site peculiarities., Sixteen trained
U,S, Marine air observers were used as subjects, They were flown in a
Super Sky Chief Cesena 337 with all observations from the co-pilot's
seat, The tester sat directly behind the subject and notified the subject
of the start and termination of each run, Each subject was given an
opportunity to view btoth test sites, Half of the aubjects were flown
over the one site first and half over the other gite first, Two altitudes
were used, 1300 feet altitude with target lateral displacement of 1000
feet, and 500 feet in altitude with tsrget lateral displacement of 650
feet, The slant ranges were 1771 wod 1032 feet, respectively, If the
subjects deteccad the target on tie higher altitude, the lower flight was
cancelled because the subjects would see the camoufl Jlems as soon
as physically possible (site familiarity), The alte¥Rft flew on a heading
which minimized the effect of the sun, Each subject was debriefed at
the conclusion of the test in order to obtain complete test information
concerning their responses, Figure 1 represents the test design.

The remainder of this article has been reproduced photographically from
the author's manuscript,
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II1, RESULTS OF EXPERIMIMT

The rosults of the crporiment are as shown in Migure 2, The

response was the slant ronac in icet at which the detcction was wnade,
The asterisk reflects a rull :zsponrss, that §§, no responsc was made.
The few responses recorded 1noke mnoouingful analysis difficult - if not
S impossible. . - - : . : o : .

IV, INTERPRETATICN AND ANALYSIS OF RESULTS

One difficulty in the analysis of the rosults is the trcatment of
the nvll respouses,  Presumably, dotcctions would have oscurred at
closar ranges, One approach to the problem is to assign a dofault
value to the null responscs. Possible defuult values are 1700 feet for
1300 feet altftude and 1000 feot for 500 {eei altitudo, Thaso defauvlt
valvoes ropresaeat the minhnum slant range for cach allitude, i.e,, the
"last" opporiunity the sulject has Lo make a daotection before the alr-
craft procceds past around zoro, Thesoe valuwez, cohviously, overestimate
the dotection probability, Yet, usiug zero rangns underesiimates the
dote ;tion probability., ligures 3, 4,/5, and 6 uhow pseudo test results
using tha defoult values and thegr z)’nn]ys;is of variance, respectively,
No afemitinnnt main offecte or {frathop oy intoraalions woere found,

"
o
1

Another approach would be to usa the avatlable dota to extrapolate
cumuiative doetection probability vs, lateral range and use the resulting
cxpected doteclion rangr - ag entrier in the preceding test resulls matrix,
The resulls should thon be better than i cither of thoe extremal values
were usced, A compuier proygram called MATCH developed by L. Larson
at the U,S. Naval Tcst and Evoluation Detachment, Key West, Tlorida,
may hoe used to extrapolaic these estimetes, MATCII accepts a miniimum
of four data points and alicnipts to fit these dota to both a normal and
log-normal distribution, The output is on ostimated cwve dopicting the
cumulative probability: of delection alung with 90% confidence intervals,
The original data in cumulative form ure also plotied as a step function,
The five devections for ftem two were run lhrough the MATCH program .
Since the number of detections were Lelow the requited minimum it was
not possible to use the MATCH program for item one, The results are
shown in Niguwes 7 and 8, '

The quesi;on is what, if anylhing, can be sald about the improvemaont
in estimation it these extrapolated values are used? Also, what effect
would the use of these exirapolated values have in the analysis of
variance results ?

TR R
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Figure 2
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PSEL DG TEST RUSULTS

Slant Range at 1 Mile = **

Mimimum Slanl Range at 1300 FPeet Altitude = 1700 Feet
Minimwn Slant Range at 500 ,'cet Altitude = 1000 Feot
All Other Variohles us in Pigure 1

i (in Teot)
3 USING 1700 FEET AND 1000 FELT FOR DEFAULT VALULS
E : Ay | Ay
B N, N, Ny : . 'Nz ' e 1
1700 1772 1000 5304% % :
: 1700 1700 1000 1000 :
i T, 1700 1700 Ty 1000 2453 ) i
é 1700 1700 1000 1000 H
1700 1700 _ 1000 1000 ’
1700 1700 1000 1000
» 1700 1700 " 1000 1000
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1700 1700 1000 1000
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3009 1700 5304%* 1000 , i
i 1700 1700 1702 1000 j
1700 1700 1000 1000 3
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1700 1700 1000 1000 ;
|

I'igure 3
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ANALYSIS OF VARIANCE USING MINIMAL DLEFAULT
VALUES OF 1700 TLLT AND lu0o e

Sourca

Altitude (A)

Camoullnge Jteyn
One and Tweo (N)

- frea
L1l )

AuN

Total

Deagrees of Precdom

20

Ty ,50,,05 = 4.03

Figure 4
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PSEUDO TEST RESULTS
i (In teat)

USINC ZER()‘S OR NO RESPONSE
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 ANALYSIS OF VARIANCE USING ZEROS FOR NO RESPONSE

Gourco

Altitudoe

Dagrees of Freedomn

(A)

Camoullage Item
One and Two (N)

Timae (1)
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NxT
AxT

Error

Total

F1,50,.05 = 4.03

Mguwe 6
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Suin of Squares

3103558
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39467
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8674222
390505

83066071

I'~Ratio

2,08
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.36
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.13
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V. CONCLUSIONS

Diifteulty is encountaicd in the anulysis of the test data in which

F the wull response is prevalent, A graatly jnzioansed sample gizo is
{ requirzd; however, this i: not feasible for the previously slated roasons,
' VI, OPEN DISCUSSION _ -
L Concepts to be considurced by the panclists are as follows: 4
1 a, Tmwrovainent of the design of the experimer’ | considering the b
1 Himited sawmple size, %
i
: 1, Treatinent of the null reaponscs, 3
) ]
<
¢, Analysis of the tost data, i
b d, Reecemmondations, ]
3 E
f !
}
F
y
|
1
i
1
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COMMENTS ON THE PAPER

TREATMENT OF NULL RESPONSES
BY GENEVIEVE L, MEYER AND RONALD L. JOHNSON

James J, Filliban
National Bureau of Standards
Washington, DC

I agree with the authors Meyer arnd Johnson that some fundamental
difficulties do exist in the design and 2analysis of their data, viz.,
e.,8.,, 1) the duplication and hence lack of independence of some of the
observations; 2) the rather small sample size; and 3) the questionable
fulfillment of the ANOVA assumptions due to the multiplicity of null
responses,

A general reminder about statistical testing is that for a given
problem and a given sample size, there may exist a priori no possible
outcome that would be staristically significant at the usual .05 and .0l
significance levels, A simple example of this is to test the fairness
of a coin (i,e,, test HO: P = ,5) with a sample size of n = 3, Even if
we get the extreme case of 3 heads (or 3 tails), the probability (1/8 =~ 12,5%)
of such occurring under Ho is significant at neither the 5% nor the 1%
level,

A closely associated point to be remembered is that for a given
problem and a given sample size, there may exist no outcome which is likely
to occur which would be significant, For example, if the true probability
of a head on a near-fair coin is P = ,51, and if the sample size is 11,
then the probability of a significant event at the 5% level (9 heads and
2 tails, or worge) 1s only .04 and so there is but 1 chance in 25 that the
pias in the coin will be detected,

It is my feeling that the camouflage detection experiment of
Meyer~Johneon falls into this latter category; that is to say, I suspect
that the detection probabilities are so low and so close to one another
that the .ikelihood of a siguificant outcome (given that a difference in
the 2 camouflages does exist) is extremely low,

If I properly understand the problem then I may define a uon-
random variable P’ = Prob (detection using camouflage i), where i = 1,2,

The overtly stated objectivc of the experiment is to "evaluate the camou-
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fl-ge effectiveness of 2 competing camouflage items," It is clear that
the camouflage effectiveness will be (as the authors have taken into
account) a function of tha observer, the time of day, the altitude (or
equivalently the slant range or what I shall call simply the distance),
snd the camouflage types (1 or 2), Thesa 4 factors are not of equal
1npoitan¢o. I believe that the principal problam in the analysis is that,
“for ‘such a ‘small ssmple size and for such apparent small differences in

F detection probabilities, the limited amount of data is being asked too F |
3 much about too many factors and so will not likely ba capable of yielding _
a significant result about any factor,
It is further clear that P1 is really a non-random function of ~y

the distance d and sc we may spask of the function Pi(d). The rsndom
elenment is ioposed in the problem by considering a random variable xi(d)
(also a function of distance) which is defined as the relative frequency

| of detection of camouflage i at distance d, The response model is then
xi(d) - Pi(d) + @ whera the non-random slemant P‘(d) is a measure of loca-

tion of the random variable xi(d). We can envision the 2 probability
curves as follows:

|
i
]
]
'
—
—
o
N

’

P

These curves have the properties of Pi(o) -1, Pi(') = 0, and P;(dls 0

(monotonic decreasing), Perhaps normal, logistic, or exponential models:
(-1/2) (kd)?

Pi(d) e
Pi(d) - 6ekd/ (l+ekd)2 s k>0
=kd

Pi(d) =@

can be fitted in order to approximate the non-random curves Pi(d)‘
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I balieve that two separate problems are now distinguishable:
1) Which camouflage is batter? (the answer to this of course depends
on our criterion of goodness of camouflaga); and 2) What is P,(d) (the
probability of detection using camouflage 1) at a given distance d? The
expsrimant as presented is, I believa, much better suitad to answer

__Question 2 and rather poorly suited to amswer questionl, ==~
The following specific suggestions may be ofi,.soze use in regard

to the experiment as performed or to future sxperiments. Change the
response from many nulls and some distances {corresponding to the ques~
tion "At what distance do you detect the camouflage?") to all 0's and 1's
(for NO and YES respectively) corresponding to the question "Do you detect
the camouflage?" )

The present response as given in the Test Results table reflects
too much on the questiont "What does Pi(d) look like at this d?" and not
enough on the null hypothesis question: "Does Pl(d) = P,(d) for this
(relevant) d?" The data in the ‘est Results table are effectively for
the two distances d = 1772 and d = 1032, I belisve thet it is proper in
this situatien to split up the data (one subset for each altitude or dis-
tance) and make tvo separate tests of hypothesis: H s Pl(dl) = Pz(d1) and H :
Pl(dz) - Pz(dz). If the tests prove to be significant in the same direc-
tion at both distances, then this would strongly indicate that one camou-
flage is more effective than the other,

For a fixed distance, we are essentially comparing two probabilities
in which case the Sign Teat (see, for example, Dixon &nd Massey, 2nd
edition, page 280) is an excellent way of proceeding. Complications do,
however, arise from the presence of seros (ties) in the Sign Test differences.

Applying the Sign Test procedure to the high altitude (d = 1772)
data we get 2 plusses, 13 zeros, and 1 minus, It makes a difference (even
intaftively) whether there are 2 plusses, 0 zeros, and 1 minus as opposed
to 2 plusses, 106 zeros, and 1 mirus, The relative number of zeros gives
an indication of the height of the Pi(d) 2urves and of the relative
difference of the Pi(d) curves at this d. Many zeros formed from l-l
differences indicate that the Pi(d) curves are near 1 and close to one
another, Many zeros formed from 0-0 differences indicate that the Pi(d)

curvas are near 0 and close ro one another, In the present case, the
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relatively large number of zeros (13), all of which ﬁ.r. formed from
0-0 differences, indicates that the Pi(d) curves ars near sero and re=-
latively close for this distance d.

The presenca of zeros (ties), though somewhat informative, does
invalidate the calculation of the standard binomwial prebabilities, To
get around this conplicationiis;prop000':he'following Modified Sign Test

~which take into account Y\ Anformation on ties,..As before, we arve. -

interested in the null hypothesis Hos Pl(d) ',P2(d)’ where d is fixed,
Aftar taking differences, as we would in thé standard Sign Test, the .
above null hypothesis is converted into: Hox P+‘-'P_(i.nu the probability
of a positive difference equals the probability of a negative difference),
Howaver, if ties exist, then the probability of a zero difference (Po)
also exists=--let us call this p (i,e., P, - p)a 0 18 a nuisance parameter
that is a function of the height and the relative difference of the Pi(d)
curves for this fixed d, Although p {s unknown, let us momentarily treat
1t as known and fixed., The probability of exactly i + 's, J o'sc, and k~'s

is therefore, under the nuil &wpothesis, given by ithe trinomial expression.

-
&

PUL, 3,000 = Py e it

which may be writteniin terms of p) as

—p{#k,d
PUCLYLK) 1= Sk (-1-5&$ .

(since P =0 by definition, P_ = P_ under Ho' and P, + P+ P_=1).

Using the above probability expression, we can then compute the
tail probability by simple summation over the-¥2/I region; this tail
probability will also be a function of p., It is now suggested that we
maximize (either analytically or numerically) this tail probability with
respect to p, If this maximum is still less than .05, for instance, then
a valid statistically significant result has been obtained at the 52
level, Some minor difficulties arise in defining an appropriate tail
region due to the loss of a natural ordering in 2 or more d{wmensions;

huwever, careful consideration of various possible ontcomes quickly
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leads us to a realization of what constitutes a '"worse event" than what
was observed, Appiication of the above Modified Sign Test to the authors'
data yields a non-significant result at the 5% level, As indicated be.ore,
this is not surprising because even though we now have the analytical

tools to carry out the test, it is still felt, for this small sample size,
that the magnitude and differences of the Pi(d) curves are too small to

"make a significant result likely to ocour,

A final suggestion is to change the experimant outright so as to
perhaps answer more directly the question "Which camouflage is better?"
This could be done by 1) physically setting up two camouflages side-by-
side at each site (rather than having one camouflage at one site and the
other camouflage at the other site); 2) telling tha observer exactly where
the sites are so that he will definitely sees the two side-by-side camou~
flages; and 3) changing the question to be asked from "At what distance
to you detect the camouflage?" to "Which of the two side-by-side camou-
flages do you consider more easily detectable?"

Proceeding in this manner, one can ensure the absence of null
responses in which case the Sign Tast is then directly applicable, We
note in passing that for sample size n = 16, as is the Meyer-Johnson
sample size, at least 12 of the responses would have to be of the same
type for significance at the 5% level,

On the other hand, a bit more generality can be added to the
testing prccedure by not constraining the observer to say each and every
time that camouflage 1 is definitely more conspicuous than camouflage 2
{or vice versa), It is conceivable and realistic that an observer may
respond to the queation "Which of the two side-by-side camouflages do
you consider more easily detectable?" by "Neither looks better than the
other--they both appear to be just about cqually (in)conspicuous,”" If
this type of response is permitted then the Modified Sign Test as des=-
cribed previously would be applicable,
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DESIGN OF RELIABILITY EXPERIMENTS TO
YIELD MORE INFORMATION ON FAILURE CAUSES

Roland H, Rigdon
U, S, Army Weaponas Command, -Rock lsland, Illinois

The design of reliability experiments should be changed to
separate the main modes of failures., This can be done by comparing
failures and variable input factors such as hours of operations, miles,
rounds fired, or circuit actuations,

Each test mission or test day should be considered as a separates
treatment of the factors at a high or low level., The structure is a
two-level factorial. The conditional probabilities of different pro-
portions of failures observed at high levels of the factors, given
that a relationship exists between failures and the factor, can be
pre-determined. This conditional probability is inverted to yield a
conditional probability that a relationship exists given the failure
combinations observed during the test.

The failures may bs related to uptime in which case they are
usually mutually independent failures and are used to predict Mean
Time Between Failures (MTBF) or the failurea can be used to predict
Mean Miles Batween Failures (MMBF) or Mean Rounds Between Failures
(MRBF),

The design engineer will segregate failures into mobility and
non-mobility failures, Mobility failures of the suspension and drive
train are dependent upon the stresses resulting from the application
of drive forces and terrain forces and may alsc be wear-out related,

If a non=-mobility part has failures related to mileage, the
design engineer knows that the failures may be due to vibration,
This is especially true of a tracked vehicle because the chordal
action of movement induces a longitudinal vibration of a frequency
linearly related tc ground speed, Thus, acceleration from minimum
to maximum speed will induce an increasing frequency that will
coincide at some point with the resonant frequencies of most parts,

If the failures are predicted as Mean Rounds Between Failures
(MRBF) the design engineer knows that the failures may be caused by
the high translation acceleration of the recoil impulse, Also,
because this firing pulse is an impulse the failing part may be
excited to vibrate at its resonant fraquency and induce failure,

Most electrical and electronic failures are predicted as a
function of uptime (MTBF), However, mcst failures of such equipment
occur at, or are induced by, the mechanical interfaces, Since the
mechanical components are in steady state during uptime and in dynamic
state at energization and deenergization, many failures may be related
to the number of circuit activations,
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The above discussion reveals the design engineer's interest in
relating failures to hours uptime, miles, rounds fired, and circuit
activations. He must have this information L{f he is expected to

redegig: a part to reduce ths failure rate and achieve that redesign
at a low riak, : '

Before discussing the proposad design of experiments, ws can
discuss some prior assumptions. It is assumed that the Reliability
‘Block Diagram and the Failure Modes and Effects Analysis (FMEA) have
been completed prior to designing the reliability tests., The failures
are assumed to be independent. Since the lambda of a Poisson distribution
would be very small, the probability of two failures on one part during
one mission approaches zero., Should two or more failures occur during
one misaion, it is possible that the failures are not independent, i,e.,
a maintenaunce faillure has occurred in the restoration of the previous

failure, Or the lambda parameter of the Poisson distribution may not
be small,

Most parts will have only two or three modes of failure, In reul
life situations, if many failures are experienced on a given part,
most, if not all, will be of the same fallure mode because of a weak
link in the design. This consistency of failure will be obvious
evidence for the design engineer to use in his redesign, The Design
of Experiments herein proposed, will be most valuable in classifying a
small number of failures with respect to levels of the variad test factors,

The design of present reliability teats is based upon the weapon
system's mission profile with a 4B hour battlefield day as a typical
mission, During this 48 hour day, the system will be operating between
18 and 24 hours and travel a specific number of miles while firing a
specific number of rounds, Present practice is to establish a test
mission and then perform this one mission over and over again to

Accumulate the desired number of hours, miles and rounds on the weapon
systen,

Each weapon unit should be tested over a sufficlient number of
migssions so that the accumulated hours or miles exceeds the weapon
system's expected life, If this is not possible, the accumulated
interval should at least equal the expected intervals between rebuilds or

overhauls, Only with this long aun interval of test, can wear-out data be
obtained.

The distribution function of fallures can be expressed in the
dimensions of hours, miles, or rounds, If all the test missions are
identical, the ratios among these dimenslons will remain constant. Even
with some pridr information that a particular failure is related to
miles, the achieved failure distribution expressed i{n milea cannot be
compared to the faflure distribution expressed in hours, Therefore,

there {8 no test of the hypothesis that a failure to miles relation-
ship actually exlsts,




To ovarcome this dilemma and to provide data to the statistician,
a new design of the rcliability testa is proposed, The structure of the
test design should be such that not all missions are identical, Time
would remain constant over all missions, but other factors of interest
f would be varied to conform to a two-level factorial, As an example,
a present design may test all missions running 100 miles in 24 hours.
The .proposed design would. run half of.-"Ve missions over 50 miles in
24 hours and half over 150 miles in 24 hours. The average is still
e i ... 100 miles per mission,.. If the failures are related to time, the - -
probability of experiencing a failure in 150 miles is equal to the
probability of experiencing a failure in 50 miles, but if the failures
are related to miles, th: probability of failure in 150 miles is three
timas that in 50 miles,

The basic factorial design must be altered to prevent wear-out .
failurss being confounded with failures related to a factor of interest, !
The dasign of experiment should be structured in such a way that at '
r . any point in a unit's life the accumuldted number of missions at high
A and low levels should be about equal.

Appendix I contains a design for a hypothetical tank test, An
initial factorial design is shown in Table I and then altered in Table
II to remove the confounding of wear-cut failures,

The analysis requires splitting the treatments into that half with
a high level and that half with a low level of the factor. Then the
number of failures occurring during high level missions can be compared
to the total number of failures and indicated as Fi’ where -1 varies from

0 to the total number of fallures, If H, is the hypothesis that the
: failures are independent of the factor and H2 is the hypothesis that
g the failuves are dependent on the varied factor of interest, a set of
conditional probabilities of Fi given Hj can be constructed as shown

in Table IV of Appendix II.

However, the data from a test are the observed values of Fi

while the information of interest 1s the conditional probability that ‘
the H2 is true given the observed failure combination Fi' The

condi{tional probabilities must be inverted,

The Inversion of the conditional probability can be accomplished
using Bayes' Theorem as followst

Pr (”J'Fi’ = Pr (FiIHJ) Pr (H,)

I Pr (F, |H,) pr (H,)
) i

1
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Of interast in this case is the conditional probability that the
hypothésis that failures are dependent on the factor, or HZ' is true
8iven the observad combination of failures, '

Prior to'unilynin using Bayes' Theorem, an a priori assumption of
Hé must ba made, This can be established at a neutral point of ,5

or can be varied dependent upon information from pravious. tests, of the .-
a priori assumption can even be established from pravious engineering
analysis of the fallures considered in the Fl combination, Thias allows

all available information to enter into the analysis.

Appendix II contains several tables of the conditional probability of
(Hlei). The desired table is selected, depending upon the level of the
assumad a priori probability of Hy, Uaing the observad combination of
failures (Fi) the conditional probability that Hz is true given the
failure combination Fi can be raad directly from the tables. The
statistician can then inform the design engineer of a definite probability
that the failures are related or unrelatad to specified factors. Appendix
II1 contains sxamples of the use of different a priori asaumptions,

Note that time as a factor has been held constant over all missions, If
no relationship can be determined for failures during reliability analyses,
the failures are assumed to be random and are customarily measured over a
time base, Also, reliability must be measured on a time base to compute
availability,

Another reason for using a constant time is to simplify testing., The
48 hour battlefield day of the mission profile can usually be compressed
into a 32 hour test day in the test profile, This suggests the use of two
16 hour days of two 8 hour shifts each, It also affords the opportunity
to conduct both day and night testing,

Examination of Appendix I, a sample test design, discloses a
disadvantage of this suggested design, Under present designs only one
test profile or mission must be structured for several repetitions,
The new design may require as many as 32 test profiles, It is recommended
that test modules of 5 miles each be designed, Different modules would have
different speeds, terrains, number of rounds fired, etc, A test profile
of 50 miles would then be the sum of 10 or more modules while a 150 mile
profile could contain 30 or more modules, some repeated,

Whatever methoda are used to structure the reliability test, the design
should provide data in such a form that it can ind{cate both what part failed
and some conditional relationships with the test environment,
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: APPENDIX I

HYPOTHETICAL TANK RELIABILITY TEST

Assume & mission profile for the 4B8=hour battlefield day as followss

24 hours run time

100 miles movement (M) - R R E RS o
20 rounds of main armament (tull chntgc) (R)

120 electrical circuit actuations (A)

200 rounds of cupola machine gun (C) )
200 rounds of co-ax machine gun (X) . ' 1

Diidhe oo Al Lo T o

]
The electrical circuit lc:unéionl are the energization of all intermictent
circuits in an established sequence. s

g q

A Expected life of the weapon system at overhaul is 5,000 milea sc ]

4 conduct approximately 50 missions on each tank to acquire wear-out data, .

1 Replicate with a sample of fiva tanks for a total of 25,000 miles, ]

1 Construct an initial factorial design as shown in Table I using the

‘ following levels of each factori : }
Constant = 24 hours run time

3 M = 50 and 150 miles ;
: R = 10 and 30 rounds ¥
A = 60 and 180 actuations E
C = 100 and 300 rounds
X = 100 and 300 rounds

Reorder the runs of the initial factorial into the altered factorial of
Table II. This will remove the effects of wear from the analysis,

The total of 48 misaions per tank will yield 24,000 miles, |

i 5,760 hourg, 4,800 main gun rounds, 28,800 actuations, 48,000 cupcla gun i
rounds and 48,000 coaxial gun rounds. The expected total number of

j failures would range from 190 to 240 on the system. Table III shows the
different levels of a reliability block diagram with the range of the

number of blocks at each level and some ranges of expected number of

failures of a particular block to warrant investigation, {
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APPENDIX II

Bayesian Probabilities of Dependency

The failures of the test are analyz.d to determine the probabilitin- o

that one of the following hypotheses is true (usually H )
l-l1 = The failures are not dependent upon the factor varied
32 = The failures are dependent upon the factor varied

H1 and Hz are mutually exclusive, collectively exhaustive

Table IV lists the conditional probabilities of Fi given the
hypothesis Hj is true, The symbol ri represants the number of

failures during those half of the missions treated at the factor's
high level in combinatfon with the total number of failures, Note that
the combination is repregented as a ratio but Fi = 5/10 4 3/6 ¢ 1/2

because the total number of failures must always be considered,

Most parts will have only two or three or at the most five or six
modes of failure, If there are more than ten failures, a consistency in
the mode of failure can be seen which can be analyzed to determine the
redesign., Therefore, the tables are only completed through ten failures,

Table IV the conditional probability of Fi’ was constructed under
the assumption that HJ was true, But after the test is conducted the data

contains only F, so that H must be determined from this data, Bayes'
Theorem can be étated as?

Pr (Filllj) Pr (4,)

Pr (Hlei) -
L Pr (Filﬂj) Pr ()
h)

}=1,2

1 ~1,2,,40yn, ntl

n = total number of failures
Pr (H)) + Pr (H,) = 1.0
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The probabilities for Hj on the right side of the equation are the a

priori values, With no previous knowledge, this can ba assumed to be
+5 as shovn in Table V or they can assume other values as shown in
Tables VI through XIII, ’ '
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APPENDIX III - Examples

Example I,

Assume a tank weapon system is being tested as demcribed in Appendix
I, During the 24,000 miles, 5,750 hours, and 4,800 gun rounds a total
of five failures was axperienced on road wheel arms, '

. _Bacause this is the first test under this method of testing, no

prior assumptions ara made about relationships batween failures and miles,

rounds, or hours, Therefore, the a priori probabilities are considered
neutral or ,5,

One of the failures of the road wheel arm occurred during a
firing exercise, Another fallure was detected immediately after
a firing exercise. No information is known about the other three
failures, All existing evidence therefore indicates a relationship
between fallures and rounds fired,

The a priori probability of .5 can now be altered, Assume a
probability weighting of 1,0 for the two failures related to rounds
fired and a weighting of .5 for the other three, Thus, an a priori
probability of ,7 (3.5/5.0) is established,

The total failures occurring during misaions of 30 rounds firing
(high level of rounds) is found to be only two of the total of five,
Inspection over the Table VIII matrix of the column under five total
failures, two of which are at the high level, indicates a conditional
probability of ,396 that the failures are related to rounds fired, given
that two of the five ocrur at the high level of rounds during a mission,
and given an a priori probability of ,7,

The relationship of failures to miles is now examined, A total of
four of the five failures are found at the high level of miles per
mission, Using an a priori probability of .5, Table V yields e
conditional probability of ,716 that the failures are related to miles
(conditional probability of ,284 that the failures are related to time),

This statistical evidence thus indicates that the road wheel arm
failures should be measured as Mean Miles Between Failurcs (MMBF) despite
the fact that the only available engineering evidence indicates measurement
a8 Mean Rounds Between Fallures (MREF),

Failure due to ccunds, or impulse loading, may require an entirely
different fix than would a failure due to miles, or cyclic loading,
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Exlﬁple 11,

Asgume the tank weapon system of Example I was the first to be
tasted under this new procedure, The sacond weapon system to ba tested
is an armored personnel carrier, .The road wheel arms are of a similar
design and construct and have a similar strength to stress tatio.
Thercfore, the results of the tank test are used tu establish an
priori probability of .7 that failures are related to miles and nn a

- priori prob#iility of - .4 that failuran ‘are related to vounds,

A total of four road wheel arm failures are experienced with
three at the high level of miles, Table ViII indicates a
conditional probability of failure relationship to miles of ,797, Two
of the four failures ocrurred at the high level of rounds and Table X

indicates a conditional probability of failure relationship to rounds
of ,272.

The third weapon system to be tested is a reconnaissance vehicle
about the weight of the armored personnel carrier but with a main gun
firing impulse nearer that of the tank. The road wheal arms are
designed strongar to take this impulse.

The results of the sacond test ara used to establish a priori
probabtlicien of ¢F and .3, A total of eight failures are
racorded of which five are at the hiigh lavel of miles and six are at
thi high level of rounds. These yield conditional probabilities of
+792 for a relationship to miles (Table VII) and ,549 for a relaifon-
eship with rounds (Table XI).

This is counter to all previoua evidence, Disregarding the
previous evidence and re-establishing a neutral a priori probability of
«5, Table V yilelds conditional probabilities of ,487 and ,740 for the
failure relationship with miles and rounds respectively, This leads
to accepting the failures as related to rounds with a conditional
probability of .740, The conditional probability of relationship to
miles is nearly neutral, so previous data can be accepted and the
conditional probability of failure relationship to miles is stated as

.792, Thus, any redesign to reduce failures should examine both MMBF
and MRBF for causes,

Example III,

During testing of the tank in Example I, a "black box" in the
turret has experienced ten failures. The box contains five electrical
circuits and due to lack of circuit protection each failure of the box
has ruasulted in the failure of from two to all five circuits. As a

consequence, the fnitial failure mode cannot be isolated from its effects
on other circuite,
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An eccelerometer has been used to measure the vibration at the
surface of the "black box", Rescnant frequency was 30 H, ata ground

speed of 12 MPH and with ,58 lateral, 1,03 longitudinal and 3,0 vertical
amplitudes. The transient loading from gun fire shock was 2,0g over
10 milliseconds,

From the above data, a tentative decision is made to isolate the

box in the vertical direction, This decision is basad upon the only =

“"data available under standard test procedures.

Howaver, the new procedure allows an evaluation of the relationship
between failures and miles (vibration) and rounds (gun shock), A
neutral assumption of a priori probabilities of .5 is chosen, Five of
the ten failures wera recorded at the high level of miles and eight were
recorded at the high level of rounds per mission,

Using these values to enter Table V, the matrix yields conditional
probabilitias of ,192 and .865 for the relationships of failures to
miles and rounds respectively, This is a strong indication that the
gun shock trsnsient is forcing the components inside the box into fres
resonant vibration, Examine each component to determine which ones can
vibrate or displace under the unidirectional impulse of gun shock, A
golution may be to rotate some parts 90 degrees to move the forcing
function out of their vibrational axes,

Note that in this example, the tentative solution of isolation
in the vertical direction may not reduce failures and may actually
increase failures,
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MAXIMUM LIKELIHOOD APPROXIMATION FOR GUMBEL'S LAW AND
APPLICATION TO UPPER AIR EXTREME VALUES

Oskar Essenwanger
Physical Sciences Directorate
Directorate for Research, Development, Engineering
and Missile Systems Laboratory
U, 8, Army Missile Command .
Redstone Arsenal; - Alabama - e e e

ABCTRACT, Two types of extreme value distributions are commonly
applied and huave been employed to fit extreme values of upper air data of
wind speed, temperature, and denslty., Gumbel's (or Fisher~Tippett I)
distribution fits well in general, while the Fisher-Tippett II distribution
displays significant deviations of the observed data from the analytical

curve for temperature and density when judged by the FKelmogoroveSmirnov
test,

Gumbel's law requires two parameters to be astimated from the
observed data %, Moments estimators for & sand u are readily available,

but not very efficient, The maximum likelihood estimators & and & can
be computed by iteration methods, but usually not without electronic
data processing, Lieblein has introduced minimum variance linear order
statistics estimators, which nued table values (weighting factors of
the observations) and necessitate keeping the data in sequence of
recording (i.e. time),

The author has developed and tested two methods from which maximum
likelihood estimators can be obtained by modification of the likelihood
equations, but based on mere ranking of data, The & is computed from an
analytical expression rather than the lengthy iteration process ordinarilx
necessary to solve the likelihood equations, The approximation of & and u
by the two methods takes a minute fraction of the computer time compared
with the time for the iteration of the maximum likelihood equations,
Although the second method leads to a quadratic equation, one solution
can readily be discarded by consideration of u.

The methods were tested against the results of the maximum likelihood
solution. It was found that for all three atmospheric parameters (wind
speed, temperature, density) at altitude levels 1 km through 24 km (in 1 km
steps) for distributfons of summer and winter data the approximation
methods provided excellent agreement with the true o and u estimators,

1, INTRODUCTION, A variety of factors must be considered in the
assessment of the atmospheric influence upon missiles and rockets. It
is self-evident that extreme values of atmospheric parameters weigh heavily
in the analysis of the atmospheric effect, Of great importance to the
enginecr is therefore the proper representation of the distribution of
extreme values, especially of upper air data,
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" Two types of extreme value distribution would mainly be applicable
to fit upper air data of wind speed, temperature and density, namely
Fisher-Tippett I and II (1928), Although other frequency distributions
could be employed, these two typas appear best suited to' represent the
above mentioned data. The Fisher~Tippett I distribution has aleo been - -
derived by Gumbel (1958) as the limiting distribution of the m-th dis- . ?.
tribution, and 1is often referred to as Gunbol'c distribution, As later . .
-demonstrated, Gumbel's curve fits well {n general, while the Figher-Tippett bi
diltribution displays significent deviation of the observated data from
the analytical curve at various sltitude levels, The significance was
tested by the Kolmogorov-Smirnov test (see Kolmogorov 1933, and Smirnov,
1948).

From a theoretical point of view in statistical analysis, maximum
likelihood estimators would be best for determination of the parameters
from the observed data, These estimators cannot be expressed in explicit
form, howaver. Iteration methode are usually applied to solve for the
ertimators, These computations can be expensive when a large number of
samples is involved. Although Lieblein (1954) has introduced minimum
variance linear order statistics estimators, his method requires that
the obgservations are kept in sequence (e,g. time). A further dis-
advantage for computer use of the latter is the determination of the length of
subsections, The author has therefore attempted to derive estimators
which are based on the maximum likelihood equations and are close
approximations to the maximum likelihood estimators, In essence for
N + = they would be identical with thém, Since the computation of
these estimators does not require iteration, sequence of data or deter-
mination of adequate subsections, the deficiencies of the existing
methods in computer applications are resolved. It is proven with the
data samples on hand for upper air data that the estimators are in '
excellent agreement with the true maximum likelihood estimators, and
the computation is less costly than with any other method except the
moments estimators, The derivation and detailed resuvlts are presented
in the following sections.

2, ESTIMATION OF GUMBEL'S DISTRIBUTION. The Gumbel extreme value
distribution can generally be written in the form of the cumulative dis-
tribution

F(z) = exp [ - exp (-2)] (1)
with the normaligzed variable z related to the observed variate x by
z=a (x=u), (2)
The two constants o and u are scale and referance parameters, respactively,

and must be determined from the observations by estimation procedures,
Several methods to devive estimators are available,
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a. Moments Estimators
It is easy to prove that
“o,/o, . o : ()

with oy 1 28254 and 8, * % the ulull moments astimator for the.

ltlndard dcvintion. Honcn tho momants oltimator is

g * 12023400 e

Further
u=x¥s/a (4)
umx+ge °x/°: ‘ N (4a)
u-;imuws%. (4b)

As usual, the mean value is replaced by the moments astimator, the
empirical mean X, X

Uy X + 0,45005 s, - (4c)

The top sign is valid for maxima, the lowsr sign for minima,

The moments estimators are simple to compute and have baen employed
by Gumbel (1958) most of the time, probably because at that time
the computer mothodl/ﬁhro not as widespread as today.

b, Maximum Likelihood Estimators

The maximum likelihood estimators must be determined
from the maximum likelihood equations, which can be readily derived
(e.g. Gumbel 1958), as follows

a AN Iy
1-ax+ae™Exe"*)N=0 (5a)
1- e (z e /=0, (5b)
The mean value can be taken from
U=x-a/a (5¢)

which is equation (4) modified for the maximum likelihood estimators,
It is evident that no explicit solution can be obtained in the form of
an analytical expression for &, although equations 51 and b could be
combined and § eliminated. This would provide one equation, namely

1-ax+a (Ce —ax)-l o (Ixe ~%*) = 0. (5d)




i,

It should be noted however, that either we assume that X can be replaced
by the mean value X, or we introduce the u back via equation (5c¢).

Then equation (5d) is again one liﬁ?fion wvith two paramsters to be determinad.-
Bquation (5d) can be solved by iterative procedures irruspective of our
cheice for x. Electronic data processing has mada it possible today to
_obtain solutlons readily. Equation (5d) has more than one solution,
howaver, and a straight iteration with the momants estimators as initill
. ~__  conditions may not always lead to.a unique solution, as it is unkhnown -
;'gié; I ‘whether the maximum likelihood parameters are smaller or larger than tho‘
- ’ moments estimators, In tha case that the extended forms with lrbi:rnry u
is employed, determination of a would be even more complex as the u and &
pair must be checked indepandently, e.g., by squations (5¢) or (5a). Then
again, the X must be known, and we can replace » by the empirical mean from
the beginning., An independent check would be the median or percentiles,

A

bl £

By and large, the computer costs for maximum likelihood approxi-
mations are reasonable if only a few samples are studiad. In our case |
with 12 months, 25 altitude leve/gqfil#? saveral stations selected from )
characteristic climatic regions cost reduction is a substantial contribution, '

R

c, Minimum Variance Estimators

Other deficiencies such as the determination of expected values
of the estimators u and a for statistical judgment, thelr probability
distribution, the efficiency and other properties have lead Lisblein (1954)
to investigate whether optimum estimators can be found, His approach is the
development of an order-statistics, largely for small samples, but
later extended to larger samples, This order statistics provides
an unbiased estimator, whose efficiency can be simply and accurately
evaluated. We can write

PR R ¥ P

u® -jgl ajaj/k (6a)
m
BY = Z; bys,/k (6b)
where a* = 1/8% and a, and bj are weighting factors given in table

form up tom = 6, by Lieblein, The 'j is the column sum of a data
sample matrix, broken into m * k = N elements,

Present availability of electronic data processing simplifies the
task of calculating u  and B*. and computations are less costly than the
maximum likelihood estir.ators, Some difficulty arises in the arrangement
of an m « k matrix, as prime numbers cannot be broken into m * k factors

where m < 6 and m and k are integers., Furthermore, the m should always
be selected as large as pogsible,
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N.Thc_wl = mn + k and vy = m', with subscript. 1l denoting the computation of an - -~ o hoie o B

When N= (m ¢ k + m'), vherem, k, m' ¥ 1, but m and m' < 6, then

* .
. (w1 u, +w, u;)/N : (6¢)

8% = (wy 8] + w, B)/N |  (6d)

estimator from tha m * k data and subscript 2 the one from m',
Although the procedure to break N into m ¢ k + m' sections can be com-
puteriszed for electronic data processing, it may sometimes be an in-
efficient part of the program. The optimum choice of m + k + m' may
not always be accomplished, However, the requirements to establish
an m ¢ k data matrix lead to other restrictions, too. First, we need
the data kept in sampling order for the establishment of the m sections,
This eliminates appllcation to any sample where grouping has been made
or whers the ssquence of sampling is unknown., The second problem is
the re-arrangsment into the data natrix form, as the N may not be
known a priori, especially when the extreme value sample muat bs ex-
tracted from a larger collection of data, vhose pariod of records
differs in length and caunot be normaliszed a priori, These technical
problems have nothing to do with the statistical background under
which Lieblein has doveloped the solution of the minimum variance
unbiased linear estimators., Under the goals set by him these asti-
mators are the optimum solution, Again, for a few data samplas with
small number of observations these estimators may be the ideal answaers,
especially when one is interested in the computation of the efficiency
of the estimators. Although computation time is reduced, the gain is
not very substantial.

d) Modified Maximum Likelihood Estimators

The question arises whether approximations to the likelihood
equations exist which lead to simplification, and give an explicit answer
for a at small computer costs., A positive answer to the question can be
found if we relate the maximum likelihood equations to the z systems since
the F(z) is known, We replace therefore

eau -ax -2

e " ma ., o))
aX=au+E (7a)
and ax=z+aXe-sz, (7b)
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Furthermore we may sat N = I F(x) = 1 and obtain

au=4inze -ax

(7e)
This leads from the origiral cqn.lsn to the following equation
l-al i'.- alzx .‘-' i:o' o (8)

We may raplace X by the empirical mean Xy The term in the summation

can be computed by substituting for the population F(s) the empirical
cummulative F{x). ' Then

P(x) = exp [ - exp(-2)] __. _ - (8b)

and g o= (- 20 B(x)]. (8¢)

Since for N + » the F(x) + F(s), the maximum 1ikelihood astimator & and the
31 (approximation from squation 8a) bscoms idantical,

From the original maximum likelihood equation we can further develop
a second solution by multiplication of the maximum likelihood equation
with x, After some arithmetic operation we derive
Gttt rzag-1=0, (9)

This i{s a quadratic equation and has two solutions, which lead to a
positive and negative u, The answer with the negative u can be discarded,

3., COMPARISON OF THE ESTIMATORS

The first task would be estimating the error which is introduced

by replacing P(z) by F(x)., Assume that we know x to a degree x + L
which gives an error in g of g + €yt Then

Ne,= ECx + :x) e =z + €) o1 x ez, (10)

This can be broken into

Ne,=Zx (Bt 4y sxe'(' te) pxe ™ (10a)
-g
If we sssume that e E

~ 1, since € will be a small size, we obtain
approximately
-z.

c“l = 7 L (10b)
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It is svident that for N + » the €, * o and €y, " O aspecially since
-, %

then e -1, Ve furthnr can assume that €, will be positive and negative

PPN

random errors and then € should be small, It may suffice to test ¢, by
. 1 . Lo 1
computations from actual data on hand,

» Attention should be further directed :owntdl the fact that a itself is an
altinntor and the observations x are attached with an error’ L for estimation
Of a.

Comparison between the maximum likelihood estimator d and the four other
estimators has been made for 2 seasons, Summer and Winter, for levels 1
through 24 km and for 4 stations from different climatic reglons (Albrook,
Canal Zone; Montgomery, Alabama; Berlin, Germany and Thulo, Greenland),

Then the percentage difference was computed, as the G varied in sise,
espacially for the density;

A w (ts.1 - a)/4. ' (11)
wvhere the “j represonts the 4 other eatimators introduced previously,

The mean (3), standard deviation o A? and the absolute mean difference

|A| was then calculated for the entire set of estimators, The result is
exhibitad in Table 1. It is evident that the & dilplhyl the closest

approximation of all estimators, as ewmpected, with average daviations
less than 3 percent. '

« Although the minimum variance estimators a* discloses a similar mean
(4) value, it can be seen that the mean absolute deviation (in percgent)
is by far higher and the standard deviation each of the 96 estimators
(Summer and Winter each) is by far greater than for the a,, This is no
surprise, and illustrates the applicability of the solution by equation
{8a) for practical purposes, The computer time to calculate a, was only

a minute fraction of the time for 4 and considerably less than for a*,

It must be further called to attention that although the computation
is based upon an order term, the sample sequence need not be known a
priori, The method can even be applied to grouped data, reducing merely the
number of summations for I x e ~. It is understood that the x must then
be replaced by the upper boundary value, as we are dealing with cumulative
distribution in setting F(z) = F(x).

Tables 2 through 4 exhibit the results for a, and u, for the station

Montgomery as an example that the findings for i 3 the individual
stations resemble the summary. The survey was alsc made for the absolute
deviation, A = aj -a (11a)

but the outcome is similar to the one presented and may be omitted,
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Summer

Winter

' TABLE 1
Comparison with Maximum Likelihood for o
{1 through 24 km, Summary 4 ytations)

" oWind Density Temperature
- B ey I'Kl""f"'f-‘ /s i'Ai‘."z N
non, |3.8% | 9.2% | 8.6% 10.94] 9.89[13.0%}(13.28] T.99 | .0
Min. vay 2,2 |11.8 [10.7 1.9 | 9.2 | 9.2{] 4.9 [13.4 |12.2
Eqn, Ba| -.6 h,3 3.5 -1.3 2.0 2,2]|-1.1 | 2.3 2.4
Eqn. 9 {-5.6 b1 7.2 |[-1.% | 2.1 | 2.3]|(=2.1 | 2.} 2.
Mom. | 7.7 6.8 8.9 [|15.8 |9.7 |16.3|[11.k {9.2 |15
Min, vay-2.7 9.8 9.0 1,0 [10,3 8.3|{ 0.0 { 9.2 8.0
Eqn, 8a |2,8 2.6 3.4 -7 | 2.8 26|l .9 | 2.6 2.2
Bqn. 9 | 5.6 LR 6.0 -6 3.0 2.7|| =2 | 5.9 3.0
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TABLE 2 {

T . o .
I P ST ST L

. coinpnrt_lon'vtth Maximum Likelilicod
Wind Spesd (1 through 24 kam Altitude)

atnd | A

_ a o 1al Py -’A 7y ; ;

Mom b.3% by 5.1% 0.5% 4 0.7% f
w  Min. Var. 13.3 13.4 1,1 1.5 1.6 1.7
! Eqn. 8a -1.3 | 2.é 2.0 -.2 8] 3
Eaqn. 9 0.7 1.8 6.7 -1.0 3 - 1.0

Hom 8% 8.6% 9.4 6% % T %
b Min, Var. 3.5 10.% 9.1 -0 9 | T
.g Eqn. 8a -1.8 2.7 2.5 -l Y 2
Eqn. 9 WA b2 5.1 -6 8 6

summer o: Range .13 through .54 u: Range 7.1 through 32.3 m/sec
winter o: Range .10 through .T9 u: Range 9.8 through T7.% w/eec
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Winter

TABLE 3

Comparison with Maximum Likelihood

Temparature (1 through 2 ka altitude)
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A'in %
a “ . .-
a UL 1al A UL 14}

. m u.a 801‘ 12.“ -0” Dm ._00”
“‘ﬂo Vll‘. - .8 10.5 709 ool 005 002
anu -1.‘& 2.[ 2.2 -.00 .Ol . -ol
Eqn. -1 2.1 2.3 .00 .01 .01
Mom 1,24 T.14 1L .6% .06% .03% .06%
Hino V‘r. '5-9 6.9 - 803 -ool -05 o°5
Eqn. "1.“ 1.2 1.6 ‘.01 ’ 001 001
Equo '1.5 103 1-7 -, 01 01 0l
summer o Range .47 through 1.27 u: Range 305.9 through 208.7°k
winter a Range .33 through .70 ui Range 294,3 through 211.9°x
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Summer

Winter

TABLE 4

Comparison with Maximum Likelihood
Density (1 through 24 km Altitude)

___Aind
— « — — v - .

S T Y ‘09 A
Mom %.6% 11,4y 9.7% .024 . Ol ,03%
Min. Var. - .2 8.9 7.0 .01 Ol .03
Bqn. -1.5 2.0 2,3 -,00 .0l .0l
Eqn, '-1.7 ' 2,1 2.4 -.00 0l .01
Mom 16.8¢ 10.2¢ 16.8¢ .08¢ .05% .00¢
Min. Var. 2.7 13.1 10.5 .02 .07 .06
Eqn. - b 3.0 2.k -.00 .0l .0l
Eqn. - b 3.1 2.5 =.00 .02 .01

summer O Range .12 through 2.20
winter o: Range .O43 through 1.80

u: Range 1.195 through .059 g/co®
u: Range 1.309 through .05%5 g/co®
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4, COMPARISON OF THE OBSERVED AND ANALYTICAL FREQUENCY

; The discussion of tha sxtreme valuas would be incomplets if no ;

. mentioning were made of the suitability of the distributions to upper , ‘ :
air data, The best method of parameter estimation is to no ayail if the
distribution model doss not satisfy the observationa, It was not intended
to have a one-model comparison, Hence the Fisher-Tippett II diatribution

...vas_also. employed for. judgment. . We have - T T

T

F(z) = exp (=s" ) (12) 4
vith t=x/8, (128) ,
1
The moments fit is : %
2 ¥
Sx 2 : 3
==/ + 1l=P (1=2/y) /T (Q~1/y) (13s) ;
*n
: and 8= x /T (1=1/7), (13b) :
1
The Raximum likelihood f£ir renders the equations s
- -y

£tn g = M N :n (EXJ -0 (13¢)
N o png+BEx _&nx (13d) i
Y I x ;

It is evident that the moments estimators are not simpler to compute
than the maxjmum likelihood estimators as the y cannot be expressed in
explicit form from the gamma function except by approximatiocn. One
can therefore calculate the maximum likelihood estimators just as well,
The solution must be found by iterative procedures,

o e e

After determination of the maximum 1likelihood estimators for the
Gumbel distribution (from equation 8a) and for the Fisher-Tippett II
curve the analytical F(x) was computed for both systems. The analytical
and empirical cumulative frequencies were compared and the deviatione
checked by the Kolmogorov-Smirnov significance test:
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DM = max | P(x) - F(x‘)l (14)

vhere F(x) is the analytical and F(xe) the empirical value for threshold

X, It was decided to test on the 95X significant lavel, Since most
of the judgment by the Kolmogorov-Smirnov test for small N is somehow
too optimistic, the modification by Lilliafors (1967) has been employed,
__ vhich leads to significance at some lowsr maximum DH,‘”Ihq test criterion

3 . D. was taken from his tables, The deviation wac considered significant
‘ when DH 2 D..

The investigation for Montgomery as thao test station disclor :hat *
: Gunmbel's law and Fisher~Tippett II arae both good approximations f che
. wind speed at altituda levals., Only at one altitude level the significance
X o threshold was excaeded, This occurred for every model which was tested,
not only one mechod and is not critical, In a significance test with
48 samples at the 95X lavel 2 samples may exceed the 95X criterion.

A typical example (Fig. 1) was then selected with the 6 km altitude
and winter conditions at Montgomery, Alabama. Although in this case no o
significant deviation could be noted for the Fisher-~Tippett II, the
fitting of the observed data appears better for Gumbal's law, The average 4
absolute deviations from the observed data are highest for the Fisher-~ :
Tippett 1I,

The tempsrature extremes were studied next. This time 3 altitude
levels displayed some exceedarnce of the significance threshold for
Gumbel's law., This number may be still considered in line with the
selected threshold of significance, especially in comparison with the
Fisher-Tippett I1I law., Only 18 gamples out of 48 showed no significant
deviation for the latter, Consequently we would conclude that Gumbel's
law seams better suited to represent temperature extreme values of
upper air data., If the same number of deviations for both methods or
the upper air wind speed had occurred one would probably interpret the }
result as an effect of mimssing observations, or other data related
causes; especially high wind speeds may be missing. This explanation .
fails for the temperature, however, |

A typical example is given in Figure 2 for Montgomery at the 8 .
km level in summer, when thc Fisher-Tippatt II comparison provided no |
significant deviation. Again, the Fisher-Tippett II curve exhibits the
largest deviationms,

Finally upper air density extremes were considerad, This time the
number of significant deviations from the observed cummulatlve frequency
was higher for the Gumbel law with eight., This is higher than one would
normally expect at this significance level, Had we employed the threshold
Da from the unmodified Kolmogorov test no significance would have turned up.
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The Fisher-Tippett II behaved similarly to the outcome for the
temperature, only 18 samples showed no significance, although samples
with exceedance for the temperature did not automatically prove significant
for the density, Therefore Gumbel's law seems to fit the observational
data better again, | ‘

The higher number of significant deviations for the density may have
some other explanation, The density is an elemant derived by the gas law

“from pressure and temperature,  The density estremes may therefore come..

from a collective of a bivariate distribution, This modification has

only very recently been studied by Campbell and Tsokos (1972). Their
findings prove that correlated normal maxima are asymptotically uncorrelated.
Thus density extremes would come from uncorrelated pressure end temperature
data even with the existence of corraslation batween temparature and pressures,
This modification may affect the distribution., Further involtigaciirl

ssen appropriate before final conclusions can be drawn, h

5, CONCLUSIONS: It has been demonstrated in the previous sections
that the maximum likelihood estimators can be approximated by a slight
modification of the likelihood equations employing the analytical
cumnulative distribution function, This preuents an explicit solution
for the estimator & and thus reduces the time of computation considerably,
The method has the advantage that data need not be given in sequence
of data sampling, which is required for Lieblein's minimum variance
linear order statistics estimator, Establishment of an m ¢ k data matrix
can also be waived, Comparison of the two approximate estimators with
the maximum likelihood estimator revealed that especially the first
suggested method gives excellent agreement with the correct solution,

The new estimators have the properties of maximum likelihood estimators.

A final comparison of the analytical cummulative £requency with the
observed one was performed. In this study the analytical curve from the
Fisher-Tippett 1I extreme value distributions was added. Gumbel's law
and the Fisher-Tippett II model appear equivalent for the wind speed at
the tested significance level, Montgomery data with 2 seasons and 24
altitude levels served as the checking station,

The Gumbel distribution proves significantly better suited for upper
air temperature and density. Even for wind speed the differences between
analytical and observed distributions is smaller for Gumbel's law.

With the availability of an explicit solution for the maximum likelihood
estimators it should not be difficult to apply them to a large number of
samples, as even then costs for electror‘c data processing stay within
reagonable limits, which would not be true for iteration procedures,
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STATISTICAL MODELS FOR W. ¥, IONOSPHERIC
FORECASTING FOR FLEREY {2t DISTANCES

Richard J, D'Accardi, Robert A, Kulinyi,
U. S, Army Electronics Command
Fort Monmouth, New Jarsey ..
and
" +.Cheis.Po-Taokos . .- e
Dcpnrtment nf Statilticl and Stltilticll Labs!lcory.
Virginia Polytechnic Institute and State University

ABSTRACT, The aim of this paper is to develop statistical models
to forecast short=path oblique incidence (0I) high frequency (HF)
information up to a certain time in advance, by utilizing the oblerv.d
vertical incidence data over typical field army distances,

It is shown that there is a nf}ong Iinear dependsnce between the
oblique and vertical incidence ionospheric soundings. Linear regression
models have been developed to astimate the oblique incidence soundings from
observed vertical incidence recordings,

It ia further shown that ionospheric data of this type is a non-
stationary stochastic raalization, A procedure is presented in modeling
such information for the purpose of forecasting one, twe, three, . . .,
k time slots ahead over a given path, Autoregressive and moving average
forecasting models have been formulated for the 60 km path from Fort
Monmouth to Fort Dix, Confidence bounds have been obtained for both

the linear regression models and the time series analysis of the ionospheric
data,

1, INTRODUCTION. The field army cmploys many means of communication,
each of which is tailored to fit a particular requirement, Specifically,
H,F. communications provide systems not specifically limited by line=of=-sight,
extended distance, or intervening terrain obstacles. However, size and
weight of tactical communications equipment must be kept to &8 minimum,
and the tactical communicator must contend with a relatively low power
transmitter, and physically small, inefficient low gain antennas,
Ionospheric disturbances, both natural and man-made, further complicate
his problems, The H., F. communicator hed, as his only propagation aid,
the monthly predications for undisturbed conditions prepared three
months in advance by the Department of Commerce, and distributed by the
US Army Strategic Communications Command. While valid for long range
planning, they do not account for diurnal variations or disturbed
ionogpheric conditions which may harass him, As a result, the U, S,

Army Electronics Command is developing a system to provide tactical
communicators with propagation predictions, in near real=-time, and
prepared specifically for the Army area of interest,
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The aim of this paper, therefors, is two-fold:
a.

to introduce a new statistical concept to the estimation of oblique

incidence soundings, either knowing or being able to predict the vertical
ineidence sounding, and

“b, to devolopvntuticfical models to forecast either the oblique
or vertical incidence soundings over specific pathe, or at specific

terminals, one, two, thres, . . ., k time slots ahead, beginning with
a certnin origin.

With respect to the first objective, the widely accepted approach
to the subject area was to utilize the secant law to estimate the
oblique incidence sounding., Simply stated, it is:

Y = X secant @ whare

¥ = equivalent oblique incidence fglquoﬁcy
X = observed vertical incidence frequency

¢ = angle between the oblique ray path and tha normal to the
ionosphere at tha path mid-point

This is Snell's law used under the assumptions of constant lonospheric
layer height, no collisions, no magnetic field effects, and a spectral
reflection at the path mid-point., If one assumes a curved ionosphers
{(for longer paths), however, a modification to the above equation, depending
upon the electron denaity profile, is of the form:

Y = k X secant; where a practical range of k is:

1,00 £ k £ 1,30

In view of the poor results obtained by Krause, et al, [7], using
secant ¢, the probable need for mid-point data, and the dependence on
electron profile density, a more practical approach for relating VI and
0I data was developed, using regression techniques, Functional

relationships were derived for each experiment as a prelude to the
forecasting problem,

In Section 3, we shall give the regression models for the overall mean
and the 6th day measurements including reciprocal path data for the

60 Km, 200 Km, and 500 Km paths, The confidence intervals of these linear
models are also given,

Ve have shown that there is a strong linear dependence between oblique
and vertical incidence Roundings at all the paths investigated, The regres-
sion models developed show that one can accurately estimate the equivalent
oblique incidence mounding for a given value of the vertical incidence
data., What remains is the need for a model that, under certain realistic
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conditions, will enable one to forecast the vertical incidence ionosphari.
soundings and, from the forecast, to estimate the correspending OI
sounding. This 1is the aim of the second part of our paper.

‘It 1is shown that for the 60 Km experiment, both the oblique
and vertical incidence recordings are non-stationary stochastic
realizations, That is,.they form a discrete time series which
is not in statistical equilibrium, We proposs a procedurs to

.‘handle this type of information. and to investigate the possibility

of characterizing our data with an autoragressive process, a moving
average model, or a mixture of autoregressive-moving average processes,

In Section 4, we present a systematic presentation of analyzing
fonospheric soundings for the purpose of forecasting., An autoragressive
model has been developed for the discrete realisation representing
the 6th day observed oblique incidance critical frequencies for the
60 Km path, Fort Monmouth, N, J., - Fort Dix, N. J., in Section 5, The
complete procedure of fitting auch a model is given, along with its
confidence intervals, In Section 6, we develop a moving averags
model that characterizes the behavior of the overall vertical
incidence soundings for the 60 Km experiment. Forecasting models
for the 200 Km and 500 Km paths from Fort Monmouth, N, J,, to
Aberdeen Proving Ground, Md,, and from Fort Monmouth, N. J., to
Camp Drum, N. Y., respectively, are presently being developed,

The remainder of this paper was reproduced photographically from the
manuscript submitted by the author,
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2, DESIGN OF THE EXPERIMENT,

To accomplish the task of developing both & functicnal seiavleeinls
betwesn OI and VI maximm cbsexrved frequencies (MOF) and a foretansirg merdel,
the Communications/ADP Lsboretory, of the U. S. Army Electronicr Crmdrs, ras

been involved in an extensive collection of VI and short-path I lunnnnresis
data at three different distances with Fort Monmouth, N, J., &z the zane
station. Experimentation was performed in the 2.16 MHz range, using v~
lonosondes, one as & fixed terminal and the other as & mobile terninsl, az - -
shown in Figure 2.1. The mobile terminal was situated at Fort Dix, !, J.,

establishing & 60 Kn path; at Aberdeen Proving Ground, Md., to establich e

~- 200 Km path; at Camp Drum, N. Y., to establish a nominal 500 Km path (Figure

2,2). These particular distances were chosen to fall within the idenlized

300 x 300 kilomaters tactical Field Army area of responsibility. The nominal
500 Km path (actually 440 Xm) is representative of the diagonal or largest
interna). conmunications path within the area of responsibility.

Each terminal mﬁe scheduled soundings every ten minutes for 9, 19, and
18-day experiments, respectively. While the fixed terminal was transmitting

* and receiving its own signal, the mobile terminal would simultaneously

receive the same transmission; likewise for the mcbile with respect to the
fixed terminal (Figures 2.1 and 2.2). Both icnosondes were synchronized to
the WV (HF), (National Bureau of Standards) time standard so that the
"remote” sounder scans would be precise with the Fort Mommouth terminul. The
number of days each experiment was performed has no significance with respect
to the results obteilned, but was a matter of funding. The basic instruments

used were two Oranger Associates Model 3905-5 Ionospheric Sounders, matched
with wide response delta antennss,

The frequency range of the ionosondes was limited from 2-16 MHz, in three
octaves, with LOO discrete frequency channels per octave, Trensmissions
concisted of successively 'stepping" through the channels of each octave with
& pulse width of 100 micro-seconds to maximize the system sensitivity., The
data is a recording of the time delay from ionosonée to ionospheric reflecting
layer and return. Time delay is a measure of the virtunl height of reflection
from the layer. The trace of the returned pulse on a scale of frequency
versus time deley (virtual height) is the ionogram record, Figure 2.3. Iono-
gram records of the data were taken on 35mm film at Fort Monmouth and on light
sensitive oscillograph paper at the remote terminals. After collection and
development, the lonograms were scaled for the extreordinary critical
frequencies, f Fg, as shown in Figure 2.3. The f F, data was then complled
for computer ana!ya:ls and for comparison between the observasd VI and observed
OI critical frequencies.

The experiment results were dependent upon ionospheric conditions and
man-made noise. Conditions were characterized by the Space Disturbance Fore=
cast Center, ITS, Boulder, Colorado, as generally undisturbed, but some inter-
ference occurred. Some data (ionograms) were unreadable due to man-made
noilse, solur and geomagnetic activity. For those few records which were
unreadable (though signal was detected), simulated data was prepared. The
occurrence of ovscured data was neglibable over the experiments.
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3. REGRESSION MODEL

It hes been previously argued that the secant law approach for estimating
-short-cblique imcidence HF information by utilizing observed vertical .
incidence dnta does not take-into consideration the stochastic behavior of
the problem. That is, the secant ¢ approach 1s a deterministic characteriza=
tion of the experiment. The complexity of such experiments is subject to

humar, error, ionospheric changes, assumptions of constant layer height, of no . .
~collisions,” and of no magnetic effects, among others. It is quite unrealistc,.

therefore, to consider such & phenumenon from & deterministic point of view.

It has been shown (see Table 3.1  that there exists & strong linear depen~
dence between the oblique incidence and vertiesl incidence soundings for all
the distances investigated in the experiment, that is, 60 Km, 200 Km, end
500 Km.

Thus, in view of the strong linear dapendénco shown by the obliéue and
vertical incidence lonospheric soundings, we formulated paire of reciprocal
linear regression models for the overall averages and for the 6th day measure-

‘ments for the three paths. These models are shown in Tuble 3.2, where X and

Y represent the vertical and oblique incidence lonospheric data.

The usefulness of such models is quite clear. That is, at & given
distance, if one is willing to assume similar ionospheric conditions, seasonal
veriations, and terrain, a very good estimate of the oblique incidence
sounding can be ocbtained by knowing the vertical incidence sounding.

Confidence limits were obteined for each of the models shown in Table 3.2.
More specifically, 95% confidence intervals have bean computed and plotted for
the overall averages and the Sth day measurements for each of the paths

studied, Figures 3.3 through 3.14 show the formulated regression models with
their computed confidence limits,

For a complete study of the regression analyeis modeling of ionospheric
data, refer to D'Accardi and Tsokos [6].

=452~




1T°¢€ TIEVL

453

_ 4
666* 986° 866° 666" 666° 666° SREC
ujed 118I2345

0sg* nié" &1
56° 2s6° 8lL6* gLé” gt
5€¢° 56g° 2€c6" 986" X it
616" 1gé° 0g6° 986" A 51
Sg6° LL6® 196° is6” 48
196° gLé" €L6° 166° Tt
266" S66° 686° 266* i €1
5gé° 986" oL6* L6 A
0s€* s66* 266° £86° - 11
ggs” £€6° 186* mLé* T
656° 6L6* - 196° 166° L66° GE66* 5
1155 ns6* 6g6° 165° BgEs” 636" [
Ges” s66° Lgé6° 886" L68° ZEE” L
186° 056° 5Q6° 566° £66" csé" <
g8s° €86° 066° 686" 866" 566" S
cL6° £66° 886° nes* 966" 86" 7
€66° Lg6* 686° 566" 0d6° £

. N66* 586" 586" £65° 636" [4

566" £L6* 156° G66° £66° 1

YFROEAIT g iy dure) ynouucy 3L | *9°d udspIaqy YINOWLOK *3.5 XTq 3 AEC

[#20% ey - [+ [« 2} o3 o3 QUILITIBTAHZ
Wndy cozg | yynouwioy 34 *n°d U9SpJAqy | WInouuoy 34 X1Ig *13 | ysnomuoy <44
Y3ed i 00G TEUT=ON | | q3ed Wy Q02 TEUTUCH y3ed WY 09 TPUTHON

v3e0 9Togdsouc] IoUSPTOUT SMDTIQ0
PUV SOUSPTOUL TEBSTIIS) US3AMLSF UOTITT3LIO)



2°€ THW
ﬂ—\ﬁh.anunlﬁNnH = nﬂ ) . gﬂlcotonNnH = ﬁ ~
(cs9°5~F91) eno-t+ cra-g = F91 (819-5-F°1) gg0-1+ s25-L = Fox 0N “gynowmol -34
S IR ‘umiq duey WY 003
.—..-nNHN...Ol.hNQH = ﬂ : jﬁhoc...ﬁNhH — n
<L . o) o 09+ oL oy
(611°2-59%) L61°1+ goL-L = 9z (661°2-°1) 091°1+ gas°2 = fox “E°N ‘unaq diep of
*P*i ‘Yanowuoy -34 Wy 005
Hwﬁuonso-nN.GH = Wc ﬂﬁ.ﬁﬁ....lnwn.ﬁ - R/*J
. lroﬁ » . LT
(215°L~*9%) 950°1- 9g9°L = €91 (Lon*2-Fox) ozo-1+ 915°2 = Fox £°N “ggnouoy 33 N
. 03 °0*d usspraqy ¥ 002
ﬂdﬁ»\tuuncnmﬂ.ﬂ = on gh-n-nohwﬁ.ﬁ - "
Con ) _LOvs . . o
(€59-2-F9x) 126°+ 6092 = P91 (em-2-*%0) s66°+ w9n°L = Fz *0°d wespseny 03
‘N ‘ypouwnoy 35 | Wy 00Z
mwn.....awn.ﬁ = an.-.:umqﬁ c epney € ¢
e - . = rN ‘mnounoy 33 !
(0z7°6-59%) €201+ -6 = 895 (958°8-F°%) 020°1+ Lug°g = Fo% 03 *poy xig 33 | @y oo
\Hw“uco-cnwn.ﬁ = -h- . mm QllccuaNnH = ﬁ -H-uz AHHQ oﬁ..« o1
(157°8-f5X) 610°1+ 26079 - 9z (191°8-f°x) 100-1+ g1°g = fox "PeY USROG -3 ¥ 03
ﬁn....ugww TSPoH UFed STIETS
; TRUTIC;

At s e

P h s ey i ey e Al e

23eq

oraeydsouor ¢(F1x)*sousprouy snbryag justeaTNby pUY ¢ {1y)
‘aquaptoul TeoTaasy PaATesqp 3uTyersy STSPOK UOTSSaIay

FOPUPRYET SV ST YR PN

At Kl o Rl s

T o e A

™




€€ 3y

ZHN- Viva 3ON3ONI TVIILHIA 0IAH3ISE0

4 9 S
| -1 T T

AVG 1S 3HL ¥O3
X0 14 O HINOWNOW "Ld-STVA4IINI 3ONIQIINOD
%G5 HLIM HIM W09 HOJ TICOW NGiSSIHOIY Y¥VANIT

 yiva JONICION
AVIILYIA 03AY3ISHO =X

VIVG 3ON30IOHI
3nDNB0 0ILVALISI =2

 (1LB-X)6I0T+25LB = A

PRV LI SO RS SR DR RPN v SRR TR P Bl i S, b [ WY N

ZHN~ViVQ 3ON3AIDNI 3ndiNEo Q3LVWILED

455

Sl Sl amadsammme o aad

P B



L he

"¢ 813

ZHN - VIV 30N30IONI TWIILH2A G3AH3SEO

AVQ H19 3HL HOd
HLNOWNOW "L4 DP XiQ@ 14 - STVAYIALNL 3ON3QIINOD
%S6 HLUM HIVd W) 09 ¥0O4 T3GON NOISS3HOIM MVINIT

. V1¥Q JON3AIONI
AVIILYIA TIANISEO0 = X

ViVa 3O0NSAIONI
3N01N80 031ivnus3 *A

(029°6-X)£20°1+ 8S¥'6 = A

THW - ¥lva 30N3GIONI 3NDINBO Q3LVWILS3

1
hod
n
~r
K




s'¢ "3y

ZHN~-VLIVA 3DN3GIONI TVIOLLY3A G3AY¥3SEO

1 1 T

% C6 HLIM HiVd W) 09 ¥04 TIGON NOISS3¥93M NHVINIT

.0l 6 8 2 9 ] -
[ | T | x

, : ‘SAVA 6 ¥O4 3IOVHIAV TTIVHIAO
x-o .—.IOn_I.PSOIZO!PSn_ImJ(Esz_wUZNOEéO

. v1iva 3DN30IONI
M..~<0_._.¢w> a3AY3SBO =X

. WAVG 3ON3IAIONI
. 3NDITE80 Q31VKNILSI= o

{191'8-X)100°! + 8PI'B = 0

THW=-VYiVQ FON3AION! 3NDINB0O Q3ILVNILS3

O e T R SR 5 AL BT A ) - e T <, T R E o G # T S aay b




- T ——— T

9°¢ 9
ZHN — VIVG 3ON3CIONI TVOILY3A Q3ANISE0

n ol 6 8 Z 9 S
T T T T T T T

SAVG 6 ¥HO04d IOVHIAV TIVHIAO
:.-.:OI!OS 14 Ol XIQ “1d - STVAN3AN! 3ON30I4INOD
% S6 H-__._._’ Hivd W 09 dOJd 300N NOISS3HO3M HV3INII

m
w
3
z
—1s 3
m
) o
. o
VIVQ 3ON3IAIONI @
IVOILYIA Q3AUISE0 =X ds 5
viva 3IN3CIIN =
3nDIT80 Q31VMILSI =} -
_. {968'8-X) 020°1 + £188B= A 2
' {4 m
! =
. o
. - m
o
»
-8 >
[}
z
a - 4
.~
—6

|
o
(.K:IL".*
%?
113402

R SRRT




THMW -ViVG JFONICGIONI IVIILNIA GIANISEHO

o 6 L 9 S

et e e i ke

8
| } LI 1 1 !

: Avad H19 3IHL ¥O4
9d¥ OL HiINOWNON "Ld- STVANILNI 3IONITIINOD

%66 HUM Hiwd Wi 002 ¥03 1300M NOISS3IUS3Y UVINII

ViVG 3543CIONI
IVIILY3A G3AYISEO =X

viva 30N34IoNI
3001760 G31VANILS3 uw

(€692 ~X) 1260+ 609'L =4

?L??,Et.\l,.x. [T N S PR KA N e - i dk

THW - YAVQ 3ON3AIONI 3N0IN80 A31lVAILSE




R P S R F T TRy e o
S . g€ -
f ZHW - VIVQ 3ONIAIONI TVDILU3A G3A¥3SE0
: i . 0l 6 8 L 9 s » £
f 1 ] Y T ) T 1
. AVG H19 3IHL HO4 HLINOWNONW “1J
: OL 5dV- STVAYILNI 3ON3ICIINOD %S6 HLUM
: Hivd @i 002 Y03 T30OM NOISSIYOIY NVINID v
‘ . . m
[/
=
Viva 39N3GIONI :
IVOILY3A 03AY3SEO =X m
viva 3IONICONt °
3INOME0 A3LVANLISI=A o
: ~
: (218°L-X) 990'1 + 989% 54 s
. . m -
! =
aQ
o
m
=
O
m
o
>
>
4
=
X
[
: i X

PRI MR- WO NI R IPVRRTR NS

PR .V o harlnitl il s b i Al B, &



ey 23

- T T T A e e e e e+ e —

6°€ "3

ZHM - VIVG 3ION3QIONI TVIILY3IA Q3AY¥3SEO

" “ol 6 8 L 9 S

¥ 3
1 _ T J T T T
: 'SAVG 61 04 39VH3AV TIVHIAO
94V OL HLNOWNOW ‘Ld - STVAYILINI IIN3CIINOD
%G6 HIIM HIVd W)Y 002 ¥O3 T300M NOISSIHOIY ¥VINIT -1
—s
viva 3IN3QIONI
VOILH3A Q3A¥ISEO =X
ViVG 3ONICIINI
~ 3n0I80 Q3ILVAIIS3=A do
- (26¥'2-X) S66°0 + 19¥L=
—e¢
o
—e
Soi

THW -V1v¥a 39N3QIONI

¢31VNILSa

anoI1eo

461




MA m

; I

0T'€ "3 :

ZHW- VIVG 3ON30IONI IVOLLY3A G3AY3SEO

: . 6 8 L 9 s “

| T | . | 1 1 1 j

: S ‘ | #

: SAVQ 61 804 3IOVH3AY TIVH3IAO ;

. HLNOWNOW 13 OL 5dV - STWAYIINI 3IN301INOD |

. HiM Hivd wx 00Z ¥03 1300 NOISS3¥OI¥ HV3INIT ﬁ

m __

(7] i

A = :

P 2 _

viva 39N3CGIONI = “

: IVOLLYIA 03IAY3SHO = X o |

m ViVG 3ON30IONI o i

| 3N0ING0 0ILVMILSI = A C _
,m . e °
\ (20%°L-X)020') + 9IS L= A S s

. o

3 ’

z |

" |

g i

> |

) .

= :

H H

- _

w

|

|

B P R T S T T DT T I, - N . ATy TR T W TP N T T Y




: I
ZHW - VAVG 3ON3CIONI TVIILY3A Q3A¥3S80

o 6 8 L ‘9 S

%S5 NV HIvd W) 00S ¥0Jd 13GON NOISS3U93Y yvanNIi

T T T T T |
AVQ H19 3JH1 ¥Od

AN ‘NNNG dWYD — 0N "HLNONNOW 1¥03

: :H04 SL1lINIT 3ON3014NOD

= [
. vivVa 3ON3TIONI
IVOILY3A G3AN3SEO =X
viva ION3AIN s
3N0IE0 031VAILS3 =) ®
(6192~ X) 26114+ 892°L=}
-~

THW - YIVG 39N3QIONI 3NnDIN80 Q3ILVWILES




€ “Ftg

ZHW — viVQ 3IONICINI TVIOILY3IA (G3AN3S8O

n ol 6 8 L 9 S ¥ £

r ! ! T T 1 | T

: AV H19 3H1 ¥O04

N ‘HLOONNOW LHO4 — A'N'RNNd dWvD

1804 SLIWIN 3FONIAIINOD

%S6 AGNV :._.<._ w) 00S HOJ TIAOW NOISS3IHOIY HVINIT

. Yiva 3IN3AITNI
CIVOILY3A  @3A¥3SE80 =X

Vivad 3IN3QIONI
- 3N0INE0 G3LVKILS3 =3

(069°S—X) €901 +€229=A

THN~-YLVQ FONIQIONI 3nDINE0 Q3ILYWILED

v T e ey T — T ——

i ity




£T°€ "3Wd

ZHW - VIVG 3IONICIONI TVIILY3A 03AY3SE0

] (+]] 6 ] L 9 S 4 €
{ 4 1 1 1 T ¥
SAVA 81 ¥03 39VH3IAV TIVHIAO
‘AN ‘WNNNG dAVYD — TN * HINOWNON 1¥04
: : 403 SL1IMIT IONIAINOD

—

%G6 ONV HIVd W) O0S HO4 1300 NOISS3IYO3Y ¥VINI = k4
4 m
4
viva 3ON3AIONI : z
WOILYIA 03A¥ISE0=X ~s =
viva 3ON30IONI 4
3INDITE0 03LVNILISI= A °
@
L- - y r
(861'L-X) 091'1 +82GL =2 de &
. Cc
m
z
o
o
-2 8
[2)]
m
o
>
l-
g »
. 1]
=
4
”
’ e

i b i S i S AT it el ak S




S

qU° € "814
ZHN - YIVQ 3IN3CIONI TWILLHIA G3AHN3SH0

1) ol 6 8 L 9 S

I ] 1 1§ 1 1 1
SAVG G ¥O4 3IOVHIAV TIVH3IA0
TN HLOOWMNON 1803 — A'N ‘WNHG dWVD
: :804 SLIMIT 3ON3QIINOD %S6
azc:»_&szoonzcudac:zo_mmucoumaﬁzs

VivQ JON3IAIONI
AVIILY3A (Q3AN3SE0 =X -

Viva 3ON3QIONI
3andIN80 431VNILSI= 0

{819°'9-X) 8BS0 +62S°L =4

R R O

e,

R ITRA L

ZHW - ViVaQ 3ON3CGIONI 3NDINE0 Q31VWILS3

=466=




e vt i e iR e ik o SE

B St B - Ak B s d

R R el o Rt ML

L, TIME SERIES MODELING: IDENTIFYING THE STOCHASTIC REALIZATION

In & given physical situation such es’'in the lonospheric sounder project,
we have available o time series, say, X, Xa,..., ¥, of n cbservations,
Our aim is to obtain a suitable difference equation or model that will
accurately represent the true underlying process which generated the ilono-
spherie coundings, x,, 21,2, ...,n. First, we muct ildentify whether the
series x, exhibits stationary or non-stationary properties. That is, when

. -we ppeak of stationary time series, we imply that the statistical properties.

of the series are independent of absolute time. A graphical representation
of the lonospheric soundings would be of some aid in exercising judgment
about. the behavior of the data. Of greater importance is the sample autocor-
relation function given by:

reg (k) = %LL{%% , k= 0,1,2,...,n0-1
133

vhere c¢,, (k) is the sample autecovariance function defined by:
n-k
cll(k) = %l. i:‘l (X‘ - ‘K) (X‘.H(-x), |(-’-O,".‘?., ...n-l,
of the observed soundings. If the ionospheric soundings are stationary, the
sample autocorrclation function would exhibit fairly rapid dampening.
Furthermore, one cen apply various statistical tests to chech for non-
stationary propertics. We have uped Kendall's tau test [§).

If the ionospheric woundings were not in ntotistical equilibrium
(stationary), then we can filter out the non-stationary components b using
various difference filters. In all cascs, that ic, the (O km, 200 km, and
500 km experiments, the resulting deta was chown to contain none-stationary
components.,

A general difference filter is glven hy:
(<
Yo = (1'3) X

vhere B is a shift operator and d 1s the order of the filter. When 4-0, thiz
will indicate thut the ionospheric data i staticnary; d-1, will indicate
that a first differcnce filter is necessary to filter the oclzinnl series,
and 5o on., For the ionorghaeric sowdings information, we used filters up to
d = 20

The procedure to determine the proper value for d is to compute the
first differences of the oririnal date,x,, t=1,2,...,n. That is, we procem
X, throwh a first difference filter:

Yo = (1-B) x¢ = X¢ = %oy ,

which will have (n-1) cboervations, and then through a second difference
filter:

w = (1B -y = X, = 2X4ay * Xyap

which will have (n-2) observmijens, For the original soundings, x,, and the
filtered y, and w,, vwe calculate the sample autocorrclation function and

-467=
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Kendall's tau "5, By cbserving the sample autocorrelation function of the
original series, the filtered soundings, end the results of the trend test, we
can infer a sultable value for d, that iR, the degree of "differencing"

necessary to induce the sample autocorrelaticn function to dampen out fairly
repidly and cause Kendall's tau test not %o be significant.,

For predicting or forecasting oblique incidence data for one or more time
slots in advence, the initiael step is to determine the particular process

that characterizes our data. There are three basic models that are candi-
dates for this purpose:

a. The Autoregrecsive Process
b. The Moving Average Process
¢. The Mixed Autoregressive-Moving Average FProcess.

A discrete meorder autoregrescive model is of the form:

KoM o= 0 (Xyog =t) + Gg(Xemg=b) + oon + Oy (%yop-1) +2, (4.1)

where ¥y 15 the autorcegressive series which is being generated by the series
Zy , 8 purely random process, @y, ®,, ..., 4, are the parameters of the non-
ordered process, and M is the expected value of the series., Such a process
assumes that the current value x, of the scundings has resulted from a linear
sum of past values of the series. Such a process assumes that the current
value, x,, of the coundings hac resulted from a linear sum of past values of

the series, together with an independent error term, Z,, not connected with
the past.

A discrete g-order moving average process is given by:
Xy = W= -."Q, - BIZQ-I - 3221‘-3 - see = ﬁth_q R ('0.2)

Thin process is o weirhted sum of & random series, 2,. Each realization
{oblique incildence sounding, x, ) is made linearly dependent on a Z, and on

one or more previcus Z's. Also, W is the expected value of x,, and 8,, Ba,
cen, Bq are the paramcters of the model.

The mixed model consists of the artoregressive and moving average model
where m is independent of q.

We shall discusc in some detuil a procedural approach in fitting an
autoregressive medel to the ilonospheric deta series. A simlilar approach can

be followed to formulaete the procedure for the moving average and mixed
process with minor changes.

k.1 The Autoregressive Process

The autoregressive model previously defined can be adapted to
represent the charecterization of ionospheric data for the purpose of fore-
casting. Discussing the theory of the general mbh order model. is quite
complicated and, therefore, we shall first give a brief discussion of the
second order model which is quite useful in wmary physical situations.

The second order discrete mutoregressive process may be written as:
Ko o= Mo @ (xeay=H) + @y (xgopop) + 2y o (4.3)
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I1f, at the initial stage, it was necessary to filter the iunonspheric date to
have the information in statistical equilibrium, then we must place certein
restrictions on estimating the parameters of the model to make sure that our
serles remains stationary. To cbtain these restrictions on the parameters,
we use the concept of z-trans.f‘orma, [k], to obtain the charecteristic
equation of the process, Solving the characteristic equation, we can place

conditions on its roots so that the fitted model will not violate the apsump-
tion of stetionarity.

The & -transform of equation (4.3) is given by:
(L-oy B -0 E2) (xy=n) = 2o »
and its trensfer function H(E™!) is given by:

B ) = 1 -
(-0 Z ' -0y ")

Thus, the characteristic equation of the second-order autoregressive model is:
¥ -y -0, =0
whose roots are given by:

G- O+ S and g, - 0 - YO, thog .
— 5

———— et e

In order for the second-order model to be stationary, we must restrict the
estimates of the parameters a; and @, so that the roots of equation (h.k)
will be contained within a& unit cirele, that is, | §] and| {) must be less
than one. This is equivalent to having @ and q, llie in a triengular region
formed by 40,4 1, a-1 4 1, and -1€a 1. For additional detalls sce
[13, [?], and 73],

A similar approach can be carriecd out ty considering models of higher

onlers Theg «trancform of the mtP order autecrepressive (h.1) process is
itiven by:

(1o B oo 2 vs - g Z") (ne) = 2, . (4.5)

The trancfer function of (4.5) is of the form:

-} 1
u( = P — (4.6)
?)‘ (1“(117 '-—0,2 “e e -Q‘z ') .
The characteristic equation of the mth order process 1is given by
AR N Ll A L S S (b7}

Thus, for the gencral finite autoregressive model to be in statistical
cquilibriuwn, we must estimate the parameters of the process so that the
rocts of cquation (L.7) must lie within a unit circle.
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L,2 The Fitting Procedure

The initial stage In developing any onec of the three models under
consideration usunlly involves deciding the order, m, of the modcl, and then,
givon m, estimating the pavemeters, W, @, f,, ..., Oy

The erlterion for selecting the best order which characterizecs the
glven serles 1is baced upon the residual variance, Ve proceed Ly estimating
the parameters of the model for diffcrent orders, and then the residual vari-
ances are computed and plotted asnin: v the ~rdar of thz peocers, The minimwm
residual variance will correspond to the order of the model which bLest
deseribes the lonvspheric soundings. Tows, for the autorcgressive process,
1t 15 necessary to first study the cstimatlion of the parameters of the model.

To estimnte the paramcters of this process, we can use the method
o’ maximum likelihood. Wec acsume that the 2, process 1c normal. Then, for

a fixed m, the jolnt probabllity density function of the variates, Z4,,,,
Zmeas vovy Sy 1o glven by:

1
1 307 Faam 7
"y . r D e =r
Tanr, . un,n(Fosisdusaroney?y) = e € ’

(/Pro, )=

when the expectcd value of 7y i zoero and fte vardance 1o n,”. Chang; i
from the 7 vardabloes 1o the ¥ vorlnblen

~ooceondlng to equation (b.1), we have:

foar, oo n (st agsen X [ nma, i x)

1 n / 2
1 st e G Gee))
= — [a] ® =3 4]
-y (4 3)

vhich 1is the Joint probabilily density function of X,_.y,...,X, conditional
on X, %Xy, Xamdhyy ooy Xp=¥y o Thus, te ohbtain the joint provability density
function of Xy, Xgy «evy Xyy 1t 1s only necer ary to multiply equation (L.0)
with the density of X, X5, ..., X+ Since m , Lo s n:tical application:,
1z wually sarll, the net ~ofont

Loof not cerrylioc out this aultiplication is
emall and will be omitted. For detailc, see T30,

The Togelizelih-od functicn of the pracess may be written as
follows:

L(u,a1 ,dz, vooylly I Xy ,xa', e ,&\’-*(n-m»ﬂv 2” -(n-m»l G'

-

ey %ml {CETE N CNNETIEI NN I (k.9)

e
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The sum-of=-squares function, given by:

8 (U:Ga.: flg)eeeylig l xl)xﬂ)“"x.)

n ‘ .8
= I

. {(x. M) - m(g-x-u) ST a.(x.-.-u)} , (4.10)
is needed to estimate the parameters of the model. Differentiating
equation (4.10), with respect to U, Gy, Qg) <o, Oy, Setting them equal to
zero, and solving the mtl system of equations, we can obtain their maximum
1ikelihood estimates.

For the second-order autoregressive process, we differentiate
equation (4.10) with respect to u, a,, and 45, and obtain the following
normal equations:

Ay A Ay A A

8. (Ra-f) = 0y (Rp=p) + G (R -) ,

n

n n
ROl EN TSR CREN FOCEEHEOR
and
n n
er B (0D toa DB (tams Dmama BIEE (1007
where

X Zax‘_a.’J ) J=l,2,3 .

n

3= 1
n-3 t=
Since %,, R,, and %, are uswally close to the overall mean, X, we can use it
as an approximate estimate of yu. Furthermore, we cen obiain good approximete

estimates of (a. through (c) using the sample autocorrelation function at lag
one, r,,(L), Thut is,

X 1 o 3 0 e xx 1 ’
. 4 R + G } oy
cey (2) Mgy e, (1) + aye,,(0) .

The autocovariance is an even function, thus, we can write equation (4.11) as
follows:

Con(d) By (3-1) + Taeyy (3-2) , 3= 2,2 . (h.12)
An approximate estimate of the parameters ¢; and qq is given by:
o~ S rxx(l)[l'rxx(a)]

- (1 ’
and Fr ) } s
AR NV
l"l::a(l)
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Also, an estimate of the residunl sum of squares can be cbtained in terms of
the sample autocovariance function. That is:

=+ P T — Y

s(0,8,8) ~ (n-2) {c,,(o)-&‘,c”(l)-&‘,c"(z)} , (4.14)

and the residunl variance of 2, is glven by:

o 1 A
85 =55 s &, &)

Similar expressions can be obtalned for estimating the parameters for the
general finite autoregressive model. The normal equations may be approxi-
mated by uslng the pample autocovariance given by: ’

3

-~ N ~ 3

cxu(J) oy e, (J-1) + GQC.,(J-E) oot U.C.,(J-m), (k.15) ?

3 J=1, 2, «osy M. Approximate cetimates can be obtained for the parameters é
3 : Oy Ggy +++y Op, by solving the m simultancous equations (4.15),

The recidunl sum of squares and the residual variance may be
4 obtained by using the following approximations:

g 2o o

SO, o) ™ (nem) {0, (0B 00 (1) =er . Bucya(m)] 5 (bu158)

i and
; o A
$m et S, Ty, W) (h.15b)
n-om-1
respectively.

4,3 Checking The Fit of The Model

Once we have selected the best process that characterizes the lono-
4 spheric data and have its paremeters estimated, diagnostic checks are made
on the model to determine its adequacy. Using this model, we can obtain a
series that chould simulate the behavior of the original soundings. If the
original soundings were {'iltered, that is, 4 was different from zero, it
would now be necessary to use a "backwards filter," replacing y, in the mcdel ;
with (1~B)dx,, and using the resulting process to forecast the oblique or

vertieal incidence soundings. For example, if we fitted a first-order auto-
regressive model:

- 3
Tl = 0 ey ) + 2, (4,16) :

where y, = (1-B)X, = X,-X,., 18 the filter used in the origimal soundings,
then inserting the filter into (4.16), we have:

Xy = * P Xeay P @Xo-g t 2y,

where @, = ﬁ(l-a) sy = (1+a) and ¢, = -'&1 . Thus, the n®® order autoregres-
sive process, using & first difference filter, can be written as follows:

|

o= * O Xeey F OpXpap b oere t Buag Xea-d t L o (4.17)

where the values of g, 1 & 1, 2, ..., mtd, will depend on m and d.
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D For the fitted model to give A good characterization of the ilono-
¢ cpherie date, the residunls, ry, = % =x,, t = 1, 2, ,.., n, should behave
P approximately like random deviates. Hence, the sample autocorrelgtion

i function should effectively te zero for all lags except the zero h lag. Y

el s ot

b.b  Forecasting and Updating the Model

One of the aims in having fitted an autoregressive procesz to the
ionospheric data; is to forececast future values of the cbligue or vertical
incidence critleal frequenciles. If we wish to forecast a particuiar iono-
spheric sounding, x,.p, R; 1, when we are presently at time slot ¢, then the
forecast 1is made at o&igin t for a lead-time 2. 0f course, the shorter the i
lead-time 1, the more accurate our forecasted value will ve.

The minimum mean square error forecest for any lead time 1s given

by the conditional expectation, [1], Et[x‘,‘], of Xy,9, 8% time slot (origin)
t, given knowledge of all x's up to time t That is, ‘

Ey [xt-l-!] = Xy (’)
Replacing t with t +2 in cquation (h.17), we have: ]

‘ e = o P PX¥eig t PaXeagen Foeer F N2 Xeagea-d t ZH‘ .

The minimum mean square error focecest of the ionuvsphoeric data dis miven by:

Et[xu-x] = (ot Ettxu»'-;J + et ad E[xhr'---(ﬂ + E[Z\-r’] .

- (4.10)
A For J, & non-negative inteser, we know, (1], that:
r--. N i
i E@ Exu»,] = xt(J): EQEZH»J] = 0: J = 1, 2: CICCICIC R | ()+°19) i
l and 1'
" " f
By D('_JJ = Xpwys E"[Z“'l] = Z'_’ = Xeo g Xgayey 0 (4.20) :
Therefore, we can write equation (4,173) ap follows:
A
x‘(‘) =q t o xt#‘-t + oo+ Pesd x‘*'_n_d . (4.21)

The variance of the ‘ step nhead forecast-error for any time slot t,is the
expected alue of:

A
XK (Xeap =2 (LT - (4.22)
Box and Jeakins, [27, have shown that the variance of the lead time, x, ie
given by:
Ver (’) - {1 + &‘l 02 1 A (4.23)
§=1 ‘

|
1
:
|
|
‘i
|
|
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where o? is estimated by sf , that is:

82 s(ﬁ;a:--wa) ’
n

and el is given by:
‘9, = O, J‘ 0
eo = 1

6 =
82 = ¢ 6yt

9, = QB,-; + oeee 4 B+d el'!"d . (h.2’+)

The (l-a)7 confidence limits for x,,§ is given by:

- !-
e B g0 s, <Ry e}
2

where U“:I.s the deviete from the wnit normal probability distrivuti

O,
2 .

In donospheric problems, we arc often interested in forecmsting
future values of an observed series for several time slots in advance, When
we forecast values at leads greater than or equal t two (1;2) with an
sutoregressive process, the forecasted velue will be d .endent on previously

forecasted values; but, as additional ionospheric date becomes avellable, we
can updete our old forecast by:

~

X 41 (,) = X, a*l) + G‘Ztn .
That is, the "t" origin forecast of x,.§,, c&n be updated to become the
"t + 1" origin forecast of the same valie, x, _,!ﬂ , by adding a constent

multiple of the one-step ahead forerast error 2,,,, vwhere:

-
Zyay = Xewr - % ()
1s uscd with multiplier 9‘ .
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5.0 AN AUTORIGRESSIVE MODEL FOR FORECASTING CBLIQUE INCIDENCE IONOSPHERIC
SOUNDINGS OVER A 60KM PATH

In this section, we shall utilize the fitting procedure of
Section L4.0 to develop an autoregressive model for forecasting the 6P day
obiique incidence (0I) eritical frequencies for the 60Km experiment. More
specificially, we have available 85 cbserved values of oblique incidence
critical frequency data as shown in Figure 5.1. We shall proceed by identi-
fying the deta as a non-stationary stochastic- realization, fit the model,"
conduct a diagnostic check of the process, and present both a forecasting
and updating scheme.

5.1 Identifying The Observed Data

We plotted the data x,, tel, 2, ..., 85 to attempt to visuslly
detect any trend or non-rendomness (sec Figure 5.1). The graph of the date
appears to exhibit non-stationayy properties. As a further ald in identi-
fying the data, we calculated the sample autocorrelation function of x, and
conducted statistical tests for trend. The nample mutocorrelation function,
¢, (k), was calculated for the original deta and for the first and second

_ dl%ference filters, Theee calculationc are chown in Tables 5,2, 5.3, and 5.L,

respectively.

It 1s clear that the sample autocorre’ntion function of the cecond-
difference date dampens out fairly rapidly, 4indiciting that the filtered
series, w,, have rcached statistical equilibrium. imirthermore, we porformed
statistical tests using Kendall's tau test and found that at the 5% level of
significance, the originsl data conteined tread., That in, for the first
difference data, y,, the test statistic, zg, war found to be -6,529; and for
the second difference filter, 1t was -0.578, which indicaten trend at the 5%
level of significance (7,4 = +1.6L5),

Therefore, the gth day OI critical frequencies recorded for the
60Km experiment constitute a non-stationary time ceries. A mecond difference
filter will transform the data into statistical equilibrium.

5.2 Fittigthhe Autoregresslve Model

Using the filtered series w,, t=l, 2, ..., 85, we shall fit an
autoregressive process. Recall that in order to fit such e model, it is
necessary to estimate the parameters for processes of different orders, and
then compute the residual variances for each order. Wlth this information,
one can decide on the order of the autoregressive process which best fits
the recorded data, Using the maximum likelihood equations approximation,
(4.15), we calculeted estimetes of the parameters, the residual sum of squares
(b.158), end the residual variance, (L4,15b), of the soundings for the auto-
regressive processes of orders 1, 2, ..,, 10. Figure 5.5 shows the residual
variance plotted against the oxder and also chows that the minimum residual
variance corresponds to an auvoregressive process of order two, Therefore,
atfecond order autoregressive process will give the best fit to the filtered
6“" day OI data. Using the procedure discussed in Section 4.0, the estimates
of the true state-of-nature of the parameters of such & model vere found to
be:
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A = 0,409,

and
% = 0.255,

Thus, the autoregressive model for the filtered &N day data 1s;
Wy = 004 & =409 (wy_y=.00k) = .255(wW,_g=+0Ck) + 2z, (5.1)

Note that the parameter estimates satisfy the condition that they must lie
within a unit cirele.

5.3 Diegnostic Check of the Autoregressive Model

Inserting the backwardgfilter:
X -2x,_1+x‘_t = W,
into the filtered model (5.1), we have:

1:: ~2Xgag+Xy = e OOk = = HOI(Ry_y =BX,_ g%, .=+ 00)

-.255(&_:*23&_34‘&_‘-.00)4)4- z‘ (5.2)

Simplifying equation (5.2) we obtein the “srecasting model for the 6%h day
0I data:

B = 2006 + 1591 xy.y~.h3 Xy_gt o Lxg_5=e255 X,.q4Z, (5.3)
For simplicity, we write equation (5.3) as follows:

Q = ot P X -1 0¥y gttt Kooty Xy gty (5.4)
where:

® = U(1-8,-6;) = .006

@ =24+ = 1.591 }

mg 'an'ea'l = _‘h36 (5‘5)

% = a;-a(?. - -l

o =Ty = -.255

To simulate x,, we use (5.5) set the unknown vaiue 2, equal to its uncondi-
tionel expectation of zero, end assume the values X,_,, X,.g) X4-3, nd X, _,
are known. Figure 5.6 shows the simulation of the observed series,
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%, t=1, 2, ..., 85. We obtain the residuals by subtracting the modeled
peries from the observed series, thet is:

1“ = xt -?‘, t's, LN} 85 (516)

The residuale start at time slot 5, and r, = ry = Ty = r, = 0. That is, it
18 necessary that the first four velues of the date be known and thut fore-

casting begins at the next time slot. The residual sum of squares was found
to be:

£ %= 190 (5.7)

The behavior of the residuals approximates that of a purely random process,
where their sample autocorrelation funetion should be effectively zero.
Figure 5,7 shows that we have developed a gond model for the lonospheric
goundinge over & 60Km path.

Since n is sufficiently large, the sample aubtocorrelation function,
r .(k) 1s approximately normal with mean zero and variance 1/n, [3]. The
sTandard deviation of r,, (k) vas found to be 0.11 and the 95% confidence
limits for r,,(k) of the residuals is:

r,, (k) £ p.11 (1.96)
or:

Pr(r,, (k)-.22 £ p_, (k) < r,, (k) + .22] = .95,
or see Fisure 5070

5.4 Forecasting and Updating

The fitted model:

A
Xy =t t O X X gt Xy la i Xy Lyt 2,

mny be used to forecast future values of the observed serles ?t » To forecast
ahead for a lead time, *, ve have:

A
ag T ot Xy ape1tOpXy pg-attaXy s -s*mtxu‘-c”‘u‘ .
The minimum mean square error forecast is given by:
EN( R L ST L ey
To 1llustrate how one may update the forecasts for a slot time t,(origin)

suppose that a new piece of date , x,,,, becomes available. With the origin
at time slot t+1, we update the forecast by:

Jx\tﬂ(,) "Jx\t(."l) + alzgu’ I=12 ..., 10

where: 2y, = X444 2 (1) and * is ae described in Section L4.O.

’
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Table 5.8 shows the forecasted values of the 6th day oblique

incidence geries for 1, 2, ..., ll time slots ahead at origin t=59 elong with
the 50% and 95% probability limits. The actual velues of x, are shown for

comparison, but these values are not actually known when the forecast is
made., It also shows the updated forecast for 1, 2, ..., 10 time slots ahead
at origin t=60. Note that the updated forecast is an improvement over the

or:.gina.l forecast at every lead time.
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RESIDUAL VARIANCE OF THE AUTOREGRESSIVE
MODEL , CRDERS |-10, OF THE 6th DAY
OBLIQUE INCIDENCE CRITICAL FREQUENCIES
FOR THE 60 Km PATH, FORT MONMOUTH,
N.J. - FORT DIX, N.J.
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6. A MOVING AVERAGE MODEL FOR FORECASTING MEAN VERTICAL INCIDENCE
BOURDINGE FOR THE 60 RV EXPERIMENT

—

In this section, we shall illustrate the fitting procedure
discussed in Section 4 by formulating a difference equation for the mean
vertical incidence soundings for the 60 Km experiment. More specifically,
we shall it a moving average model to the 85 observed values of the vertical
incidence dats, each of which is the meen of nine cbserved soundings taken at
specific time slots during the period of the experiment.

6.1 Identifying The Series:

A plot of the data, x,, t=l, 2, ..., 85, is shown in Figure 6.1.
The visual interpretation of the time series is that it exhibits none
stationary properties. To substantiate this, we calculated the sample auto-
zorrelation function. Table 6.2 shows that the sample autocorrelation does
not dampen out very rapidly. Furthermore, Kendall's tau test, [5), for trend,
was applied and, at the 5% level of significance, we confirmed the fact that
the ionospheric dsta was not in staticstical equilibrium.

A first difference filter:

Yy m X =~ Xy, t=], 2, sy 85

and a second difference filter:

V‘ =Xy - 2)(‘_1 + x‘_‘, t= l, 2’ se sy 85,

were applied to the original data. Using the second ovder difference filter,
the sample autocorrelation function, shown in Table 6.4, dampens out more
rapidly than if the first difference filter (shown by Table 6.3) were used,
Also, the values of Kendall's teu are -6.27h and -0.539 for the first and
second difference filters, respectively. Thus, at the 5% level of signifi-
cance (z g = # 1.645), the second difference date indicates that the VI
sourdings are in statistical equilibrium.

6.2 Fitting the Moving Average Model:

Using the maximum likelihood method, we estimated the parameters
of the moving aversge model for orders up to five, and then we computed the
residunl variance for each order. As indicaced above, the criterion for
gelecting the order of the process which gives the best fit to the mean
vertical incidence data will be the oxder which hes minimum residual
variance.

Figure 6.5 shows that the minimum residual variance for the moving
average process will be given by order two. Hence, a second~order moving
average process will give the best 1'it to the filtered series, w,. The
parameters estimated for this model were found to be:

=0.0,% =0.58, and By = -0.12
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Note that the invertibility conditions discussed above are satisfied by the

estimates of the parameters. Thus, the moving average process that charac-
terizes the filtered data is:

{:: =2 -.582_, + .12 2y.g

6.3 Diagnostic Check Of The Model:

To determine the adequacy of the fitted process, we must simulate
the cbeerved series, and then calculate the residuals to see if they behave
as a purely random process. Recall thay in order to use the above model,

+» to simulate the obeerved ceries, x,, we must make use of the '"backwards
filter" which depends on the original filter employed to trensform the
observed soundings. Hence, inserting the backward filter:

% - Xy t Xyog =W,

to our model, Q, we have:
Q = 2%, - X_gt* 2 - 258 zyoy + .12 Zyag

Setting the unknown values of z, equal to their unconditional expectation of
zero, vwe begin the simulation by initially assuming x, and are known; to
simulate x,, we assume x,., and x,_» are known. Figure 6.6 shows the
simulated series along with the originel deta.

To check if the residuals behave as a purely random process, we
calculated the sample autocorrelation function, r, (k), of the residualsyfor
l1ags k= 1, 2, ..., 84. Figure 6.7 shows that r (k) indeed dempens out
rapidly.

Since the total number of ionospheric soundings is sufficiently
large, n = 85, r, (k) is approximately Gaussien with mean zero and variance
i/n. The calculated value of the standard deviation of r, (k) was found to
be 0.11 and the 95% confidence limits sre:

r“(k) + .22 .

Figure 6.7 shows that none of the sample autocorrelations of the residuals
are outside the above confidence limits.

6.4 Forecacting And Updating:

_To forecast ahead "§" slots with the above moving average model,
we have:

QH‘] = 2y +-1"%g g2 4] -.582, -1 122, g-g °

The minimum mean square error forecast is given by:

A
x\(l) = axu,'-:"xug-g“sezuk-z""lzzu -2

i e it e e !
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Using 9.( ‘) $o forecast lead times greater than two, the model becomes:

THEEL T S

{

.
:
;

S
. ’t(’) - 2"\-0'-1"‘_“[-: ’ l'>2 .
Note that the forecasted values will not depend on previous errors, z,.

: To update the forecast mede at origin t, we assume that a new DR
ionuspheric sounding, ¥ ,,; has been realized. Now, with the origin at t+1,
it¢’ may update the forecn% using: '

[m (!) - ﬁ(“"l) + elfxnx""‘: 7,

vwhere the 0( are as given in Section ki,

Scch pess Logh laupns

_ Table 6.8 shows the forecasted vmlues of the date for 1, 2, ..., 5
time slots ahead at origin, t = 40, along with the asuociated 50% and 95%
confidence limits. The actual values of the observed series are shown for
comparison, but they were not acturlly known when the forecast was made. The

table also shows the updated forecasts for 1, 2, 3, and U time slote in the
future at origin t = 41, '

e

3151 - g a A=t e W i e, k. ..
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T. SUMMARY AND CONCLUSIONS

Oblique incidence (0I) and vertical incidence (VI) fonospheric soundings
were cbtained as descridbed in section 2 over 60 Km, 200 Km, and 500 Km
distances. The mnin cbjectives of these experiments vere to develop a fore-
casting model to predict short-term future icnospheric condiiions for these
specific distances, knowing VI data at a parucmr time, and to estimate .
equivalent OI data over the arve of interest. In view of these experimental

investigations, over the paths specified, the followving results vere obtained . . . . .. . . ;
. 8long with the related conclusions: -

(s) It was pointed out tlat the widely accepted approach (secant
lav) of estimating equivalent OI from VI date for what are considered tactical
Fiald Army distances (especially at 500 Km), does not give the desired
accuracy for practical use within the Fleld Army area of ruponsibiuty.

() A table has been formulated (p. 8 ) which shows that at the

thru distances investigated, there exists a very ntm lincar dependence
betwesn observed OI and VI data.

(¢} In viev of the strong linear dependence demonstrated, linear
regression models were developed for all three distances. More specifically,
tvo regression models were developed for each of the distances investigated
(and also for each of the reciprocal patha), namely, one for & specific day,
chosen at random, and ons for the overall wean of the observed data.

(d) It has been shown 4o “fction 3, that one can obtain an excel-
lent estimate of the equivalent OF data at a particular time slot, for a
given path, knowing the VI informstion.

(e) PFor each of the linear regression models developed, ve gave
95% confidence intervals., That is, we are 95¢ certain that these bounds
contain the true state of nature vhich we have estimated.

(f) One could use the graphical presentaticn of the regression
models (pp. 10-21 ) to estimate equivalent OI data. For the experiments

performed, these results can be directly compared to the actual observed OI
Jdata,

() One of the needs of the tactical Field Arxy for more effective
H. F. communications, is to develop a system to forecast the VI soundings at
specific times in advance for specific distances. Having such a forecasted
value at a particular time, one cea? Jaisert it into a regression model to

obtain an estimate of the ecuivelent 0@ aoundings at the same time in
advance.

(h) 3in view of the above need, a precise procedural approach
(Sections 5 and 6), utilizing time series snalysis techniques, has been
given for the development of such forecasting models.

(1) A complete analysis using the sbove procedure was carried out
for the 60 Km experiment. It was chown that both the OI and VI soundings

vere non-stationary stochastic realizations and filtering of the data was
necessary.
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(3) An mt.dregrenive model was developed for forecasting OX
soundings over & 60 Km path. This resulted in the following difference
equation: . S )

?‘- -m + ll591 1‘_;-.‘&36 x'-’ + .10 &_,-.255*‘_‘ .

~ One can utilize this model to forecast the OI recording at 1, 2, ..., k time.
slots in advance. It is necessary that we have four (4) initial values of
the experiment.

(k) A method his aleo been given where the model casn be updated.
That is, if additional intormation becomes available, it can be utilized to
improve the forecasted values for many time slots in advance,

. (1) A tadle has been formulated (p. 41) where we utilized the
autoregressive model to forecast 01 data up to ten time slots in advance.
Alsp given are 504 and 95§ confidence bounds of the true state of nature
associated with this physical phenomenon.

{(m) A aversge model has been developed for forecasting
vertical incidence (VI) icnospheric soundings for the 60 Km experiment at
the Fort Monmouth terminal. -

(n) As was the case with the O data, the VI data exhibited non-
stationary properties, A second order filter was necessary to transform the
data into statistical equilibrium.

{0) The moving average model vhich characterizes the VI soundings
is giveﬂ by: ~
X, = PXyoyoKyagm <5020, + 1224 .

One can utilize the above model to obtain a VI valur at a given time slot in
the future, and by using this value in the corresponding linear regressiun
model, we can cbtain the necessary future estimate of the equivalent 0I
sounding.

(p) The sample autocorrelation function of the residuals, that 1is,
the actual value minua the forecasted value, was calculated, It dampened
out fairly rapidly, which indicates the effectiveness, in terms of accuracy,
of the proposed model.

{q) A table has been given(p. 52) vhere the nmoving aversage model
has been utilized to forecast VI data, 1, 2, ..., 6 time slots in advance.
Also given are the 50% and 95% confidence intervals.

The findings and the models that have been developed in this study can
be utilized by the tactical Field Armmy for the approximate distance involved
upder similar circumstances of geographical location, seasonal effects, and
gecmapnetic activity. This is not to say that the models could not be revised
80 that they could be universally used for this tactical distance.

The authors are presently involved in formulating statistical forecasting
models for the 200 Km and 500 Km experiments,
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SOME PROBLEMS IN TIUE DESIGN OF
TESTS TO CHARACTERIZE IR BACKGROUND TRANSIENTS

J. S. Dehnej J. R. Schwartz; A. J. Carillo
. Combat Sirveillance and Target Acquisition Laboratory,
- US Army Electronics Commands Fort Monmouth, New Jersey

TERTTRRE AT P s
’

- - ABSTRACT -

b M Gt

Ultimate development of military weapons flash detection/location equip=
3 : ment is hindered by a lack of enginesring data characterizing the AC
component of the infrared background,

Experimental determination of the needed data has proved very difficult
4 due to problems in conceiving of an experiment which can separately

3 : measure all the AC background components (e.g. background changes are
indistinguishable from atmcspheric turbulence, ete). Without such
separation vf effects, it is impossible to reduce results to terms

of engineering interest,

Reqdifounntl_on the needed data and experimental equipment, and pro-
cedures are discussed,

INTRODUCTION

Military requirements exist for aystems to detect and locate h
ordinance of various types, In recent years several possible, solutio
4 to the problem have been investigated, The detection and location of _
] weapons by their muzzle flash has proved to be the most feasible approach,
Recent studies have shown that staring systems, operating in the near in-

frared, are superior to other proposed approaches to flash detection/loca=-
tion.

The detection capabilities of such systems are limited under daylight
conditions by the AC component or transient nature of the background radi=
ation, Several difficulties have been encountered in our initial attempts
to characterize this phenomenon.

4
|
|

These difficulties seem to involve two distinct problem areas for
which outside aid and guidance is sought, First, we lack a theoretical
explanation of the phenomenon under investigation., Without such a
theory it 18 difficult to design definitive wmeasurement experiments.
Second, we need advice on aviilable data reduction procedures to insure
the generality and utility of our data.

[ SO ST

e 3
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’ Ducrigtion of Staring Mlash Detection System

" A simple flash detection system consists of aptd.on, a photodntootor,
and uaochud electronics. -

The optics. colloot 1ight and focus it on the photodetestor. The
ratio of colleoting area to detector area detemmines the optical gain.
. The physical dimensions of the detector and. the fooal length of the ope
tics fixes the field of view of the system. Targets outside this field
of visw are not imaged on the detector; hence are nct detected. An
optical filter is used to pass light within a specified wavelength
region (the optical passband) and to attenuate all other vavelengths.

The photodetector provides an electrical output which is propor-
tional to the flux density of light (irradianoce) mmm on. it.

Thruhold detaction electronics for such systems may bo qu:l.to ome
plex. The simplest version would include an electronic filter cirouit
and a threshold detector. The eleatronic filter is used to opiimise
the signal to noise ratioe. Spurioul noise signals generated by the .
background or the photodetector are to be attenuated as much as pou:l.blo.
Many well known oriteris are available to guide filter design if the
statistical natures of the signal and noise are known.

The threshold detector passes only those signals which satisfy a
given detsction oriteria. The simplest of these conditions is that
the output, of the detector exaceeds a threshold level. Howsver, detec-
tion criteria cun alss be very complex. It is possible to dnirx
discrimination electronics, if the statistical naturea of the signal
and noise are known.

It should be noted here that since we are only interested in
deteciing transients, the photodetector is AC coupled to the eleotronics
to allow detection against any constant intensity background.

Requirements for System Modeling and Degign

The probability density function of the noise, at the input te .
the threshold dstector, detemines the threshold settings required 1
to produce a given level of performance. Similarly, the power spec-
trum and time correlation function of the noise, at the input of
the electronic filter, determines the passband of maximum signal to
noise for a given asignal.
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The noise input to ths filter is a sum of two components. One
component, the dark noise of the detector and electronics, depends
entirely on the type of detector and circuits used, The characteriss
tics of this component may be estimated from knowledgze of the detector
material and oconfiguration and a circuit dlagram, They may also be
measured for any completed device. If compensation for varying de-
tector/circuit temperature is allowed, these characteristics are con-
stants of the device. T e

The other component of the noise is caused by the random or
pseudorandom fluctuations in the irrediance striking ths optical fil-
ter. The portion of these varying 1light levels within the optical pass-
band of the filter is passed on to the optics which images it on the de-
tector. The detector converts it to variations in its output level.
These unwanted fluctuations are passed on to the detection circuits.

At this point, they combine with the dark noise to mask the weapons
signals we wish to detect snd produce false alarms. It is these Zluc-
tuations in light intensity that we must characterise and include if
We are going to predict system performance. :

Thers are two broad categories of phenomena which cause the fluc-
tuations in light intensity. Variations in the amount of light reflectad
from the terrain cause changes in the background. Examples include
sunglints from water, shadows of passing clouds, and waves on tall
grass in the wind. Changes in the atmosphere also produce variations
in the amount of light reaching the optics.

It 1s important to keep in mind the differences in these two phe-
nomena. The total changs in the terrain itself can be ussumed to bs
the total of all the changes in all the individual components of the
terrain, Variable refl ctions off terrain have definite magnitudes
and spatial characteristics at their sources. For instance, a sun
glint off water has a definite optical spectrum, temporal signature,
intensity, and a limited spatial extent at ithe wave which creates it.
These variations will decrease in magnitude and may change in other
ways with the distance to ths partioular background disturbances causing
them.

Fluctuations caused by turbulence in the atmosphere are not so easy
to deal with. For instarnce, it is not at all clear how the intensity of
such fluctuations change with distance to the limit of the field of view.
Furthormore, since the light from the terrain must pass through the
turbulent atmosphere, it is clear that the two types of noise are con-
volved not added,

The problem, then, is to measure the fluctuations of light induced
by variable reflections off the terrain and a turbulent atmosphere.
The statistical characteristics of background noise must be known for
any set of system and background conditions.
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We must be able to estimate such things as the probability density
function of the background noiss. Its power spectrum and time correlation
function also must be known. In addition we must know how these charac-
teristics change with various optical passbands and fields of view,

Some detection systems conoepts are susceptible to variation in the
shape of the imags of the disturbance on the detector. Tharefore, we
must know the shaps and sine of the source of the light fluectuation.
This information would be bemeficial in-distinguishing between terrain
and atmosphere induced variations. We would also like to detemine
whethsr any classes of background transients exist which exhibit similar
temporal or spectrum signaturea. If such classes do exist it would be
important tu determine the statistical nature of their signatures so
that possible disorimination schemes could bs evolved.

tting the Data
t on_Done

To date very little work has been done in this area. The most
closely related field of active endeavor has been the effects of atmos-
pheric turbulence on beams of light. Most of this work has been directed
tovard investigation and explanation of beam wander and non-uniform light
intensities associated with the transmission o% such beams through the
atmosphere,

Perhaps the single most conprehsnsive work in this area is that of
V. I. Tatarski of the Inatitute of Atmospheric Physics, Academy of Soiences
of the USSR. In his book "Wave Propagation in a Turbulent Medium",
Tatarski attempts a thorough theoretical explanstion of the phenomenon
of atmospheric scintillation. This is the phenomenon which causes the
twinkling of the stars. He also attempts to establish agreement between
his theoretical and experimental results.

Several others have made photographic studies of the shapes of sha-
dow patterns produced by atmospheric scintillation on a beam of light,
These studies show amorphous durk patterns which move across the beam
with & velocity approximately equal to the component of wind velocity
in that direction.

It is important to note here that such studies are of limited appli-
cation to staring systems. Seintillation experiments measure tho tem-
poral and spatial variations imposed on an unmodulated beam due to trans-
misaion through the turbulent atmosphera. As such they are only appli.
cable to a single point source of radiation at a known distance from the
detector, Furthermore, the nature of these experiments is such that
light sntering the detector from points other than the experimental source




is rejected or ignored. _ Thus the concept of field of view does not apply.

A staring dstection system may be considered as a mosaic detector
located in the focal plane of collacting optics. Bach elemental detector
.has a specific field of view. The total system field of view is the sum

of the elemsntal fields of view. It is conceivable that both spatial ' ;
‘and angular correlation functions are involved in characterizing backe. - - : Co
_mund‘ un nudmtiona. ) ;

; Finally there is a very great difficulty in analysing radiometric

: data of this nature. PFor although it is clearly possibles to measure

| spatial, angular, and time correlation funotions, prodbability density

; ) functions, and pover spsctral of signals from a mosaic of detector ele-
nents, there is no obvious way of separating the effects of terrain and
those of the atmosphere once the data is taken. In fact, we do not P
now understand how two convolved effects can be "unconvolved" or
separated. ) :

This difficulty is also increased by the fact that the noise of the :
measuring system is included in such test results. Nomally, to avoid
such difficulties one marely makes the measuring equipment many times
more sensitive than the detection equipment. However, in this case, the

£ detection squipnent is already pushing the theoretical limits of sensi-
tivity for aquipment of this type. Thus, the best measurements whioch
oan be made must sithsr be made under extremely noisy background condi-
tions or with a low background signal to system nolse ratio.

PCRPE ST

Our Work to Date j

. « large part of our time and effort is spent measuring gun flashes. 3
f These measurements are made with radiometers which are quite similar to
; staring detectlon systems. When we noticed very noisy background con-
ditions we recorded the resultant signals for 30 seconds or so, We
then recorded an approximately equal length of data from the radio-
meters with the input aperatures completely bloocked.

r Our intention was Lo consider the differences in the power spectra
of the two sets of data. The difference, it is hoped, will yield the
power spsctrum of the background (terrain plus atmosphere) component
less measursment system nolse. Thus, stationarity of the measurement
system noiase must be assumed. Presuming both background and system
noise to be ergodic makes any measurement of the probability density
funetion much simpler. However, it is not clear at this time what
rational basis might be used to separate the effects of system noise
from the probability distribution. This is complicated by the fact

U SO
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that the AC coupling tends to bring the means of all such functions
to seroc, '

Since we used single. detection radiometers esch with a different
optical passband no spatial or angular data is availadle. Nor is any
attempt being made to separate atmospheric effects from those of the
terrain, : S .

- e e e

. We-ave currently endeavoring to design equipment more nearly
suited to these type measurements. This equipment will be based on
: an umisual detector developed for us by Minneapolis Honsywell. The
3 . dstector 1s made of two layers of thres bars each. The bars of the
3 upper layer are at right angles to those of the lower layer. The
layers are held together by a transparent insulating epoxy.

The two detector laysrs are made in such a way that the top layer
1 responds to and absorbs one set of optical wawvelengths while it is
b transparent to the wavelengths to which the bottom layer responds.

-

With this deteotor it should be possible to measure the angular
correlation function over a 3 element spacing. This could be done in
two optical passbands simultaneously and in ‘the same field of view
and from the same location. With such information we hope to begin
trying to separate the effects of terrain from those of atmosphers.

It seems knowledge of the angular sise of the disturbance may allow

us to ssparate those sffects produced by wide shifts of meteorological
conditions across the field of view. If detector arrays with more ele-
ments become available it should be possible to use visual sightings
of events within the field of visw to ald thia separation effort. How-
ever, since the two componenta are convolved within any elamental
field of view we know of no way to complete this process.

Summary of Needs Thus & summary of our needs tc complete the design of a
successful experiment includes:

1. Some means of "unconvolving" two effects when some characteristics of
one or the other are known or can be surmised.

2, Some means of eliminating tle effects of measurement system noise from
probability density functions, power spectra, etc of the measured data,

3. A means of measuring or inferring the physical shaps of the image of the
disturbances on the detector.

4, A theoretical treatment of tha problem to allow overall guidance of the
experimental effort.
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Summary of Needs

Thus a summary of our needs to complete the dasign of a successful
exporiment 1noludest

1) Sm means of "unconvolv:lng" two effects whan some clurlcur-
..istios of -one- or the other are known or can be surmised.

2) Soms means of eliminating the effects of measurement system
noise from probability density funotions, power spectra, etc of the
measured data.

3) ' A means of measuring or inferring the physical shape of the
image of the disturbances on the detector,

L) A theoretical treatment of ths problem to allow overall
guidance of the experimental effort.
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THE ANALYSIS OF A SUCCESS-FAILURE TIME SERIES WITH AN
E o APPRECIABLE NUMBER OF MISSING OBSERVATIONS

Robert P, Lae
Atmospheric Sciences Laboratory
White Sands Misaile Range, New Mexico

B e -ABSTRACT, - The calculation of the power spectrum of a time series ) 'é
l whogse elements were either "success" or "failure" and where an appreciable

number of the elements were missing is reportad,

o

INTRODUCTION. This paper is the result of a request for a power
spectrum analysis of a time series derived from surface meteorological
data which had been collected hourly over ahout 19 years at White Sands
Missile Range. Briefly, if certain wind, relative humidity, and time
of day conditions were met and the visibility was less than a certain
number of miles, the day was to be considered a success, A day vhich
§ was not a success was labelled a failure unless no data was available
! for that day, Of the 6909 elements of the time series, 1641 were
succrsses, 4784 were failures, and 484 were missing.

Gk

Bl it i il ¢ ;..

An examination of the data revealed that the missing elements were , i
1 in general quite random, except for about four years near the middle

of the time span during which very little Sunday data had been recorded,
The Sunday data that was recorded showed what appeared to be a sig—
nificantly higher percentage of pluses, indicating that the Sunday
data during thias period might not match the rest of the time series.

|
|
: PROCEDURE, A plus one was assigned to a success, a minus one to a 1
failure, and a zero was used as a key to the missing elements, Subtracting
the mean from each of the data pointa and dividing by the standard
deviation scaled the time series to unity variance with zero mean,
F The series now contained 1641 elements with a value of 1,71 and
4784 elements with a value of ~-,59, and as before 484 elements missing.

The first 197 autocovariance coefficients (1) were calculated from
the equation

6909~k
'ﬁ A = _";k _121 Xy Xypg s k=0, 1, 2, & . o, 196

e i et s i b S 7

where Pk was the number of pair products present at lag k. (The value of

:
196 for the maximum lag was chosen, after several trials, because the i
exact reciprocal of 7, 14, and 28 days would be among the resulting '
frequencies,) The finite cosine transforms of the autocovariances were
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smoothed using a three point filter (spectral window) having the weights
«25, .50, .25 producing the power spectrum shown in Figure 1, There are
two very obvious pelkn at frequencies corresponding to periods of

(1) 7 days and (2) 3 !/, days. Tha one labelled (3), almost indistin-
guishable in the noise, corresponds to a period of 2 !/3 days and is

in harmonic relationship with the firesr two, Since the time seriss had
unity variance, the sum of the power at all frequencies was unity,

and the power axis is so scaled. About 18% of the total power is in

the four lowest bands, - o T

A suggestion was made that the missing data ba filled in with pluses
and minuses drawn randomly from a population having the same proportion
as the original data. Since the background noise was already high, it was
agsumed that the additional noise introduced by this procedure might not
be noticeable. The resulting spectrum is shown in Figure 2, Exactly
the same frequencies are still the predominant ones, In fact, the
spectrum is almost unchanged,

As a final test of the effect of the missing data and to eliminate
any possibility that bad data taken on Sunday had influenced the results,
all the Sunday data points for the entire 19 years were changed to
blanks. The resulting spectrum is given in Figure 3, Peak (1) has been
sharpened some, peak (2) is almost unchanged, and peak (3) is now in the
noise,

DISCUSSION, It is obvious, once it is pointed out, that it is possible
to wipa out points arbitrarily from a time series and still, using the
cosine transform of the autocovariances, obtain almost exactly the same
power spectrum, If the missing points are representative of the entire
set, the autocovariances, and therefore the power spectrum, will be
unchanged. In this case, removing the questionable data served to
raise the peak corresponding to a period of 7 days,

Two very valuable papera on the material covered in this paper have
been written by Dr., Richard H, Jones, now with the Department of Information
and Computer Sciences, University of Hawaii (2,3). They contain detailed
mathematical derivations of the effect of missing observations on the
variance of the spectral estimates, approximate degrees of freedom, etc,

It is to be expected that a large percentage of the energy present
would be in the very low frequencies corresponding to periods of one
year and greater, thus complicating the analysis at higher frequencies,

CONCLUSION, The power spectrum calculations show 2 predominant
amount of power at frequencles of one cycle per year and lower, From
neteorological experience, periods of 3 !/, and 7 days are known to be
very reasonable, The results of this paper show that & time series
whose clements take only the two values "success" or "failure" is no bar




to the, cnleulucion of a reasonable pow-r spactrum, even though an appreciable
number of the obnnrvationl are nilling.

1.

‘2,

3.
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