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DPG WIND TUNNEL MODIFICATION AND EVALUATION

E.G., Peterson, E.E.Covert, D,L. Hansen
Deseret Test Center, Fort Douglas, Utah

ABSTRACT., The wind tunnel facility at Dugway Proving Ground, Utah, has been
used to calibrate chemical samplers, The samplers were challenged with an agent
generated by a particular munition., The wind tunnel has been modified to improve
the reliabilicy of the calibration procedure, Thus, the tunnel could be used
primarily as a facility to calibrate sampling apparatus, The following steps
were taken to eliminate or reduce as many of the uncontrolled variables as possi-
ble from the calibration procedure,

a, Speed rings were installed to determine the wind speed in the test
section,

b. Nonuniformities in the wind stream were reduced by modifying the tunnel
inlet section. It was extended 3 feet to hold a set of plastic tubes that serve
as flow straighteners. Immediately downstream to dampen out small-scale distur-
bances, This installation consisted of two screens about an inch apart. These
modifications reduced the fluctuations in the ind speed at the test section
from 20 percent to less than 1 percent. The nonuniformities were reduced from
7 to about 1 percent, -

¢. A turbulence grid was placed 6 inches downstream of the last copper
screen to mix the agent with the air during its passage from the generator to
the test section., The intensity of the turbulence produced by this grid is
about 50 percent near the point where the agent is introduced and about 2-percent
turbulence at the sampling plane.

d. An isokinetic sampling probe was designed to operate at any wind speed
in the tunnel. By controlling the pressure difference between the inlet to the
isokinetic sampler and the free stream, the inlet velocity ratio of this probe
is held at unity, within experimental error, The test results indicare that
the isokinetic probe operates in the design mode, Consequently, this sampler
was used as a standard to determine the sampling efficiency of all glass impinger
(AGI), the British chemdical impinger (CBI), the snoot sampler, and the chemical '
impinger (CI) using CS 233 the agent. : . o e o e L

FOREWORD, This study was conducted as authorized in letter AMSTE-TS-M, U.s. '?
Army Test and Evaluation Command, Aberdeen Proving Ground, Maryland, 18 September
1970, subject: Wind tunnel Modification and Evaluationm.

g Vet

Deseret Test Center was responsible for the conduct of the study and ;
preparation of the report.

The engineering and technical efforts of Mr., K.R. Lind, Mr, Charles Warnecke,
and Lt, C,E, Sperry were greatly appreciated during the modification and evalua- u
tion period,

The remainder of this article was reproduced photographically from the ~ﬁ
antkh-~'g manuscript, 3
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SECTION 1. SUMMARY

3

1.1 BACKGROUND

Prior to conducting field tests, chemrical samplers must be
calibrated and checked to determine their efficiency and their ability
.to collect the particular agent to be disseminated. The efficiency was
based on the concept of a mass balance, In the past, the extsting wind
tunnel facility at Dugway Proving Ground (DPG), Utah, has been used to L
perform this function. The calibration data obtained from these tests ,,//'
have beeu analyzed. The results indicate that the tunnel facility had -~
many uncontrolled factors that limited its usefulness. Nonuniformities ‘ -
in the wind stream and agent concentration were considered to be the
main contributors to the uncertainty of the results. An attempt was
made to average out the uncontrolled factors by using R.A. Fisher's
latin square method. This method improved the calibration procedure,
but only relative efficiencies could be determined. The procedure be-
cap~ more complex with the introduction of pyrotechnic munitions such :
as che XM~-100.

In April 1970, a meeting was held to determine the Future
requirements of the DPG tunnel. It was decided that no testing would Ge
done in the tunnel until it has been evaluated and modiffed to eliminate
uncertainties caused by the tunnel flow itself. The effectiveness of
the modification was assessed in two ways: (1) by the uniformity and )
steadiness of the flow in the wind tunnel and (2) through the use of an ;
isokinetic sampler. The isokinetic sampler could also be used as a i
standard in determining the eificiencies of field samplers. The con- '
cepts involved in the isokinetic sampler are consistent with the work
. done at Suffield and Porton.‘?»?

R

¢ : T

1.2 OBJECTIVE

The objective of this project was to evaluate the existing
DPG wind tunnel and, if necessary, modify it for use as a primary sampler .
Ucalibration faciiity. The base Iine or reference to compare the per~ o
formance of the modified tunnel was the existing tunnel. - If necessary,
procedures would be developed to determine ccllection efficiencies of
chemical samplars in the tunnel.

1.3 CONCLUSIONS

1.3.1 The wind speed profile across the sampling plane in the
test section can be made uniform to about 1 percent.

1.3.2 Fluctuations in the wind speed were reduced to below 1
percent. They were as high as 20 percent before the modifications.

-392-
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1.3.3° No further modificactions to improve the*uniformityfbf the
air stream are necessary until other uses of the facility require a

lower level of turbulence in the air flow or until it becomes necessary
to conduct tests in any kind of weather.

1.3.4 The isokinetic sampler can be used as a standard for
calibrating field samplers. Care must be taken to make sure the pad
used in the 1isokinetic sampler does not overload. This can be checked
by recording the unbaiance in the pressure difference between the inlet

plane of the sampler and the static pressure in the test section during
the calibration.
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- As shown in Figure 2, this section was constructed as a sepatate unit
.and could be rolled back from the existing tunnel entrance. The lcuvres

SECTION 2. DETAILS CF STUDY

“3.1 SCOPE

The project was divided into two phases. The purpose of
Phase II was to provide a standard probe and calibration. Phase I
consisted of evaluating problem areas in the tunnel facility, making
corrective modifications, and running control studies after each modifi-
cation. Phase II included developing the isokinetic sampling probe,
validating the isokinetic probe, irstalling a turbulence grid for mixing
purposes, and comparing the standard probe to other samplers to determine
sampler efficiencies.

2.2 PROCEDURES

2.2.1 Preliminary Evaluation

The preliminary evaluation was that the air flow in the tunnel
could be improved enough to calibrate chemical samplers. The concept of
a standard probe in a low-turbulence air flow was based on the use of
an isokinetic sampler. This would be used as a reference in determining
the efficiencies of field samplers. This concept 1is consistent with
work by H.H. Watsoi of Suffield K.R. May and H.A. Druett of Porton,
and J.E. Mayhood.

(3)

2.2.2 Modifications and Results

© Each modification shown in Figure 1 will be discussed in
derail. -

2.2.3 Tunnel Inlet Modification : o

The wind shield was moved back 9 feet to allow for the con-
struction of the flow-straightener section at the tunnel inlet. The
flow~straightener and dampening section was designed to remove the un-
controlled large velocity fluctuations at the test section of the tunnel.

that were located on the old entrance were removed and relocated on the
new entrance of the strdightener section to provide limited control over
test-section velocity profile. A set of plastic tubes with inside
diameters of 1 inch and lengths of 30 inches were installed 4 inches
downstream of the louvres. These Lubes serve as flow straighteners and
average out large gusts of wind. A layer of 18-mesh ordinavy copper
window screening was installed immediately downwind of the tubes. A
second screen was located about an inch downstream from the first.

These two Screens are used to further break up the surviving eddys and

-394~
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dampen the intensity of turbulence downstream from the plastic tubes
according to the relation‘®’ ‘

A

Ua'/Uy " = 1/(1 + k)2 Eq. (1)

where 1 and 2 refer to stations ashead of and behind the dampening screens,
-U' refers to the root mean square velocity fluctuation, n is the number
of screens, and k is the pressure-drop coefficient for one screer. For
" 18-mesh screen, k has a value of 1.0 at 10 miles per hour,

Equation (1) can be used to show that the two screens have

the effect of reducing the turbulence downstream from the tubes by s
factor of 2.

2.2.4 Test Section Instrumentation

Sixteen pitot tubes were installed in the center of the test
section. The test section is located at the standard sampler plane, as
shown in Figure 1. The pitot tube configuration (Fig. 3) was used to
measure dynamic pressure profiles across the test section before and
after the new inlet section was added to the tunnel.

. 60" >

® ©@ © 6
© O O® 06

e e e s

e o ‘

$doeo [*
12" i

© ofo o L

18" 1l

Figure 3. Fitot Tube Configuration at the Test Section (Downstream

View)

4
A

3
%
b
he

-397-

I . L S s
LI ) - g Ter &




e, Poe pon ng:mr*srrd
ST I
4 AFTER SN
e bl -
LN iaigjilaj

................

% IS I GO (R
af SR ”‘\9 M R el ?'f'”’
T N T e R L L Al T
} -‘A‘ v "y T s P | ' 'y ‘ W H A Ly 4 !

Lk
P

4o s P ‘. . o .. [ :
t s . . " N : . . ¥
LR NP T T T T EE R
EEBE RSN [T7TT] BN |
Il v I T .
. (i SED S PENRE N
b B B i ot
| v _

Figure 4. Dynamic Pressure Measurements Before and After Modification

2.2.5 Test Results Before and After Inlet Modification

Measurements taken before and after the straightener-dampening
section was added to the tunnel are shown in Figures 4, 5, and 6. The
results shown Iin Figure 4 are the dynamic pressures measured by the
pitot tubes at a motor speed of 950 r.p.m. This corresponds to about
15 miles per hour. The number shown above each pitot tube reading in
Figure 4 corresponds to the number shown in Figure 3. The data shown
in Figure 4were reduced to velocity, and the results were used to
construct the contours of constant 74V shown in Figure 5. Figure 6
shows the fluctuations in velocity before and after the straightener
section was added to the tunnel. The data indicates that the added
section reduces the velocity fluctuations from 16 to 3 percent at about
‘ 4 riles per hour and 12 to 1 percent at 15 miles per hour., As shown in
Figure 5, the %AV variations were reduced from 7 percent to 1 percent at
about 15 miles per hour. The dynamic pressure data for 250 and 600
r.p.m. show the same trend as Figure 4.
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2,2.6 Turbulence Grid Modification

) A 2-inch turbulence grid was installed about a foot downstream
from the last copper screen. The downstream turbulence decay from a
grid in low turbulence air flow is well known.‘*? The turbulence grid
was installed to introduce uniform large turbulent eddies to promote
rapid mixing immediately downstream of the grid. The lattice was
designed not only to accomplish the mixing by tl.. eddies formed from
the air stream passing through the lattice, but also to reduce the
magnitude of these eddies at a suitable decay rate., This insures that
the introduced turbulence has little effect on the air stream in the
test section, The dimensions of the grid were determined using the graph
in Figure 7.'*) The grid was designed using 2-inch lath slats with
2-inch square openings between the slats. In Figure 7, x refers to
downstream distance from the grid, Vx' is the root mean square cf the
velocity, V¥ is the mean velocity, b is the bar width of the grid, and
the ratio V. /V is defined as turbulence intensity. The distance (x)
from the grid to the test section is about 480 inches, and the bar
width of the grid is 2 inches. This gives an x/b ratio of 240, and ;
when applied to the graph shown in Figure 7, the turbulence 1ntensity
is about 2 percent. The mixing effect can be estimated using the same {
value for b and a value of 8 inches for x. This gives a turbulence
intensity of 40 to 50 percent near the point of release of the agent,
To a2stimate the cloud spread from a point source near the grid, the
Smith-Hays model'®) for isotropic turbulence was used in the form

s f

Using Equation (2) and Figure 7, the cloud spread 480 inches downstream
was calculated to be 1 foot for 1 0 1f the munition were fired down-
stream. In the calibration trials, the munition was fired upstream to
increase the cloud spread.

2.2.7 Speed Ring Description, Installation, and Calibration

The first speed ring was installed downstream from the turbu-
lence grid as shown in Figure 1. The locations of the first speed ring, ¢
second speed ring, and test section will be referred to as positions 1,
2, and 3, respectively. Bernoulli's equation is used to obtain the
relation between the static pressure at positions 1 and 2 and the dynamic
pressure at position 3. The ring at position 2 is placed far enough
upstream of the test section to avoid any effects on the static pressure
measured at that point when samplers are removed or installed in the
test section.

Prem—

Eq. (2)

soa

~av
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2.2.8 Theory of Speed Ring

) Because of a small pressure drop between the 2 speed rings, .
the total pressure at position 2 will be slightly smaller than that at

. position 1. Using ky as the loss coeffici?nc of the section between

rings, Bernoulli's equation can be written'®’

PP+ @ = ps - kiqa +qa Eq. (3)

whcre p and q are static and dynamic pressures, respectively, The mass
flow rate at any location in the wind tunnel is given by

m = pAV

where (p) is the density of the air, (A) is the section area, and (V)

is the mean wind speed. The mass flow rate at positions 1 and 2 are the
‘same, and the relationship between the velocity and cross-sectional area

is given by

Vi Az

a— E . 4
a I q. (4)
The dynamic pressure is defined by
q= _Lva_ » Eq. (5)
2
Using Equation (4), Equation (5) becomes
Q@ = kaqa ) Eq. (6)
where kg = A3 /A3
Likewise, 92 = kaqa Eq. (7)
~403-
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where ky = A3/A3
Using Equations (6) and (7), Equation (3) beéomes

93 = ke (P2 - pa) ~ Bq. (8)
. . : :
(1 -k - ka)k

where ke =

2.2,9 (Calibration of the Speed Ring

K The wind tunnel was operated at various speeds with p; - pa

- and q3 recorded using the Baratron output. The dynamic pressure (q3) was
' obtained using the average of 16 pitot tubes located at the test section.
The results of the cali{bration test are shown in Figure 8,

.16 T T L4 L

3
-
N
]
1

o
@
T
1

Dynamic pressure q (inches of H,0)
o y
3
1
]

0 L I 1 L
0 .02 .04 .06 .08 .10

AP (inches of H,0)
Figure 8. Calibration of Speed Rings
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2,2,10 Velocity Determination

. The mass flow rate through the test section remains the same

“with or without samplers. When samplers are placed in the test section,
the cross-sectional flow area (A;) decreases, and the average flow
velocity at the sampler plane increases. This relation is given by

<

C UV (AgmbAg) = VaAy f Eq. (9)

In Equation (9), Vi refers to the mean air velocity with samplers in

the test section, V4 is the mean air velocity without samplers in the
test section, and M3 is the solid blocking area presented by the
samplers to the air at the plane of the irlet to the samplers, The
mean air velocity without samplers (V,) can be determined by (1) using
the speed rings and (2) using a standard pitot tube centered in the test
section about a foot upstream from the samplers. The velocity Va, using
the speed rings, i{s given by

k ' s
V3 ’<2.521 . 10”‘) (T +P46°) (%) Eq. (10)

where Ap = p, - p, (static pressure differential measured in inches
of water)

g
]

barometric pressure in millibars

air velocity at the test section in miles per hour

o3
.

°

|
L}

temperature in °F
k“- slope of the line shown in Figure 8 (k, = 1.463).

If a pitot tube 1is used to set the velocity at the test section,
Equation 11 is used

2. 1 ‘ T + 460

Vs <a.7o97x10"‘) ( P 9  Eq. (D)
where q, is the dynamic pressure measured by the pitot tube in mm Hg,
and P and T are as defined in Equation 10,
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2.2.11 Operation Procedure to Set Tunnel Speed

The most convenient way to set the wind speed in the tunnel is
as follows:

8. Use the pitot tube to set the speed. ~ « L
b. Measure the barometric pressure in millibars.
¢. Measure the outside temperature in °F,

d. Use Eq. 11 to find the dynamic pressure in mm of Hg for
the given air velocity.

e. Set the dynamic pressure using the dial setting in the
Baratron.

f. Adjust the speed of the tunnel fan so that the Baratron
output needle reads 0 (zero).

g. The tunnel can be operated with outside gusts of wind ;
that do not change the dynamic pressure more than +10 percent. This ;
corresponds to about *0.5 miles per hour in the test section.

2.2.12 ]Isokinetic Sampler

2,2.12.1 Description of Sampler. The isokinetic sampler was
based on a Massachusetts Institute of Technology design. The novel ?
feature. of this design is the static pressure tap at the inlet of the :
sampler. The static pressure measured st the inlet is compared with i
the ambient static pressure to insure isokinetic operation as closely HE
as possible. The sampler is8 located in the test sections (Fig. 1). °
Figure 9 is a detailed sketch of the instrumentation required for the
isokinetic sampler and Figure 10 shows the actual design. The relation-
ship between the average stream velocity (Vo) and the inlet velocity

(V) of the lampler (Fig 9) is given by o C T N ;~.“f~'§

e g L

p et e e

; . ‘ i ‘ V= v N[ﬁi 4 PP e Eq. (12 -
; ’ 99

where pe = average static pressure in the air stream at the test
section as measured by the static pressure ring shown in

Figure 9

qo ™ dynamic pressure of the air stream

p = static pressure just inside the entry orifice of the sampler.
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The MKS Baratron was ugsed to measure the static pressure difference
(Po = p). The static pressure ring shown in Figure 9 failed to operate
as constructed, so the static pressure (p.) was measured using the

" < static pressure tap of the no. & pitot tuBe shown in Figure 3. The

sampler is isokinetic when the aspiration rate of the isokinetic sampler
is adjusted so that py - p = 0. This {s done by adjusting the valve
shown in Figure 9 and watching for the zero bolance on the Baratron.

2,2,12.2 Results of Calibration of Isokinctic Sampler. The design
of the isokinetic sampler was validated by measuring the flow rate
through the sampler. The flow rat: was measured using a Brooks rota-
meter. The wind tunnel was operated at a set wind velocity, and the
sampler was balanced for the isokinetic conditions, using the Baratron
as shown in Figure 9. The flow rate through the isokinetic sampler was
then calculated using the product of the velocity in the tunnel and the
inlet area of thc sampler. The results are shown in Figure 11. At
velocities above 11 miles per hour, critical flow develops in the vacuum
1ines and prevents isokinetic operation of the sampler. This can be
overcome without difficulty by using larger tubing and a larger pump.
The results indicate that the design of the isokinetic sampler is adequate
and that it operates isokinetically over the range of interest for cal-
ibrating field samplers.

In all tests, the isokinetic sampler was checked for alippage
through the sampler by placing an AGI sampler in the vacuum line during
the sampler trials. This check showed no significant slippage.

2.2.12.3 Method Used to Determine Sampling Efficiencies. The
physical model used to determine the comparative sampling efficiencies
of field samplers versus the isokinetic probe is shown in Figure 12,
The terms shown in the diagram of the physical model are defined below:

Va ® the wind speed at the test section of the wind tunnel

Co = the unperturbed concentration of agent immediately in
front of the sampler

Vg = the air speed immediately inside the orifice of the
¢ field sampler - . oL

Ay = the orifice area of the fleld almpler : o

A, = the orifice area of the isokinetic probe.
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Figure 11, Flow Rate Through the Isokinetic Sampler
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s
. \ % _>
i N7 )
P2 i — T : -
y, \ Va
'C: } Ap c Isckinetic sampler
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Figure 12, Model for Determination of the Collection Efficiency
of Candidate Field Sample-
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The masses collected by the two samplers are given by

ﬁs - I VgAgCgdt - Eq. (13)

m = _f VaApCodt ‘ Eq. (14)
Equation (13) can be rewritten

C
. = £5 I_cf_ Code : Eq. (15)

where f, 18 the flow rate of the field sampler (fs = VgzA;). If the
ratio C4/Co is constant, Equation (15) becomes '

my = £k j Codt - Eq. (16)

and the efficiency of the field sampler is determined using Equations
(14) and (16) in the form

Eq. (17)

(&)

< . ce B
. A . 3

Equation (16) can be used to estimate the average concentration for a
given sampling time by

G =3 Eq. (18)
£ KAT

where AT is defined as the sampling time.
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2.2.13 Sampler Calibration Analysis

] The analysis is divided into two parts.
was conducted for the primary purpose of demonstrating the use of the
isokinetic sampler as a standard.

Once the isokinetic sampler was es-
tablished as a standard, the second anal.ysis was performed to determine

The first analysis

the sampling efficiencies of various samplers, differences between
 samplers, and effect of wind speed and sampling times on sampler eff-
iciency. The second analysis was also used in support of the work

discussed in reference

8.

2.2.13.1 First Analysis. AGI and CI samplers were calibrated

using isokinetic samplers as a standard.

The purpose of this analysis

wag to demonstrate the technique of using the isokinetic sampler to

calibrate field samplers.

The testing array shown in Figure 13 was
used in 21 trials. The munitions used for these trials were the pyro-

technic XM~100 cannister and the Mark-9 (S2 disseminator. The results

of these trials are presented in Table 1.

trial was 30 seconds.

The sampling time for each

The estimates of K are derived by the data re-
duction technique presented in paragraph 2.2,12.3.
analysis wes performed on these data.

O—7

12"

VoY
A d

12"

—b

¢

‘ L

O Pield sampler

@ 1Isokinetic sampler

No statistical

Figure 13, Sampling Array for First Analysis
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Table 1. Preliminary Calibration of the AGI and CI Sampler
) ) Agent Wind o B 4
1 Sampler Munition Released Velocity 8 (effi-
Trial Type Type (gm) (mph) mp clency)
1 AGI m-loo 54-4 Aao s e se
2 " " 54.4 3.6 . .-
3 " " 13.6 7.9 .14 .95
4 " " 27.2 8.2 14 .99
- 5 " " 40.8 8.2 .13 .97
j 6 y " 54.4 8.2 15| .93
i ) 7 " MK~-9-CS2 5.0 8.1 14 1.01
8 " " 10.0 8.3 .17 1.20
‘ 9 " " 15.0 8.1 .15 1.07
i 10 " M-100 54.4 11.1 .11
! 11 " " " 11.0 ayJ| 10
12 CI " " 11.1 .11
H
: 13 ct " " 11.1 .10f| 1-00
i 14 AGI " " 7.2 201 1 09
; 15 AGI " " 6.9 .20
: 16 C1 " " 7.1 .20}
‘ & 17 c1 n " 7.1 26| 197
; 18 AGI " " 5.1 27| g
i 19 .| AcI " " 5.1 .30,
: 20 c1 " " 5.1 .32 %%
; 21 cI " " 5.1 250

b 2.2.13.2 Second Analysis. The data for the second analysis were

i obtairad from a statistical design with four levels of sample time (5,

' 10, 15, and 30 seconds), three levels of wind speed (4, 8, and 11 miles

i per hour) and three samplers (CRI, CI, and AGI). The sampling efficiencies
of the CBI, CI, and AGI samplers were determined by comparing the amount
of agent collected by these samplers with the amouat collected by isokinetic
samplers. The sampler array is shown in Figure 14. The physical model
‘used to determine the comparative sampling efficiencies of the CBI, CI,

s “ and AGI versus the isokinetic particulate samplers and the mathematical
: relationships involved are presented in paragraph 2.2.12.3. The average
¢ concentration for these tests was of the order of 1 to 3 x 10-* milligrams

per cubic centimeter. The concentrations were obtained by use of pyro-
technic XM-8 CS cannisters. The data obtained from these trials, to-
gether with the values obtained by the data-reduction technique explained
in paragraph 2.2.12.3 are presented in Table 2. Statistical analysis

. performed on the collection efficiency estimates (Table 3) provided

: the following results:

a. Table 4 indicates the absence of significant differences

for wind speeds or sampling times for trials of the CBI sampler.
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| o
. , o
J> -t a3
‘ . 8" O Field sampler
f @ 1Isokinetic sampler
; )\ N 3
Figure 14, Sampling Array for Second Analysis ;
b. Table 5 indicates no significant differences for either ' =
wind speeds or sampling time for trials of the CI sampler.
¢. Table 6 indicates highly significant differences in both
c wind speed and sampling times for the AGIl sampler.
d. .Table 7 presents a combined analysis of variance for the <, - .
foe entire test. When all data are combined, no significant differences: . '
o - were lttribucable to any of the main effects or interactions.
e, Since CBI and CI samplers showed no significant differences :
awong wind speeds or sampling times, all data over the range of trial P
conditions were combined, and the data were fitted, for each sampler, by it
. me&ns of regression anzlysis. Since the predicted lines should intersect ) ; .
. at coordinates (0,0), the data were fitted to the equation form
y = Kx . Eq. (19)
where y = sampler reading, mg-min/i
K= slope (efficiency estimate)
/x » {sokinetic reading, mg-min/%.
-

§ e e = 4 e
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Table 2., Test Summary for Sampler Collection
Sseple [Wind | oo0r pgekinettc 1 ltaskinetie acl | 1nokinette \
Time | Speed |, . X favg. v, N K JAvg. K |, . K |Avg. K
(sec) | ooty | /O (m/t) /0 (237 (n/1) (/1)
30 4 oan 141 1.2 13 119 .98 an 258 1.05
30 A an 268 1.22 136 138 T 263 233 1.13
30 4 100 .19 1.07 263 218 1.3
0 s 1 ae .176 g e 138 1.19] 3.08 | .200 | - 220 1.22 | 1.6
t1s & a ] e 1.06 i 036 041 .90 150 143 1.08
13 & | a0 0% 1.12 028 025 1.18 189 150 1.08
1 6 | .09 082 1.17 .063 063 .96 167 147 1.1
. 6 ]. 080 1.09 | 1.10 | .06l 048 80 2 ] an 148 .22 e
10 4 | .08 4083 1.08 .038 .041 o1 098 .083 111
10 4] on 087 1.27 036 033 1.0% 093 079 1.18
10 4 | .01 0711 |1 048 047 Y .107 .107 1.00
10 4 | .01 076 1.05 | 1.12 | .03 0% 1.19] 102 | .12 097 115 1.1
s 4 | .05 | - L0%0 1.08 .020 018 1.37 .00 046 1.09
s 4] o8 039 1.17 013 014 1.04 048 046 1.04
3 | o8 038 1.19 .029 .020 1.4 .0%0 043 1.18
] & 1 Loe0 .037 1.06 | 1.13 | .020 026 8| tae | Lony 046 1.03 | 1.08
0 s | .o 117 w8 A% 202 .96 J149 .140 1.06
3 s | .07 085 .90 173 .163 1.06 134 113 1.16
30 8| a6 144 1.01 176 .206 .83 .7 .168 1.0
0 s ] .09 108 9| 0] aw A2 80 .92 | .138 131 1.03 | t.07
13 o | .oe2 041 1.03 0% 0% .96 +090 100 .90
18 8| .08 026 1.09 087 081 1.09 081 076 1.06
15 s | .00 064 1.09 .103 .00 11,04 .108 109 .97
13 8 | 0% .041 117 | tae | 072 .076 L9 101 | .09 083 1.10 | 1.0t
10 s | .ok0 041 1.00 .069 074 .9 049 1060 .82
10 ] ... 082 08 |1.08 048 1043 1.08
10 8 | .0%9 .0%¢ 1.06 074 061 .21 082 048 1.06
10 s | 0w 031 1.8 | 1,09 | .06 016 1.28 | 1.13 | .0% 048 1.04 | 1,00
3 s | o 024 .88 0N 036 .87 .013 017 3
s s | .o .018 1.00 030 .01 .97 .010 .009 1.15
3 s | .o20 .029 1.00 .033 028 1.17 021 .023 .93
3 o | .02 .016 1.28 { 1.06 | ... . eee | 1,08 | J013 012 1.06 | 0.98
30 1 o164 .98 ves 139 124 1.12
30 1 181 1.13 .188 198 K o182 o124 1.4
20 11 166 1.07 178 156 1.2
3 n .116 1.16 | 1,09 | .28 am IR BN T TTS .13 1.0 | 111
13 1 066 1.01 111 .106 1.08 4038 031 1.13
15 1 082 .06 116 .09 1.26 .038 038 .98
13 11 .107 107 1.00 087 038 .99
13 1 o | 206 | an .09 11.02] 1.08 | .04 041 1.09 | 1.08
10 n 033 1.0 029 028 1.06 .021 019 1.09
10 1 041 1.16 043 036 1.26 022 026 .9
10 1 062 1.12 T 0% - | .83 .030 033 gl
10 1 042 1.21 | 113 | .08 071 o1{ .97 | 027 .026 1.04 | 0.99
s 1 026 N7 036 032 1.12 021 019 1.08
5 1 019 .16 038 +029 1.23 017 017 1.00
s 1 022 1.13 027 026 1.12 00 .033 .93
s 1 021 1.10 | 1.07 | .027 021 1,29 | 119 | .o 020 1.06 | 1.02
]

*Ia this teble, n is defined ss rwas of C3 in »{lligrame, end { s defined ae flow rets in liters per sinute,

the isohinetic sampler, f equals $.343 times the windspeed in sph.)
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Table 3. Sampler Efficiency (Percent) for the Particulate Collectors
in Test C-136, Phase II, Wind Tunnel Trials

C e = i <

’ Percent Efficiency for Indicated Sampler and Wind Speed
" Sampling Time CBI cI AGI
(sec)
4mph | 8mph|11mph | 4mph | 8mph| 11mph| 4mph | 8mph | 11mph
5 ~113 ] 104} 107} 116 104 119] 108 98 102
10 112 109 113 | 102} 113 97} 111} 100 99
15 1101 114 104 97} 101 108} 111} 101 105
30 113 90§ 109 | 106 92 98} 116 { 107 111
Table 4. Analysis of Variance for the CBI Collector - Test C-136,
Phase II, Wind Tunnel Trials
Degrees
of Mean
Source Freedom Sum of Squares Square F Ratio
Mean 1 140400.3333
Wind speed (A) 2 120.1667 60.0834 *1.273
Sampling time (B) 3 86.3333 28.7778 “0.610
AxB 6 282.6667 47.1111
Total 12 140890.0000
*Not significant.
Table 5. Aralysis of Variance for the CI Collector - Test C-136,
Phase II, Wind Tunnel Trials
c. - Degrees Pt
— of , : . Mean
Source Freedom Sum of Squares Square F Ratio
Mean 1 130834,0833
Wind speed (A) 2 22,1657 11.0834 *0.1669
Sampling time (B) 3 338.2500 112.7500 *1.6976
AxB 6 398, 5000 66.4167
Total 12 131593,0000
*Not significant.
=416~
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Table 6. Analysis of Variance for the AGI Collector - Test C-136, ’
Phase II, Wind Tunnel Trials
' Degrees
of Mean
Source Freedom Sum of Squares Square F Ratio
Mean o 1 134196.7500 | . T '
" Wind speed (A) 2 213.5000 | 106.7500 | *37.312
Sampling time (B) 3 139.5833 46.5278 | 16.2621 !
AxB 6 17.1667
Total 12 134567.0C00
—
Significant at o = (,0005.
®Significant at a = 0.005.
Table 7. Combined Analysia of Variance for the CBI, CI, and AGI
Pesrticulate Collectors - Test C-136, Phase II, Wind Tunnel “
Trials .
Degrees
of Mean .
Source Freedom Sum of Squares Square F Ratio
Mean 1 405344 . 4444
Sampler (A) 2 86.7222 | 43.3611 | “2.299
Wind speed (B) 2 ‘ 280.3889 140.1944 | *2.816
AxB 4 75.4444 18.8611 | "0.566
Sampling time (C) 3 49.1111 16.3704 | “0.329 -
AxC 6 515.0556 ’ .85.8426 ‘2.575 )
BxcC 6 298.7222 - | 49.7870 | *1.493
AxBxC : ‘12 400.1111 | 33.3426
< i “ .
Total 36 407050.0000
*Not significant,
=417~
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The K velues (estimsted percent efficiency for the respective camplet)
with 95-percen: confidence limits are presented in Figure 15.

The AGI data could not be analyzed in this manner because
of the significant differences in both wind speeds and sampling times.
Instead, these data were plotted in Figure 16 to indicate the signifi-
cant differences between the two main effects: wind speeds and ssmpling
time,

The first analysis showed a dependence of sensitivity of
samplers on sampling time. The second analysis was performed in more
detail and showed that the concentration of agent, rather than time,
was the parameter on which sensitivity depends. For these tests, the
dossge ranged from approximately 0.020 to 0.250 mg-min/f, ssmpling
times ranged from 5 to 30 seconds, and wind speeds ranged from 4 to 11
miles per hour. The samplers were considered to measure concentration

isokinetically with an average efficiency of 1.05.

2.3 REVIEW OF OTHER WORK

Previous experimentation has been conducted using 1¢okinet%c
samplers and particles of various sizes, 1In a paper by H.H. Watson,
several asignificant relationships are presented., Figure 17 shows the
relationship between C/C, and U /U as a function of particle size, where
C =~ measured concentration, Cy = true concentration, U = inlet air speed,
and Uy = stream velocity.

A similar graph (Fig. 18) depicts work done by Mayhood and
Langstroth. The results are essentially the same as those obtained by
Watson. The AGI and CI samplers were checked over & range of values
Uo/U from .5 to 2.5. The values for C/C, were approximately 1 for all
values of Uy/U. These data are consistent with Figures 17 and 18 for
particles 1 micron in diameter. Figure 19 depicts the relationship
between C/Co and the angle between the inlet tube and wind direction.

“ This graph shows the effect of turning the sampler at various angles

to the windstream., This has very little effect on the efficiency up to
angles of 30 degrees.

Figure 20 is taken from & report by‘K.R;lHay and H.A. Drueﬁt(z)

which shows how the intake efficiency of the AGI with a preimpinger changes’

with wind speed. Figure 20 shows that for l-micron diameter particles,
the eéfficiency is approximately 1 for all wind speeds, even though the
preimpinger intske orifice is on a 45-degree angle with airstream.

This is consistent with the results of Mayhood (Fig. 19).

2.3.1 Relationship of Present Results to Other Work

At Uy/U = 1.5 for 12-micron diameter particles, C/C; = 1.1 in
Pigure 17 and 1.15 in Figure 18. It can be concluded that a scatter of
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Figure 17, Work Performed by watson'?
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5 percent, at most, i3 likely in experiments of this kind. The values
obtained for K in this analysis do not differ significantly from the
previously reported values. (See Tables 1 and 2 for K estimates for

(~‘thil analysis.) Figure 19 indicates that the scatter in K is not

caused by the irregularity in the air flow. Before the tunnel was
modified, sampler effici?gcies of 0.75 and 0.63 were determined for the
CI and the AGI samplers. ) In interpretating these results, it must
be remembered that the airstream was very irregular and only three
samplers were used; hence, it was difficult to get an accurate mass
balance. 1In both the present tests and in those reported in reference
7, the source of the agent was a pyrotechnic munition. This procedure
introduces added uncertainties in the experiment. Nevertheless, im-
proving the quality of the air flow seems to lead to reproducible agent
concentration profiles, as determined by repeated experiments.

2.3.2 Summary

The modifications that were made to improve the uniformity of
the air stream are shown to be adequate for sampler calibration until
the time that other uses of the fac’lity require a lower level of turbu-
lence in the air flow.

The isokinetic sampler functioned as designed. The preliminary
calibration of the AGI, CI, and CBI samplers indicate all esauplers have
an efficiency of about one over & velocity range from 4 to 12 miles per
hour. The results obtained for these samplers using the isokinetic
sampler as & standard are consistent with the results of previous in-
vestigators. 353) 1t is therefore recommended that the isokinetic
sampler developed in this study be used as a standard to calibrate field
samplers at DPG. However, the AGI sampler collected significantly

different amounts of agent as wind speeds changed and also as the sampling

times changed. No such difference was noted with the CBI and CI samplers.
The ratio of the amount of agent collected by the field sampler and that
collected by the isokinetic sampler is used to determine the efficiency
of the field samplers. The calibration then becomes independent of the
amount of agent released, provided the samplers are not overloaded with
agent. Thus, the concept of using an isokinetic sampler eliminates many
of the uncontrolled varisbles that create difficulties in application

of the mass-balance cachnique of sampler calibration. '

¢ . ¢ o < ¢ <

~423-

» .

Togerh ‘ o




fm ST o e Antomn et e s

-

2.4 REFERENCES

Watson, H.H., "Errors Due to Anisokinetic Sampling of Aerosols,”
Anerican Industrial Hygiene Association Quarterly Report, 1969.

May, K.R., and Druett, H.A., "The Pre Impinger," British Journal
of Industrial Medicine, 1953.

Pope, Alan, and Harper, John J., Low-Speed Wind Tuanel Testing,
1966.

Barnes, W.D., and Peterson, E.G., "An Investigation of Flow Through
Screens,”" Transactions of ASME, July 1951,

Smith, F.B., and Hay, J.S., The Expansion of Clusters of Particles
in the Atmosphere, Quarterly Journal of Royal Meteorological
Society, 1961,

_Batchelor, G.K., Homogeneous Turbulence, Cambridge University Press,

1956,

DF, STEPD-TT-JP(S), to STEPD-TT-CD(D), Deseret Test Center, Fort
Douglas, Utah, 16 April 1870, subject: Statistical Analysis of ; ‘
CT-26 -Wind Tunnel Sampler Technology Trials. . 'é

c

Deseret Test Center, Fort Douglas, Utah, Determination of Minimum
Sampling Intervals for Aerosolized Riot Control Agent CS, Final
Report, by Wilbert T. Taylor, Harry S. Sloane, E.G. Peterson, and
William C. Mclotyre, DIC-FR-72-Cl35(I, II), August 1972,

-424-

wt .




e i i i

o CFND ATES € g are e

v Ay

B2 RE RN

N S B s Sy e T

n e pa g ¢ A WV e e

TECENIQUES FOR TAIL LENGTH ANALYSIS

James J. Filliben
National Bureau of Standarcs
Washingtc.a, D.C.

This paper concerns itself with the problem of estimating from
a set of data the tail leagth of the underlying distribution. A
probability plot technique for such distributional analysis is
developed which makes use of order statistic medians. The probability
plct correlation coefficient r_ for a distribution D is introduced
which gives a statistical measure of probability plot lineerity. The
ontput from a computerized version (written in machine-independent
ANSI Fortran) of the proposed tail length analysis procedure is
illustrated. Three examples are discussed.

Keywords: Statistics; Data Analysis; Distribution Analysis; Tail

Length Analysis; Probability Plots; Correlation Coefficient; Prob-
ability Plot Correlation Coefficient; Ordered Observations; Order

Statistics; Medians; Order Statistic Medians; Normality; Lambda

Distribution; Tukey T.ambda Distribution; Symmetric Distributions,t
‘Estimation; Fortran Subroutine. .
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Introduction

The purpose of this paper 1s to present various techniqueé for
the problem of determining, for a given data set, what the appropriate
underlying distribution is. Although we shall ostensibly be con-
straining ourselves to the univariate problem where

response = unknown constant + ran&om error, (1)
the results obtained and the procedures advocated are applicable
through residual analysis to a wide variety of more general response
models,

Let us first of all review briefly the typical measurement
process situation. We start of course with data. The goodness of the
data in reflgcting the phenomenon under study is a function of the
experimental design and of the expertise of thecexperimenter. The
n observations colle;ted are our only real cantact‘;ifh tié
phenomenon under study. In effect our data says to us: "I want to

tell you about such and such a phenomenon, and, incidentally, about

. such and such an experimenter." Considered 1nrthis light, our data

is seen as something to Be(analyzed and not just summarized. Anyhow, '

let us assume at the beginning here that we have n independent (a
problem unto itself) observations Yl’ YZ, ooy Yn; this constitutes

our data set.
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At this point the statistical approach is imposed which assumes

that there exists a random variable Y with some unknown distribution

. which corresponds to the population of all possible responses for the

phenomenon under study. This distribution has some location and scale,

defined by the arbitrary parameters u and o, say.
Frequently at this stage the experimenter is content to con-
centrate on inquiries about the tﬁo parameter values only. He says

in essence: '"Look, u and ¢ are the only things I am interested 1in;

these are the cnly things I report; so who cares about other details."

The response to this twofold: 1) knowledge of y and ¢ does
not uniquely characterize a distriubtion -- we can have an infinity
of different distributions, with a wide assortment of probability

function or density function shapes -- but with the same values for

o

p and o, Knowing only two pileces of informatfon (location and scale)

3
B e

L;ields only partial knowledge of our measufemeht ?rocess;( It 1s of

interest in itself from both a physical and statistical point of view

to know as much about our measurement process as possible. This is

'1nformation which ls presently obtainable - all we have to do 19

take the time to ask, and to ask the right questions. 2) In general,

of course, u and ¢ will never be known exactly -- we would need an
infinity of observations under constant experimental conditions to

have this -~- thus we must estimate p and o, But not all estimators

are equally good and the goodness of a particular estimator is a

function of what the actual unknown underlying distribution is (see

=427~
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u (and o).

references 4 aqd 6). Porreiample. as shown in exhibit 1, the
co;monly used sample mean 1; excgllent forcfhe moderate~tailed

normal distribution, but 1s poor for the short-tailed uniform
distribution and is very po&r for the long-tailed Cauchy distribution,
Similarly, the sample midrange is good for short-tailed distributioms,
but poorer for longer—tailedfdistributions, and the sample median is
good for long-tailed distribhtions, but poorer for shorter-tailed
distributions. Thus, if we ?o not know what the underlying
distribution 1is, or we do nﬁ% thoroughly inquire as to what it is,
then a given estimator of lo;ation, say, the sample mean for example,

may or may not efficiently e?timate u; based on no distributional

information, it will simply be a pot luck situation. However, 1if

we do know what the underlying distribution is, or if we can fairly

: : | )
accurately "estimate" what‘tﬁe underlying distribution is, then by

making use of standard matheﬁatical statistical estimation results,

_we can choose an estimator which we know will efficiently estimate

[ . .

<
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Probability Plots and Probability Plot Correlation Coefficients
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i, and so the plot of x1 versus 1oc(x D) will be approximately linear.

Having concentrated on the necessity of a detailed distribution/

tail length analysis, we now address ourselves to the problem of how

“to estimate the tail length of the underlying distribution. What we

have had success with and recommend as a procedure for "estimating"

the underlying distribution is based on probability plots (see references
2, 3, 5, 10, and 13), order statistic medians, and Tukey's lambda
distribution family (see references 6, 7, and 9)., As used in this paper,
a probebility plot for a given distribution D is defined as a plot of
the 11 ordered observation X, (that is, the 1P order statistic) versus
some measure of location 1o¢(xi;n) of:the ith ordered observatiod from
that given distribution D. The ith ordered x1 is, of course, a function

of our data set; the location loc(xi;D) of the ith ordered observation

from a given distribution D is not a function of our data set -~ it is

a number.computed from matheoatical statistical considerations and is

:dependent only oh the value of 1, the sample size n, and the hypotheaized :

distribution D. 1f, in fact, nur data set was generated from the

hypothesized underlying distribution D, then aaide from an unimportant

If our data set was generated from another underlying distribution

D' ¥ D, then xi will not approximate loc(xi;D) for all 1 and so the plot
will tend eo be non-linear (but of course in this latter case, Xi will
approximate loc(xi;D) and so the probability plot for D' will tend to be
1inear). Probability plots are thus obtainable for any distribution D

in which loc(xi;D) is computable.
=429~
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Oge(reason why non—normalrprobability plots have not;in the past
been commonly used is because E(Xi;D) (the(expectéa valpe of the 1Fh'
ordered observation for a distribution D) has been used for loc(xi;D)

- buﬁ‘the use of the expected value has the distin;t disadvantage of
requiring a special 1ntegratioﬁ technidue for each different distribution
D. Also, E(Xi;D) does not always exist for some of the longer-tailed
distributions, These problems may be circumvented by the use of the

h ordered observation from a distribution D for

median med(xi;D) of the 1%
ldc(xi;D) rather than using the expected value. First of all, we have no
existence problems with med(Xi;D) -= the median exists for all i, n, and D.
Secondly, to compute med(xi;D) -- for any given i, n, and D, we need only
transform (via the percent point function (see references 6 and 7)

GD(p)‘- FD.I(p) of the given distribution D) the corresponding order

statisic medians of the uniform distribution on [0,1]; that is,

'med(xi;D) - GD(med(Xi;U))

', where GD(p) is theppercent'pbint function (the inverse cumulative

distribution function) of the distribution D and where ned(xi;U) is the

median of the ith ordered observation from the uniform distrib+*ion on the
“interval of 0 to 1. Thus ée have a theoretiéailj uﬁifiéd; as well as a

_computationally simple, approach to forming probability plota for any

distribution D.
These probability plot considerations have been implemented into a

machine-independent ANSI FORTRAN subroutine. Probability plots for 4

~430-
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basic symmetric distributions of widely differing tail length are

genefated: the uniform (short-tailed), the normal (moderate-tailed),

- the Tukey A - -0 5 (moderate-long—tailed), and the Cauchy (long-tailed)

In addition, in order to get a more detailed and global picture of the
distribution space, we have made use of the probability plot correlation
coefficient, T which for a given distribution D 18 here defined as the
product moment correlation coefficient of the ordered observations and
the medians of the ordered observations from distribution D; more
preciselj,

- COrr(xi,mi) : (3)

= IX-D)(m-m)

(%, 25 my -0 (4)
where xi is the observed ith ordered observation and where

m, = med(xi;D) is the median of the ith ordered observation from the

i

distribution D. (Simpler expressions for The making use of symmetries,

do exist but are extraneous to the central theme and so will not here

< <

be presented.) The rationale behind the probability plot correlation
coefficient is of course that probability plots indicate affirmative

results when they are linear, and a simple measure of linearity is the

'c0tre1ation coefficient. In the above mentioned subroutine, the :b

‘ probability plot correlation coefficient has been computed for 44<

syrnetric distributions -- ordered by tail length from very short-tailed
U-shaped distributions to extremely long-tailed distributions, "Standard"
distributions such as the uniform, normal, logistic, double exponential,

and Cauchy have been included; the remaining distributions are from the

Tukey A distribution family.
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Example 1. Josephson Junction cryothermometry voltage counts.
700 counts were observed; each count was proportional to voltage

output from a Joeephson Junction in a cryothermometry experiment. To give

<

the reader a "feel" for the da:a, a plot of the data versus time is

included (exhibit 2). The principle fea;ure exhibited in the data plat(is
the discretness of the data set - thefe are only 8 distinct values which
the counts have taken on. The first page (exhibit 3) of the automatic
outpue from the computerized tail length analysis focuses on the specific
assumption of normality. Five commonly used test statistics are included.
In addition, the normal probability plot correlation coefficient is also
included. On the basis of the standardized test statistics (given in column

4), there are conflicting and inconclusive indications of normality and

non-normality. However, we really should not be attempting to conclude that

a data set wa-c generated from some particular distribution 1n the first

_ place; rather, we should be attempting to determine an admigsible set ofC

distributions (all of more or less the same tail length) from which it is
plausible that the observed data set could have been generated. Hence,

although the normal test statistic results are informative, they are not

to be weighted as heavily as the following probability plot considerations.

Uniform, normal A= -0 5, and Cauchy probability plots are shown in

exhibit 4. The discretness of the data is also evident here. More important,

from the plots and from the associated probability plot correlation

coefficients (given at the bottom of each plot), it is clear that the under-

lying distribution is apparently near-normal. This conclusion is substantiated

=432~
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in exhibit 5 in’vhich we:s;ecthe probaﬁility ﬁlot correiktion
coefficient remaining fairly stable in the short-tgiled region,

. maximizing itself in the quetate-tailed region, and thenkdecreasingr
in the moderate-long and long-tailed region. Although the maximum
correlation happens to be for the normal distribution, a more
reasonable conclusion than exact normality is that underlying
distribution is simply near-normal. This conclusion is important
in itself; further, applying this conclusion to the problem of
locationland scale estimation, we may thus feel reasonably safe in
using the sample mean of sample trimmed mean (with only a small
amount of trimming) to efficiéntly estimate i, and to use the sample
standard deviation to efficiently estimate 0. Better yet, if we
consider the set of 11 distributions from A = +0.7 to A = ~0.1

as an admissible set (where the criterion of admissibility was the

 “probability plot correlation coefficient being in excess of 96

C ' percent) thén a valid alternative course of action which would

protect us even more is to use a robust estimator over the

fﬁgdmissible set:(see refeience 6). - S s

<
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Zxample‘ 2. \ Wipd Velocities.
‘1200 coded wind velocities taken at one tenth of a ucond‘ intervals
were observed. The data plot (exhibit 6) indicates a possible drift
" and/or a possible shift in location in the ‘second halfiof tﬁe data.
Other analyses (not here described) detected the existeace of non-
randomness and low frequency components; these findings will be ignorecf
for the present for the sake of illustrating the point at hand; viz,,
the tail length analysis procedure. We first note the normal test
sta:istnics in exhibit 7 -~ they are inconclusive. From the 4 prob-
ability plots of exhibit 8, we see that the data set as & whole appears
moderate~tailed in spite of the fact that the randomness assumption
18 untenable. Also, since the uniform probability plot is nor shaped,
whereas the A = -0,5 probability plot is "S" shaped, this implies that
the linear crossover will occur 1n‘ the set of distributions between
the uniform and the A = -0,5 distribution. Exhibit 9 shows that this
s n fact the case: the probablili‘ty plo; correlatioﬁ c:oeftiicién: ‘
is maximized by the A = +0.3 distribution which is a moderate-tailed
distribution very close to the normal distribution. For this data
‘ get, we therefore ;nightr conclu:de( th;u; /the'u;xderl)y»ir,x—g ‘disjtrribtitioﬁ .
- 1im mdérate-tailed or possii:ly short-moderate-tailed. The sample
mean and sample standard deviation will probably be fairly efficient
though not optimally efficient. For this particular data sef, of
course, where there is obviously much inherent structure to be taken
into account, a more detailed analysis (on, say, the Jifferencea
Zi - Yi - Yi-i) is recommended, “
=434~
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° Fxample 3. Deflectfons of a Steel-Concrete Beam.

200 coded deflections of a steel-concrete beam when subjected to
a periodic force by an attached piston were observed. The data ploc (
.1s given in exhibit 10. Five of the 6 normal test statistics 1n
exhibit 11 are in excess of 4 standard deviations from their expected
value, thus suggesting non-normality. From exhibit 12 we see that the
uniform probability plot is more linear than any of the others; also,
we note that the provability plots are "S" shaped for all 4 distributions
indicating that no intermediate crossover will take place and that the
"true" underlying distribution is even shorter-tailed than tce uniform.
Exhibit 13 confirms this conclusion; it 1s seen that the maximum prob-
ability plot correlation coetficient is given for the A = +1.5
distribution which is a finite-domain, short-tailed, U-shaped distri-
bution. The use of the sample mear and sample standard deviation
in this case would have been extremely ipefficient -~ the sample midrange
and sample range are preferable. Other analyses (not here included)

indicated a strong non-random sinusoidal component; this corroborates

‘ he tail—length analysis because when the generating model is cyclic, Lo

as detected, then it is chatacteristic for the distribution of the

responses to ba U-shaped.
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Concluding Remarks

Data analysis techniques based on probability plotu, order
statigtic medians, Tukey's lambda distibution, and probability
plot correlation coefficients have been proposed. By use of
such techniques, useful informatioﬁ may be obtained regarding
the distributional structure of a given data set. Such distribu-
tional information provides important guildance in the choice of
efficient estimators of location and scale. The implementation
of these techniques into an internally-documen:ed, machine-inde-
pendent FORTRAN subfoutine allows such an analysis to be easily

and routinely performed.
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CRITERIA FOR A BIOCELLULAR MODEL - BIOCELLULAR COMMUNICATION

George 1. Lavin
Vulnerability Laboratory
Ballietic Research Laboratories
Aberdeen Proving Ground, Maryland

We are interested in the design, construction and testing of a model
which could be used for the assessment of absorbed energy on biocellular
systems, Previous reports to this Conference have had to do essentially
with the methodology available for this purpose. However, from time to time
an attempt has been made to describe a model.

We do not have to go far afield for the model criteria, Obviously, it
is that particular animal or animal system under consideration, The diffi-
culty of course is that we really know very little about the biochemistry of .
behavior. The analytical data available (on soft tissue) indicate the pre- i
sence of proteins, nucleic acids, polysaccharides, lipoids, phosphorus con-
taining cerebrosides....Also the general impression is that these materials
"act" as sources of energy for the various physiological processes or as
enzymes (catalysts).

It is obvious that no attempt is being made at the moment to apply the
above to models, The present paper 1s designed to call attention to an-
other aspect of performance which should be taken into conmsideration in
the design of models. That is, Biocommunication (nerve transmission),

In order to have a dimensional concept on which to speculate, let us
consider the example of a man sighting an object and then reaching for it.
The following are involved: Brain, Nerve, Muscle, The Visual SystemsS......

We now have a dimensional ensemble which performs a definite task
which we can use for the application of "Biocellular Numbers." That is to
day we are in a position where we can make an assessment of the mechanism
and utilization of absorbed energy....By a corsideration df the effects ¢n
the task specific compounds.

To come back to our original subject, that is Biocommunication, we can .
make the assumption that the performance of a task is the result of the pre- '
sence and intercommunication of a series of animal organs, the extent of per-

formance being regulated by feedback processes - subject to specific emergy . -~ > ¢

interchanges, . . s < e

It is obvious that the above is not a complete '"recipe” for a Biocellular
Model. It is intended, however, to be a step along in the hope that by such
thinking a working simulation can eventually be attained...Only God can make
a tree,
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EQUATION~-OF-STATE AND SHOCK INITIATION EXPERIMENTS
ON EXPLOSIVES USING PULSED ELECTRON BEAMS

L., Avrami and P, Harris
Picatinny Arsenal, Dover, New Jersey
J. Shea
Physics International Co.

ABSTRACT, Pulsed electron beam energy deposition experiments were
carried out on porous granular primary and secondary explosive pellets,
Experimental techniques and shock theory were developed to obtain energy~
pressure coupling data and aound velocities, The deposition conditions
for shock initiation also were investigated and the initiation levels for
lead azide and KDNBF were determined.

Experimentally an effective Gruneisen parameter was obtained by rear
surface response, and the measurements were correlated theoretically with
pulse time and the structure of the porous explosive, The experiments re-
vealed a strong dependence un density ratios, '

INTRODUCTION. During a recent program studying the effects of a radia-
tion pulse on explosive materials using pulsed-electron beams (Ref,l) experi-
mental techniques were initiated (1) to obtain energy-pressure coupling data
and sound velocities on porous granular explosives, and (2) to determine the
energy deposition conditions for shock initiation of explosives.

Although a fair amount of infermation is available on the static pressure

. properties of materials the emphasis has shifted to determine the dynamic high

pressure properties of materials, not only solid or liquid, but also porous.
In the latter case, any material which has a mass density less than the maxi-
mum possible equilibrium mass density at a given pregsure and temperature is
called a porous solid, The example used here is the less than crystal density
granular explosives pressed into pellets,

There are thr-e ways to cause a shock wave to occur in a material., An
already existing shock in one medium can be propagated into a second material
simply by having the two materials be in contact, .Sollds can be caused to
impact each cther at high velocity resulting in shock waves propagating out
from the point of impact, Lastly, thermal energy can be stored in a material
in a spatially inhomogeneous manner; since thermal energy is equivalent to a
pressure, and since 3P/3x is equivalent to a force per unit volume the inhomo-
geneous energy deposition combined with a nonlirear equation of state will re-
sult in a propagating shock., This paper describes the results utilizing the
last method,

APPROACH, High intensity, high vol:zage, pulsed electron beams can be
used to produce a sudden increase in energy (and pregsure) throughout a sub-
stantial volume of a solid without shock compression, With this method the
problem assoclated with the local thermal non-equilibrium aspects of shock
loading of granular explosives need not be congidered, Furthermore, the

Preceding page Llank
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states attained by sudden volume heating are well removed from the Hugo- -
niot, thus affording the opportunity to evaluate the adequacy of the
equation-of-state models under conditions not associated with shock
loading.

In order to characterize the state of a material following constant
volume heating, the pressure-energy coupling relationship must be known,
This relationship is determined through the Gruneisen coefficient, I, of

the material, This parameter appears in the Mie-Gruneisen equation of state
(Ref. 2) and can be written in the form

P = £QV) +on 1)

where P is the pressure, V is the specific volume, and E is the specific
internal energy.

The Mie-Gruneisen equation of state is generally employed in the
finite difference computer codes that are currently used to calculate dyna-
mic response of homogensous material (Ref, 3). However, when materials with
porosity are encountered, one cannot continue to consider them as homogeneous
media, On the other hand, the convenience of the finite difference computer
codes is such that it is desirable to define constitutive relationships in
such a way that they are treated as if they were homogeneous, and average
values for pressure, volume and energy are given correctly., Such formulations
have been developed by Hermann (Ref. 4) and Seaman and Linde (Ref., 5).

An effective Gruneisen coefficient can be defined for solid materials,
including porous substances such as granular explosives, by

; 2p ‘
r -QV (ﬁ (2)
v

where the volume is considered in a macroscopic sense, {.,e. bulk material

. plus any voids. The coefficient thus defined is expected to be energy depen-

o

dent for porous materials, since internal pressure relief (still at constant
volume) can occur due to the collapse of voids, especially as the shear
strength of the material generally decreases with increasing temperature,

If the pressure in a substance is determined as a function of energy
under constant volume conditions, value of the Gruneisen coefficient can be

- obtained as a function of energy by differentiation (Equation 2),

- High~intensity pulsed electron beams are well guited for- producing sudden
volume heating, so that: the Gruneisen coefficient can be evaluated. When the

irradiated sample (slab geometry) is thick enough to absort all of the incident

electrons, a compressive stress wave propagates from the heated, high-pressure
region toward the rear (away from the source) of the sample,

A transducer, such as a plezoelectric material or manganin gauge, located
just beyond the deposition depth, can be used to record the stress pulse, Al-
ternatively, the displacement or velocity of the rear surface may be observed
using optical techniques, A relatively straightforward procedure involving
material response calculations can be used to infer the initial pressure dis-
tribution from the experimentally measured stress history, provided the con-
stitutive relation is reasonably well known.
tion profile is then sufficient to determine the Gruneisen coefficient.
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° constitutive relation

* in aluminum is given in Figure 1, -

By locating the|transducer just beyond. the deposition region, the effects
of uncertainties in the Hugoniot, dispersion, or attenuation are minimized.
Moreover, since the e%tire stress profile is obtained, serious errors in the
if present, will be detected,

EXPERIMENTAL RESULTS. Experiments to determine the pressure-energy
coupling were performed on PETN (pentaerythritol tetranitrate), KDNBF (Potassium
dinitrobenzefuroxan), lead axide (PbNG), and RDX, The PEIN wafers were pressed

from a very fine powder (grain diameter .003mm) to densities ranging from
1,48 to 1,57 grams/cm3 (Ref. 6). KDNBF pellets of 5/8 inch diameter pressed
with & tons (p=1,67gm/cc) and 5 tons (p=1.60gm/cc) and PbNg pellets pressed
with 3 tons (p=2.92gm/cc) and 5 tons (p=3,27gm/cc) were tested, The nominal
thickness of the specimens was 0.070 inch., Electron beam irradiations of
the gspecimens were performed with both the Model 312 Pulserad and on the
Model 738 Pulserad, Stresses generated in the specimens were measured with
piezoelectric (X-cut) quartz stress gauges, The gauges have a nominal read
time of 0.5 usec before internal reflections perturb the output, The active
area of the gauges is 1/2 inch in diameter,

In the initial series of tests that were performed with the Physics Inter-
national Model 312 Pulserad, specimens were bonded directly onto the quartz
gauge, In order to deep the duration of the stress pulse to less than 0,5 usec.,
the electron range, R, in the specimen was limited to a value less than ¢ x 0.3
usec, where c 1is the‘specimen sound speed., For preliminary calculations, c was
assumed to be 0,2 cm/usec; thus R < 0.1 cn. This criterion dictated a maximum
mean energy of 0.5 MeV for the least dense of the materials under test, The
elactron beam was controlled by a low pressure background gas, Fluences were
monitored between data shots by inserting a graphite calorimeter into the test
chamber at the specimen location. Nermalized dose profiles were obtained at .
intervals with an aluminum depth dosimeter, A typical normalized dose profile

A quartz transducer record obteined for the pressed PETN 1s shown in Figure
2, For KDNBF and lead azide the records are shown in Figures 3 and 4. The first
signal is a short pulse due to the electron bremsstrahlung radiation incident
upon the cables for the transducer. This provides a precise fiducial point for
the energy deposition, The compressive stress pulse arrives shortly thereafter
and is recorded well within the 0.5 usec reading time of the transducer, With
this record a measurement of the scund speed in the material can be obtained .
whern  the sample thickness and energy deposition profile is known, :

The record stress levels were comparatively low: further, a consequence of

- the Seaman and Linde model for porous solids (Ref, 5) is that the propagated

stress pulse resulting from energy deposition in a porous solid will not exceed
half the crush strength, provided the voids are not filled and no vaporization
takes place, Therefore, linear equations were used to compute the material
response,

The results for all the PETN samples are summarized in Figute 5 where the
peak initial pressure deduced from the measured stress is shown as a function
of peak dose., Linear relationships are found for samples with densities of
1,59 + 0,01 gtam/cm3 and 1,54 *+ 0,01 gram/cm3, The Gruneisen coefficients for
these materials are computed to be 0,51 and 0,15, respectively., Greater un-
certainties are associated with the data of the low density sazples, 1.47
gram/cm3, and 1.54 gram/cm3, as a result of the lower densitie§ and sound velo-
cities producing stress pulses that slightly exceed the nominal read time of
the quartz gauges, Therefore an extrapolation of the records was necegsary.
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The pressure that was observed from the 1.47 gram/cm3 dense sample ex~
posed to a dose of 16 cal/gram falls within an expected region, The other
1.47 gram/cm3 dense sample, however, produced a pressure that is highqp than
anticipated. It falls slightly above the data for the 1.54 gram/cm” dense
samples. This discrepancy was not reselved. 3

The datum point for material with a density of 1.67 gram/cm” indicates a
value for the Gruneisen coefficient of 1.2 * 0,2 which is considerably higher
than that of the lower density materials. Since the Gruneisen coefficient is

‘expected to be sensitive to density, this result was anticipated.

The sound speeds obtained from the oscilloscope traces for the 1,59
gram/cm3 and 1.54 gram/cm3 samples were found to be 2,4 * 0.1 mm/usec and 1.8 *
0.3 om/usec, respectively, These agree with data reported by Roth and Blackburn
(Ref., 12) for PETN in the same density ranges. The measured sound speeds for
the 1.47 gram/cm3 and the 1,67 gram/cm3 samples were 1.7 * 0.3 mm/usec and 2.8
mn/usec, respectively, The complete results of the measurements are summarized
in Table 1. -

The measured stress profile is compared with a computed stress profile
based upon the energy deposition profile, a sound speed of 2.4 mm/usec and an
assumed value for the Gruneisen coefficient of 0.31 (Figure 2) and shows satis-
factory agreement.,

For the lead azide and KDNBF, similar work is now in progress. Besides
using the technique describes above a second series of tests are being performed
employing a somewhat different quartz gauge technique. In this technique a buf-
fer of fused quartz is sandwiched between the sample and the quartz gauge, With
this configuration, the mean electron energy is chosen high enough so that deposi-
tion occurs through the entire specimen and into the buffer, Ideally, the speci-
men-buffer interface should lie at about half-rang~ (or less), Since fused quartz
has a very low Gruneisen coefficient (I' < 0.035, Ref 7) compared to most materials,
it produces very little stress. The stress pulse that is obtained from the con~-
bined package thus will usually exhibit a large step corresponding to arrival of
stress from the rear surface of the specimen. In any case, the egunation of state
for fused silica is well known (References 3 and 4) and the arrival time for
the pressure signal from the test material can be uniquely determined.

This technique has several advantages. First, gauge read times are of
little importance since the step, which is the signal of interest, is generally
the first detectable signal to be read by the gauge. Second, one-dimensional
read times and stress reverberation time ({.e. multiple reflections hetween the

" sample front surface and the buffer) do not affect the amplitude of the step.

And third, the normalized dose at about half-range is least affected by slight

~variations in the electron energy spectrum,

Preliminary results obtained using both techniques are listed in Table 2,
For 'KDNBF the results indicate so far that for the two types of samples the
sound speeds and effective Gruneisen parameters are the same at the two densities.
Additional tests are being conducted to determine if a density ratio actually
does exist, For lead axide the sound speed value of 0.35 *+ 02 cm/usec and a pro-
bably Gruneisen constant of 0.25 + 03 were obtained for the 5 ton pellets with
a density of 3,29 grams/cm3,

DISCUSSION OF GRUNEISEN RESULTS. There are two possible definitions of
the Gruneisen parameter, one microscopic and the other macroscopic. The micro-
scopic involves a model for irteractions on an atomic level, while the macro-
scopic definition involves measurable parameters.
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In the macroscopic definition, the Gruneisen constant, ', is defined by:
o 1 - S i
== ( 2 (2)
p [} . : .
where p is pressure, o is mass density, and E i1s internal energy. Equation 2
says that if one deposits thermal energy in a time small compared to the time
necessary (defined below) for significant mass motion, then the pressure in the
solid changes, The quantity I' determines the change in pressure, and is a pro-
perty of the structure of the material.
The time criterion mentioned above is usually taken as the time necessary

for an acoustic wave to traverse an electron scattering mean free path in the
solid, Let such a time be tl. If the pulse duration is T, then the constant

volume definition of Egq. 2 requires:

T < t;. 3)
Physically, this means if Eq. 3 holds, then any energy inhomogenities intro-
duced by the electron beam are not relieved by acoustic signals before the
energy is deposited, In other words, the energy can be considered as deposited
instantaneously if Eq. 3 holds.

Considering that the average dimensions of the granular explosive parti-
¢les are small compared to the appropriate radiation mean free path, it can be
readily seen that the time criteria of Eq. 3 is, in general, not valid for a
porous material. In the case of small particles, the energy deposition-~ induced
thermal stresses are relieved by thermal expansion prior to completion of the
energy deposition process, Table 3 below lists some electron energy absorp-
tion mean free paths for a variety of materials and energies (Ref. 8).

As contrast to the typical dimension of 103y, 1.e., 0.1 cm, of Table I, an
acoustic wave propagating at 3 x 10° cm/sec can relieve the stress to the center
of a 180u particle in 30 nanoseconds. Consequently, an electron beam machine
‘having a pulse width of 30 nanoseconds (FWHM) would not be able to utilize the
criteria of Fquation 3 for experiments with porous solids having particle sizes
,of 180u or less, It is interesting to note that the 30 nanosecond figure is
typical of the faster machines in use today. The average grain size of the PETN
was observed to be 250u. The electron beam was at 0.4 Mev with a pulse width of
25 nanoseconds (FWHM). Thus, if the PETN in question was porous enough so that

"a significant number of grains were not in intimate contact along a grain

boundary, then the time criteria of Equation 3 would be invalid,
Consequently, the ' measured was not the true constant volume Gruneisen para-

meter as defined by Equation 2, Exactly what detailed microscopic physics corres-
ponds to the measured I' is a very difficult question in porous solid mechanics
which remains unanswered, While the measured "effective I'" is a worthwhile ex-
perimental variable in that it characterizes the gross behavior of the material,
unfortunately it does not allow for distinguishing between all possible porous
materials as a function of material parameters,

The same conclusions were evident in flyer plate experiments (Ref. 9) where
Harris analyzed the PETN results and the flyer plate experiments of Boade (Refs
8, 9). Wave propagation in porous materials was considered in detail and Harris
concluded that in such materials macroscopic measurements can not always be used
to determine microscopic parameters. In support of this, the porous material
is considered to act as a diffraction grating with respect to a shock wave, and
that unidirectional one-dimensional strain does not hold., Also the role of sur-
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face energy effects was considered since the measured pressures were in the
fraction of a kilobar range and the loading pressures for the pellets were
in the one to ten kilobar range.

Experiments are scheduled to conduct the same type of expériments with °
large single crystals of RDX and PETN, Mazzella et al (Ref. 11) have proposed
a Gruneisen parameter for a porous material given by

I'==5T, (4)

c
8

where ry is the parameter for the voidless undeformed solid, with Cy being the

propagation velocity corresponding to a pure bulk modulus wave in the voidless
undeformed material., c¢ 1is the corresponding velocity for the porous solid.

Whether a correlation can be made 1s not known, but it seems that Equa-
tion 4 is valid for those experimental situations where the energy deposition
is so large in time that the porous medium is able to continuously adjust its
density on a microscopic scale without affecting the macroscopic density,
Other factors such as relaxation time will have to be considered.

Conparisons are also being made with the relationship

= -—-—-Bk ! '
r DCP ' ) .
where B is the volume expansion coefficient, k is the adiabatic bulk modulus
and cp is the specific heat at constant pressure, Values are being determined

for single crystals and pressed pellets and the Gruneisen parameter compared
to those obtained with the energy deposition technique.

SHOCK INITIATION RESULTS, Shock initiation experiments were performed on
lead azide and KDNBF, Also some preliminary results were obtained on lead
styphnate and LMNR (lead mononitroresorcinate). ) o

The lead azide wafers were 1/4 inch diameter and 0,040 inch thick with a
density of 4.0 grams/cm3. These wafers were bonded with Silastic 732 RTV ad-~
hesive to aluminum overlays that were 3/4 inch diameter and 1/8 inch thick, The
lead azide samples were irradiated with a pulsed 900 kev electron beam; the
energy deposition was entirely in the explosive.

The stress pulse in the aluminum could be computed from the energy deposi-

.tien profile, -the beam intensity, and the equation of state for aluminum. . The

L~sttess transmitted to the explosive depends upon the relative acoustic impedances

of. aluminum and the explosive, 1In addition, the bond layer must be quite thin
to avoid significant attenuation,

A test was conducted to check the experimental configuration, and, in parti-
cular, the effect of the adhesive bond on the transmitted stress pulse. In this
test a quartz gauge was bonded to an aluminum sample using the Silastic 732 RTIV
adhesive, the sample was irradiated, and a comparison was made between the pre-
dicted and measured stress hisotires. There appeared to be a 20 percent attenua-
tion of the stress pulse due to the bond, This factor was used in the subse~
quent analysis to estimate the stress transmitted to the explosives,

The experimental results obtained for lead azide are summarized in Table 4
and in Figure 6. Seventeen samples were irradiated; six samples initiated and
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eleven samples did not. The temperatures indicated in column 4 of the table
are the final temperatures that the aluminum overlay achieved due to the
‘energy deposition, These values are upper bounds; any thermal losses were
neglected. The highest temperature achieved at the aluminum-lead azide inter-
face was approximately 120 C, This value is signiflcantly below the lowest
value of 297 C for thermal initiation threshold of the lead azide. The data
indicate a stress initiation threshold of 3.6 kbar for the lead azide, assuming
a sound velocity of 0.25 cm/usec for the explosive, The stress pulse width was
approximately 0,2 usec, However in the equation-of-state work on lead azide
the sound speed for lead azide with a density of 3,29 grams/cm3 was .35 cm/usec.
If this value is used the initiation threshold is 4.4 kbar,

These results are in reasonasble agreement with some small-scale gap tests
which obtained threshold initiation levels of 4 to 6 kbar for lead azide (Ref-
erence 13); they are also consistent with an experiment performed by Roth (Ref~
erence 14), who observed an initiation in 95 percent lead azide, 5 percent Teflon
(p=2,7 gram/cm ) subjected to an 8,5 to 10 kbar shock loading,

Only a limited amount of data was obtained on lead styphnate and IMNR, One
initiation was achieved in lead styphnate. Assuming a sound speed of 0.25 cm/usec
and a density of 2,75 gram/cc the stress transmitted to the lead styphnate that
produced initiation is estimated at 4,3 kbar, while the highest stress that did
not produce initiation was 3.1 kbar, Pulse duration was in the order of 0.4
usec, With ILMNR with the same type of pulse no initiations were achieved with
the highest stress transmitted to the LMNR being in the order of 8 kbar.

The shock initiation experiments were performed on KDNBF pellets of 1/4
inch diameter and 0.044 *+ 0.003 inch thickness, The density of the pellets was
1.75 * 0.03 grams cm3, Thermomechanical stress pulses were produced by rapid

electron energy deposition in aluminum disks, 3/8 inch in diameter and 1/8 inch
think, The stress pulses propagated into KDNBF pellets, which were bonded to
. the rear surface of the aluminum disks with phenol salicylate. (salol).

Due to the different acoustical impedances of aluminum and KDNBF, only part
of the shock wave was transmitted into the KDNBF and the remainder was reflected
The transmission coefficient, T, can be calculated from the formula

2
TeTTIE, ©

where 21 and Zz are the acou1tic impedances of aluminum and KDNBF, respectively,
For sluminum, ’ ' -

Z1 = pu_ = 2,71 grama/cm3 x 0,57 cm/usec

= 1,54 grams/cm2 usec

where ug is an average value of the shock velocity in aluminum for the range

of pressures of interest (about 50 kbars).

For KDNBF, using the experimentally
determined sound speed of 0.30 cm/usec,

Z2 = pc = 1,74 grams/cm3 x 0.30 cm/usec

= 0,525 gram/cm2 Hsec
Thus T = 00510
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_where p is the sample density, I' is the Gruniesen coefficient for aluminum,
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The electron beam environment for this experiment was provided by the
Model 738 Pulserad. Machine parameters were set to produce an electron beam
of approximately 1 MeV mean energy and approximately 50 nanosecond duration,
Such a beam produces a peak normalized dose of about 4,5 (cal/gram)/(cal/cmz)
and a range in aluminum of about 0,085 inch, Since the aluminum overlays were
0.125 inch thick, no electrons were deposited into the KDNBF, The electron
beam was controlled by gas focussing in a low pressure background gas; a metal
beam guide consisting of a copper pipe was used for the fluences below 50 cal/cm?
and a copper cone for the higher fluences., Normalized deposition profiles in
aluminum were obtained with an aluminum depth-dosimeter. Fluences for each
data shot were monitored by a set of graphite calorimeters surrounding the speci-
men in the case of the copper pipe, and by a Rogowski coil net current monitor
in the case of the copper cone, ‘

Peak stresses generated in aluminum for each data shot were calculated
using the formula

o, = 1/2 ple (1 - 52-;{) (kbars) (%))

¢ is the peak dose (0.04186 E if E is in cal/gram), ct is the relief depth,
i.e. the product of the sound speed, ¢, and the energy deposition time, T,
and R 18 the range in aluminum, For this experiment,

e < A trt i e -

1 grams/cm3

¢cal/gram
7 cm/usec
05 usec
0,085 inch

4010

2,
2,
4,
0.
T =0,
. R

hence
' op = 0,477 ¢ (kbars)

- where ¢ 18 the fluence in cal/cm2, ~ ° ° © e ¢ c

- 'Table 5 contains a summary of the results obtaified in the experiments, The
third column contains the peak stress in aluminum calculated for each shot using
Equation 7, In the fourth column, the peak stress in KDNBF has been calculated
from the stress in aluminum utilizing the transmission coefficient [Equation 6].
The last column indicates the observed effect on the explosive, The results are

lpresented graphically in Figure 7. The dats indicate that shock initiation may
occur at pressures of 20 to 30 kbars, This conclusion shouid be regarded as ten-

tative since one specimen clearly did not initiate in this pressure range and
another specimen apparently exhibited only a low-order initiation or burning at -
a8 pressure of approximately 50 kbars, It is conceivable that at higher fluences,
initiation could have resulted from late-time heating of the specimen by thermal
conduction through the aluminum overlay, However, front surface spall probably
removed much of the deposited energy., Late~time heating effects in future experi-
ments could be detected by instrumenting the overlay with a thermocouple. If pre-
sent the heating could be eliminated by including a second disk of aluminum in

the sample package with’a "strengthless" bond to the first disk of aluminum,
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SUMMARY AND RECOMMENDATIONS. In summary using pulsed electron beams we
have experimentally obtained an "effective" Gruneisen coeffieient for PETN
which reveals a strong dependence on density ratios, Preliminary data has
been obtained also on KDNBF and lead azide,

The elastic sound velocities for each of these materiale have been found
concurrently.

Further work has to be done to explain theoretically the results obtained
since the time dependence criteria is not being met; only the gross behavior
of the explosive is characterized.

In the shock initiation work a technique has been developed to determine
the shock initiation of explosives, especially in the 0-20 kilobar range.
Regults for lead azide are consistent; in the range above 20 kilobars modi-
fications have to be considered for temperature effects and spallation,

The results for KDNBF seem to bear this out,
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INITIATION OF KDNBF PELLETS BY A 0.37 USEC
THERMOMECHANICAL STRESS PULSE
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"~ TABLE 2

SUMMARY OF PRESSURE-ENERGY COUPLING EXPERIMENTAL RESULTS

Explosive
S-ton KDNBF

4-ton KDNBY
S-ton PbN s

3-ton PbN6

(Preliminary)
Densgity 3 Sound Speed
(gram/cm”) (cm/usec)
1.67 0.30 ¢ 0.02
' 1.60 0.30 ¢ 0.02
329 10.35 & 0.02
2.92 Undetemined
<471~
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Probable

Gruneisen

0.4  0.15
0.4 £ 0.15

0.25 ¢ 0.03
< 0.06 (7
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TABLE 3

ELECTRON MEAN FREE PATH AS A FUNCTION OF ENERGY

Material Mean Free Path Electron Energy
Al 100 u © 0.4 Mev
PETN 500 u 0.4 Mev
Be © 1,000 0.6 Mev
Quartz Crystal 4,000 p 2 Mev
PEIN 1,000 u 4 Mev
Lead Styphnate 1,000 & Mev
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INITIATION OF KDNF PELLETS

TABLE 5

BY A 0.37 MSEC THERMOMECHANICAL
STRESS PULSE IN ALUR{IINUM OVERLAY

SHOT  FLUENCE  STRESSIN AL
NUMBER (cal/cm?2) {(kbar)

20410  25.5(10%)° 12.1(15%)*
20411 332(10%) - 16.8(16%)

20412 40.4(10%) 19.3(15%)
‘20414 38.2(10%) 17.3(15%)
‘20415 28.0(10%) 13.4(15%)

20420  205(20%) 98(25%)

20421  198(20%) 84iz5%)
‘423 107030%)  EuwK
20424 119(25%) 57(25%)
*ESTIMATED UNCERTAINTY
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STRESS IN KDNBF
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AN ANALYSIS OF 5.56mm ALUMINUM CARTRIDGE CASE
- "BURN~THROUGH" PHENOMENON

Walter H, Squire and Reed E. Donnard
Frankford Arsenal, Philadelphia, Pennsylvania

ABSTRACT, The use of aluminum alloys as small arms cartridge case
material is precluded by a catastrophic failure process previously iden-
tified as "burn-through”. To determine engineering solutions which
would enable the use of aluminum allovs, instead of the conventional
cartridge brass, a combination experimental and theoretical program was
designed and conducted to identify this failure process,

Postmortem analyses of cartridge cases which evidenced ''burn-
through" lead to the premise that this phenomenon occurs only when there
i3 a path for the high energy propellant gases to exit any unsenled
opening in the cartridge case, Since the natural occurrence of this
process 18 reduced significantly by advanced processing and super
strength alloys, it was necessary to provide gas paths to study the fail-
ure dynamics, The experimental program was designed to allow a parametric
investigation relating size and location of the induced orifice and pro-
pellant gas pressure and flow time to the amount of damage inflicted to
the cartridge case.

An analytical model was constructed from existing solutions of the
physical processes occurring during "burn-through”. The gas dynamics of
flow in a small bore, boundary layer effects, transient heat conduction,
and change of phase processes were all considered., Utilization of the
analystical model allowed determination of the local temperature pro-
files in selected regions of an aluminum cartridge cage and permitted
the generalization that the failure process is ablation. Given gas flow,
it was easily shown thar portions of the aluminum cartridge case undergo
melting, However, further use of the model demonstrated that the total

_amount of aluminum ablated from the cartridge cage was not correctly pre-

dicted by a classicsal melting theory, |

°  High speed motion pictures taken at the surface of the cartridge case
showed the existence of a localized exothermic chemical reaction, When
this additional energy source is considered together with the classically
derived heat flux,‘the agreement between theory and experiment is excellent.

INTRODUCTION, The United States Army ~ SASA, MUCOM, and Frankford
Arsenal - is engaged in an exploratory development program to determine
the engineering parameters requirmrd to utilize aluminum cartridge cases
in high-pressure, small-caliber ammuniti:zi orstems., This work is based
on the need to create lightweight ammunition/weapon systems in near future
applications, Conservation of copper resources is an added benefit to
be gained from success in this effort,

" To date, a significant fact which has precluded the acceptance of
aluminum cartridge cases in the logistic system is the nature of the fail-
ure prccess - heretofore identified as "burn-through', When a mechanical
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case failure 18 encountered during the firing of aluminum-cased ammuni-
tion, particularly with high-pressure, high-performance weapon systems,
the failure of an aluminum cartridge case is characterized by a large
efflux of very luminous gases at the breech of the weapon, the serious
erogion of the cartridge case, and often, the inability of the weapon
to function properly thereafter, Thus, this failure may result in

‘ .serious harm to the rifleman and damage the weapon,

In order to investigate the failure dynamics, as a basis for finding
a solution or solutions to this problem, it was found that a small hole
drilled in the head region of an aluminum cartridge case, or a four
thousands deep longitudinal scratch would, upon firing, result in "burn~
through". As a result of this simulation of the failure process, it
was concluded that a gas path must be available for the otherwise un-
restricted flow of propellant gases from the interior of the cartridge
case through the path in the case wall and to the atmosphere. Figure
1 18 a photograph of the results’ of firing brass and aluminum cartridge
¢ases with a 0.0135 inch (diameter) hole in the head region of each case,
The two brass cases seem unaffected after firing. However, the two
aluminum cartridga cases show the typical erosion in the head region;
the unfired aluminum cartridge case can be used to compare the damage
after firing with its initial, drilled condition., This paper is add-
ressed to a discussion concerning the peculiar results when propellant
gases are allowed to pass through an induced fissure in an aluminum
cartridge case, '

STATEMENT OF THE PROBLEM. Using a pre-placed gas path in an alum=

inum cartridge case as a vehicle to study this phenomenon, the mathematics -

which follow describe the heat flux resulting from the fast moving pro—
pellant gases through the induced orifice and allow determination of

the temperature profiles in selected regions of the cartridge case,
Emphasis is placed on the gas/solid interface - the interior surface of

. the induced orifice, To test the accuracy of the r \thematical model,

"the appropriate physical conetants of the case mat¢:'ials under conui—

deration, along with values obtained from an exper! :ental program,
were substituted into the equations, Temperature profiles and total
erosion values were thus calculated, This analytical tool was used

_ to investigate the premise that portions of the aluminum cartridge

~case undergo melting and that the total smount of aluminum ablated from

the certridge case is correctly predicted by a classical melting theory.
The same mathematics, when applied to the flow through a brass cartridge
case, should indicate minimal metal removal.

In order to facilitate a closed-form solucion of the mathematical
model, thereby enabling a parametric investigation of the critical factors
affecting "burn-through' and vervification with experimental data, the
following assumptions were employed:

(1) The dimensions of the induced orifice remain constant until

melting,

(2) Propellant gas behaves as an ideal gas,

(3) Classical heat conduction equation describes the dissipation

of enerzy in the solid until melting,
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(4) The physical properties of the cartridge case material are
constant during the experiment,

(5) 1t is possible to identify an average operating pressure
(Po = 25,000 psi), and .

(6) The gas temperature is the adiabatic flame temperature
(T, = 5040°R). -

EXPERIMENTAL. To obtain pressure vs time data, a thick-walled test
barrel was drilled and threated to accept a 607A Kistler Gauge., This
gauge was positioned midway along the longitudinal axis of the cartridge
case to measure the gas pressure, Figure 2 shows the pressure-time his~-
tory of the propellant gases inside a 5,56mm cartridge case which con-
tained the charge of 27,0 grains of WC846 propellant,

In addition to the pressure-~time curve, it was desired to monitor
the initiation and the duration of the gas flow from the orifice, Hence,

. positioning a photoelectric cell in the same horizontal plane and at

right angles to the induced orifice provided the desired information,
That 1s, by recording the output of the photoelectric cell on the screen
on an oscilloscope, it is possible to determine when the gases first
exit the orifice and for how long the flow continues,

An experiment was designed which allowed a parametric investigation
of peak chamber pressure, initial hole size, and the effect of these para-
meters on the damage sustained by an aluminum cartridge case as a result
of "burn-through”, 1In order to relate quantitatively the damage inflicted
to the cartridge case, the cases were weighed (to four decimal place
accuracy) before and after firing; the amount of metal lost is indicative

" of the severity of the erosion. The initial hole sizes ranged from
.0.0135 to 0,0625 inch in diameter, To obtain peak chamber pressures which

ranged from 22 to 58K psi, the charge of WC846 propellant was varied from
21,0 to 28,0 grains, Figure 3 shows the results of this work - each data
point is the average of five firings per condition of the experiment. As
is shown in the plot, for a given particular pressure level, the least

_amount of damage - that 1s, cartridge case weight loss - occurs with the

smallest hole size (0.0135 inch). Examining the data, a8 trend is. estab-
lished for increasing hole sizes of 0,0250, 0.0312 & 0,0400 inch in
diameter, Namely, {t is apparent that as the hole size is increased, the
damage is correspondingly increased, However, the curve for the 0,0625
inch hole falls within the envelope defined by the 0,040 and 0,0135 inch
holes, This 1s perplexing until one realizes that the peak pressures
experienced during Firing of these cases (0,0625 inch diameter hole) are
lower than those resulting from firing the same charge with a smaller
hole size, This brings up the second important consideration gained
from this study., Namely, for any particular hole size, the effect of
‘-rreasing chamber pressure is to increase the damage sustained by the

cartridge case,

ANALYSIS, The mathematical analvsis is directed to that portion of
the cartridge case shown in Figure 4., Since the hole is drilled in the
most massive region of the case, and since the length to diameter (L/D)
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' constant area.
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ratio of the hole 1s approximately 5, a reasonable approximation to the
region of the case where the hole is drilled is that of a small hole in a
medium of infinite extent in the radial direction. Distance along the
axis of the bore is specified by the variable Z, and distance from the
center line of the bore in the radial direction is given by the variable r,
It 18 first necessary to describe the flow of propellant gases from
the interior of the cartridge case through the induced fissure, To do so,
it is important to select the most representative gas dynamic model, based
upon bore size. With a L/D ratio of aporoximately 5, the relatively small
opening of 0,0135 inch in diameter, and the rapid rate of pressurization,
the flow may be assumed to be choked, The additional assumption 1s made
that the flow is developed to the point where it consists of a well de-
fined boundary layer and a central, core region, Figure 5 is a drawing

depicting this flow process, The temperature, pressure, density, and

velocity as a function of position in the core region can be determined
with the appropriate flow model, Determination of the nature of the
boundary layer, laminar or turbulent, can be accomplished by an examina-
tion of the magnitude of the local Reynolds number.,

Lee and Sears (1) suggest an adiabatic treatment of the flow be con-
sidered providing the bore is not too long (less than ten bore diameters),
Admittedly, the flow process should account for the substantial transfer
of energy to the bore's sidewalls since melting has been hypothesized to
occur, The adiabatic assumption of the flow does not contradict the hypo-
thesized fact that there is substantial energy transfer, The analysis of
the core region merely permits a determination of the gas conditions - i.e.

- temperature, pressure, density and velocity - external to the boundary

layer. It must be remembered that it 18 across the boundary layer that

the energy is transferred to the bore's sidewalls, Thus, the gas dynamics

in theé core will be treated as adiabatic flow with friction in a duct of
Shapiro (2) has developed a series of working formulas to describe

such a flow process, Momentum, energy, and mass equations are written

for the flow of a perfect gas through an elemental control volume,

_Since the reservoir (chamber) conditions are available and since choking
1s assumed to occur at the exit, these formulas may be used to predict

the temperature, pressure, velocity, and density at any position along
the bore's axis, .

' The Mach number as a function of position along the bore's axis must-
first be determined. Lee and Sears (1) give a relationship for the bore
length L, required for the flow to pass from a Mach number, Ml’ to a Mach
number, M2, as

4fL  4f 4f :
T "D Mmaxy <5 Cuaxdy, @

where f is the friction factor, and D is the diameter of the bora,
The friction factor £, 1s defined by the Reynolds analogy as
Zh
cz

f= E;E; (2)
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where hcz is the heat transfer coefficien;)p is the gas density v is
the gas velocity, and cp is the specified heat as constant pressure,

Since at this point in the analysis, values for hcz' p and v are

| all unknown, a value for the friction factor must be assumed, An itera~

tive technique can be used later to identify a correct friction factor,
once more information on the fluid properties within the central core
region is8 available., Shapiro (2) states that friction factors in the
range of 0,001 to 0,004 are realistic for the type of flow with which
this analysis is concerned. Keenan and Kaye's (3) gas tables for the
adiabatic flow of a perfect gas through a constant area duct with fric-
tion, in conjunction with equation (1), are used to determine the Mach
number as a function of position throughout the bore for friction fac-
tors of 0,001, 0,002, and 0,004, These data are presented in Figure 6,
Now that the local Mach number is available, it is possible to

evaluate both the free stream and stagnation values for the temperature,
pressure, and density at any point along the bore's axis, The chamber
conditions ~ those describing the combustion of the propellant grains
inside the cartridge case - to be used through-out this analysis are:

T = 5040°R, P_ = 2,5x10° psi, R = 64,372 £t-1b./1b_°R
o o f ' m
3
Po ™ 11.09 lbm/ft , and y = 1,24
To obtain the gas properties at the beginning of the bore - the
inlet, an isentropic process is thought to be valid. Shapiro (2) pro-

vides the following governing equations for an isentropic process:

-

, . K : o ,
T. - - ’ (3)
1 +'1'2'-1- M
: Po~ B
S — o )
Ca+t u?)Y/r-1 |
o]
oy ™ 2 (5)

a+ ]_;_1_ M2)1/7-1

where the free stream conditions and the stagnation states are identified
by the subscripts = and o respectively. The local value for the gas velo-
city may also be determined from formula:

v = MART . ~ (6
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In order to determine the axial dependency of the free stream tem-
perature, pressure, density, and velocity, equations (3), (4), (5), and
(6) are again used, The appropriate value for the local Mach number is
obtained from Figure 6. These calculations are performed for a friction
factor of 0.002 at positions where the Mach numbers are 0,09 and 0,95,
and 1,00 and are shown in Figure 7, Although a detailed treatment of
the fluid mechanics has been addressed, Figure 7 shows that the free
stream conditions do not vary appreciably along the axis of the bore.

The groblem which is being studied is that of flow and heat trans-
fer in a small bore. Kreith (4) states that for very short tubes or
rectangular ducts with initially uniform velocity and temperature distri-
bution, the flow conditions along the wall approximate those along a flat
plate, Hence, the original two dimensional cylindrical geometry ( r,Z)
can be replaced with a two dimensional cartesian system (x, y). Further
justification for the flat plate treatment of the problem may be cbtained
by showing that the boundary layer displacement thickness is small com~
pared to the bore's radius. This fact implies that the boundary layer
is essentially localized near the surface of the bore,

To determine the nature of the boundary layer, turbulent or laninar,
the local Reynolds number is needed. The Reynolds number, based on length,
is given by Rez = ypZ/u where the values of the velocity, v, and the gas

density, p, for a particular value of Z are obtained from Figure 7 and
the absolute viscosity, u, is 4.72x10,0"3 lbm/ft-sec. Kreith (4) re-

ports that the flow over a flat plgte is turbulent where the local Rey-
nolds number is approximately 3x10-', Comparing 3x10° with the calculated

values of 1.26x10° (Re, = 0,030 inch) and 2.40x10° (Re, = 0.062 inch), .

it {8 concluded that the flow is indeed turbuient,

It 18 now possible to calculate the boundary layer thickness at any
point along the axis of the bore, Rohsenow and Chol (5) report that the
boundary layer thickness, §, for turbulent flow is

[ e N L e e

< o - ¢ wT )  - ,._'L o o ’70.3’7'. o . 0 Cela : .C . o C,\ . c, c.
T e ee— : @
Sweprs T

For the flat plate assumption to be valid it 1ia necessary to show

L]
N (8)

where a is the bore's radius and $* is the boundary layer displacement
thickness, Olson (6) states that the boundary layer displacement thick-
ness for turbulent flow is given by &/8; hence, equations (7) and (8)

may be combined and evaluated, For example, at Z = 0,031 inch-the bore's
midpoint~ 6*/a is 0,0128, which 1is very much less than one, thereby justi-
fying the flat plate treatment of the bore's surface.
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The| energy transport to the bore's sidewall occurs principally by

forced convection,

11ttle to the net heat flux,

The effect of radiation can be shown to contribute °

It 18 therefore important to define the

Nusselt number in terms of the Prandtl and Reynolds numbers. With tur-
bulent flow over a flat plate, Olson (6) states that a reasonable value
for the Nusselt number may be cbtained from

Nu, = o.ozsa(Pr)1’3(Rez)“/5

9

where Nu, implied that the Nusselt number is a function of position
along the bore's longitudinal axis,

classical definition of the Nusselt number, Nu,

Combining equation (9) with the

= hczZ/kg, where kg 1s

the thermal conductivity of propellant gas, it is pcssible to identify
the convective heat flux to the bore's sidewall as

|
|
!
|

~0.0288(pr) /3

(Rez)blskg (Ts - Tg)

q-

(10)

where Tg i3 a characteristic gas temperature and Ts is the surface tempera-

ture of the solid.

The gas properties used in the evaluation of the Rey-

nolds and Prandtl numbers must be evaluated at a reference temperature,
T*, detetmtned empirically be Eckert (7) to be

I
i

|

T e - T + 0. '50 (T

RN

c

- T“)o

L] L d

Consideration of the recovery factor permics substitution of the adia-
» by the stagnation temperature so that the

batic wd;l

temperature, Ta.w.

above equation becomes

}
|

T* = T +0.72 (T, = T,).

The heat flux described by equation (10) is incident to the bore's
By showing that the thermal layer does not penetrate the
solid to any significant depth during the interior ballistic cycle, it
1is possible to treat the conduction problem as a one dimensional slab
instead of as a region exterior to a cylindrical hole of diameter, D,

‘sidewalls,

and extending to infinity in the radial direction,

The heat conduction

i~ then reduced to a one dimensional, time-dependent problem subject to
a Newton's lLaw of Cooling boundary condition of the third kind, Rohsenow
and Choi (5) provide a solution to such a problem and further point out
that the heating of a thick body by a hot fluid at the surface approxi-

mates this case during the early stages of the transient,

tion is 23 follows

T -T
8

Tg—Ti

= [erfc (—--—) -
2/5¢

xh

/
/

<z, _xt

exo(
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where X and ka’ are the thermal diffusivities and conductivities of the

metal in question, T
the time variable,

4 is the initial temperature of the solid, and t is

DISCUSSION, The analytical model, developed previously and culmina-
ting in equation (11), allows determination of the bore surface tempera-
ture given gas flow, To investigate the performance of brass and alumi-~
num alloy cartridge case, it is a simple matter to substitute the appro-
priate physical parameters -y and k8 - and calculate the surface tempera-

‘ture at several axial positions as was done to prepare Figures 8 and 9,
Figure 8 implies that the surface of an aluminum bore ( x = 0) reaches
the melting temperature after approximately 0,35 milliseconds; the brass
bore's melting temperature (Figure 9) is approached only late in the
interior ballistic cycle.

To predict the total amount of metal removed during a "burn-through,"”
equation (11) is solved using a forward difference-in-time technique with
the additional condition that for any point to be removed, it must real-
ize a local temperature equal to the melting tempecature plus an additional
amount of heat to cause an elementa. mass, Am, to liquify. Therefore, the
total heat flux required to cause melting, hence metal removal, will be
(12)

. q £

where Hf is the heat of fusion, Figure 10 shows the results ofvéuch an

melt

removed = AEC;(T ) = Ty) + tuk

sxercise (labeled classical melting) and the results of an experimental
effort wherein the amount of metal lost during "burn-through"” has been
correlated with p:ak chamber pressure., A comparison shows that the experi-
mental results sce not predicted entirely by a classical melting theory.

Since this analysis has been initiated upon the premise that the case
degradation is the result of thermal energy transport, it is necessary to
determine if any additional energy sources are present, This search is
based upon the knowledge that aluminum is a very chemically reactive
metal and that there is a large, bright gasecus discharge attending this
event, It violates our intuitive understanding of the phenomenon, how-
ever, to accept that there is sufficient energy feedback to the case

from the exterior cloud to account for the additional damage.

In order to determine if any additional energy sources were present
during an aluminum cartridge case "burn-through”, high speed motion pic-
tures and still photographs were taken of this phenomenon. Figure 11(a)
shows the characteristic plume resulting from propellant gases, generated
in a combustor, passing through a 0,0135 inch (diameter) hole in an alumi-~
num test specimen, Thils discharge has been chanceled into a plexiglas
cylinder and produces a bright incandescence throughout the entire cylinder.
However, when the cylinder was flushed with nitrogen, the major portion
of gaseous discharge has been quenched as is shown in Figure 11(b). All
that remains as a result of the inert atmosphere is a small localized re-
gion in close proximity to the specimen, It is interesting to note that
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although a major portion of the discharge has been eliminated by the
nitrogen atmosphere, the damage (metal removal) inflicted to each test
specimen 1s the same, Als>, it is apparent that the "buran-through”
plume occurs in two separate phases - a large secondary cloud existing
exterior to the aluminum specimen (identified as the oxidation of alu-
minum to aluminum oxide) and a localized primary reaction zone existing
in close proximity to the specimen.

Since the ignition a:d combustion of aluminum has been we;l investi~
gated, the literature provides some insight into the nature of the pri-
mary reaction zone, A doctoral thesis by Brzustowski (8) of Princeton
University enables the identification of this zone as a vapor phas: re-
action between freshly exposed aluminum and the combustion gases. Also,
Brzustowski (8) has correlated the ignition of the protective oxide
coating on the wire, This fact will be used later in the discussion,
Hence, it 1s concluded tha. the localized primary reaction zone 1s respon-
sible for additional metal removal and must be considered in the mathe-
matical model.

To assure that the understandings developed in a combustor are appli-
cable to a gun environment, a test weapon was placed in an air tight box,
. The test weapon was modified so that a direct observation, with a high
speed motion picture camera, could be made of the exit plane of a drilled
hole in ar aluminum cartridge case, It is possible to use the fact that
discharging the secondary plume into an inert atmosphere will quench and
reduce the intensity of the secondary cloud, The elimination of the ex~
ternal cloud would permit a close observation of the hole where the
localized primary reaction zone is occurring. Figure 12 is a photograph
of the test weapon in the box, After the 1id is put in place and clamped
down, the interior of the box is filled with helium, This gas is allowed
to flow continually throughout the box assuring a one-hundred percent
atmosphere of the test gas.

Figure 13 shows a series of selected frames abstracted from a high
speed motion picture study of the firing of an aluminum cartridge case,
In this photograph, the induced hole is observed at the left of the frame
and the discharge throughout a viewiug slot iu the test weapon.. In the
flames identified t = 0,000+ t> t = 0,286 milliseconds, propellant gases-
as indicated by their orange giow = are observed exiting the orifice
This is the heat-up period. The flame identified t = 0,357 milliseconds
shows the first evidence of our localized primary reaction zone. This re-
glon of exothermic reaction continued for the remainder of the experiment
time shown. WHnwever, the presence of ihis zone in a gun enviromment has
been experimentaily verified together with the correlation of Brzustowski
(8). "Namely, that in order to initiate the vapor phase reaction, the
aluminum must undergo melting, The time of 0.357 milliseconds, from the
" "high speed motion picture study, compares quite favorably with the model's
prediction of 0,35 milliseconds, It is therefore concluded that as the
propellant gas flows throughout the induced hole, the bulk aluminum
situated below the protective oxide coating, which lines the surface of
the hole, is melting. Due to the continuing efflux of propellant gases,
the protective oxide coating can no longer maintain its structural
integrity and gets washed away because the bulk aluminum {mmediately be-
low has melted, Once fresh aluminum is exposed to the propellant gases,
the protective oxide layer is unable to form and a vapor phase reaction
is initiated.
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To determine the magnicude of the heat flux resulting from the pri-
mary reaction zone, a double disk arrangement of aluminum and brass test
specimens was used in the combustor, There were two variations of this
experiment, First, the aiuminum was placed closest to the combustor and
the brass faced the atmosphere, In the second experiment, the orilenta~
tion of the two test specimens was reversed. The data obtained from this
experiment are shown in Figure 14, It 1is possible to account for the

.drastic differences in these data, If the aluminum disk first witnesses
flow of propellant gas, the.localized exothermic reaction will be exposed
to the brass specimen, 7The final result being that the brass specimen is
exposed to much more heat flux than would be expected if the aluminum
specimen were not present, If, on the other hand, the propellant gas
first passes through the brass specimen and then the ‘aluminum, the exo-
thermic reaction associated with the aluminum will be carried (by the
fast moving propellant gas stream) to the atmosphere. There will be no
material on which the exothermic reaction can act, By measuring the
amount of metal removed from the brass specimen under both cases of the
experiment and by using equation (12), it 1is possible to calculate the
additional energy flux to the brass specimen as a result of the exother-
mic reaction, The brass specimen, in a sense, 1s being used as a calori-
meter for the primary reaction occurring with the aluminum specimen, Once
determined, this additional energy flux is used as a corrective factor to
the melting theory., Figure 15 shows a comparison between the experimental
results and the theoretical predictions when augmented by the heat flux
from the primary reaction zone, The agreement is favorable.

CONCLUSIONS., This work was aimed at understanding the "burn-through"
problem that has impended orderly engineering development and application
of aluminum alloy cartridge cases in high-performance ammunitfon since
the 1890's, It has been shown that a gas path through the wall of an
aluminum case, and through which propellant gas can flow during the inter-
nal ballistic cycle, is a precursor to the "burn-through' phenomenon,

Once this gas path has been established in an aluminum cartridge case,
melting of the path surface starts early in the flow cycle, On the other
hand, the melting point of a similar surface in a brass case is only
approached late in the cycle, Hence, the key factor in an aluminum
cartridge case, is the onset of melting early in the interior ballistic
cycle, This melting is almost instantaneously followed by primary, exo-
thermic chemical reactions of propellant gas molecules with available
aluminum alloy material, This exothermically aggravates the ablation of
.the aluminum case surface and adjacent steel weapon surfaces over which
the conglomerate molten snd reacting material flows, This primary re-
action is followed by a secondary reaction which consists of the oxidation
of unreacted case material that is blown into the atmosphere,

Armed with this knowledge, solutions to this problem have been found
that either prevent propellant gas flow through a path in the case that
develops unintentionally during firing of the ammunition, or alter the
effect of propellant gas flow through such a gas path, GSince an engineering
understanding of the "burn~through" phenomenon is avallable, work is cur-
rently underway to demonstrats the feasibility of aluminum cartridge cases
thereby advancing the program from exploratory development to advanced
engineering development.
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STATISTICAL MODELING OF PROPAGATION LOSS DATA
M. Acker, R. D'Accardi, D. Dence and C. Tsokos?®

U. S. Aroy Electrconics Command, Fcri Monmouth, New Jersey

ABSTRACT. Since 1962 under Project SEACORE the US Army Electronics Command
and the Advanced Research Projects Agency have supported investigations and
measurements in Southeast Asia and the United States to improve communication
electronics system performance in heavily forested environments, The present
report deals with one aspect of these investigations, namely, the statistical
characterization of path loss data which was collected by Jansky and Bailey,
The object of the present study is thrzafold: First, we briefly discuss

some of the findings which are zcucained in previous presentations of South-
east Asia propagation data, Secondly, we compare some of the previous
findings which viewed the data a3 a deterministic phenomena with a more
realistic stochastic formulation. Thirdly, we cet forth recommendations for
further defining the statistical character of propagation data.

The study shows that the propagation loss data exhibits strong random
fluctyations, especially ahove 100 MHz; and the deterministic equations do not
properly describe the statistical character of the path loss data. In our
investigation we rely solely on statistical modeling of the propagation loss
data to account for these random fluctuations, Non-parametric statistical
techniques are employed to analyze the data for specific configurations of
transmitter antenna height, receiver antenna height, distance, frequency,

and polarization.

The information obtained from the statistical modeling of the data has been
extremely useful in the feasibility and the design of communication-elec~-
tronics equipment and systems,

‘1, ~ INTRODUCTION. In recent years extensi e investigations and measurements

have been made in Southeast Asia and the United States to determine the
communication conditions that exist in forest environments., Studies were
initiated in 1962, spcnsored by the Advanced Research Projects Agency and
performed under the direction of the U. S. Army Electronics Command as part
of the Southeast Asia Communications Research (SEACORE) Program. The overall
aim was to hLelp over-come severe radio communications problems occurring in
Southeast Asia. The present report deals with one aspect of these investi-
gations, namely, the measurement and analysis of path loss data. This path
loss information was obtained by Jansky and Bailey (a division of Atlantic
Research Corporation), one of the prime contractors engaged in the SEACORE "
Program, and involved making extensive measurements at various locations in o
Thailand. The path loss measurements covered the frequency range from 100 kHz
to 10 GHz encompassing a wide range of antenna heights, locations and

seasonal rainfall variations.
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L £4~’{d\ - path length in miles, i = 1 2,.......n,

The aim of our presentation is threefold: Firat, we shall mention briefly
some of the findings which are contained in the presentation of the SEACORE
path loss data, contained in references (1,2)., Secondly, we shall be con-
cerned with spot check statistical analysis ot the information in the
frequency range 2-400 MHz the results of which are then compared with
previous results. Thirdly, we shall set forth recommendations for futher
defining the statistical character of propagation loss data consistent with
the original objectives of the SEACORE Project.

In Section 2 we shall briefly discuss the presentation of some very important
and basic concepts given by Jansky and Bailey. Primarily, we shall be con-
cerned with the manner in ﬁhich the data was normalized to a common distance,

A more realistic presentation of the analysis o{ the propagation loss data
from a statistical point of view will be given in Section 3. 1In additionm,
we shall compare our spot check statistical analysis of the path loss
information with that obtained by J & B,

In Section 4, we shall present a summary of our preliminary findings,
including recommendstions for further analysis.

2, COMMENTS ON PREVIOUS STATISTICAL ANALYSIS OF PATH LOSS DATA. There are
many points which one should take into consideration with respect to the
manner in which the data was presented in the reports by J & B, There was
limited resources available to J & B to delineate statistical techniques
for processing and analyzing the data, Therefore only very limited statis-
tical analysis was performed from a rigorous point of view. To increase
the data base from which statistical observations could be drawn, J & B
normalized all the data to a distance oi one mile.

A 3

To accomplish this normalization they utilized the analytical expression,

<«

Y - xi—ao log d, ‘ (1)

where: Yi = normalized path loss,

X = measured path lcss over distance d

i

which supposedly describes the path loss as a function of distance. This
analytical approach is applicable when one views the jungle as a deterministic
environment., Previous analytical studies (3,4) by various researchers have
shown that in the frequency range 2-<100 MHz the main mechanism which guides
the energy from the transmitter to ithe receiver is a lateral wave which
exhibits a distance power loss of 40 log d. This particular theoretical
behavior occurs when one characterizes the electrical characteristics of the
jungle from a deterministic viewpoint. The fact that the data exhibit
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large random fluctuations lIndicates that a statistical normrlization procedure
is more desirable than the deterministic approach, This statistical procedure
will be discussed in the subsequent sections. It should be noted, however,
that differences of 10 dB and larger occurred quite frequertly when using

the deterministic characterization of the path loss data.

In an attempt to determine whether or not the propagation loss varied from
a wet season to a dry season, J & B categorized the data into two effects,
namely, wet and dry. This classification was based on less than scientific
guidance obtained in Thailand as to what months constitute the different
geasons, Certain minor discrepancies were noted in that the data was not
correctly categorized using this procedure., It was noted that the wet
seagon contained many periods with little rainfall and vice versa, and it
was almost impossible to resolve the question without further study.

It should be mentioned that it was not a specific objective of the measurement
program to determine whether or not the propagation loss in wet vegetation

is the same as that in dry vegetation, though attempts were made to impact
available data on as many questions as possible. In this case all the
variables were not controlled sufficiently to answer this question. For
example, 1f a slightly different path were used to measure the path loss

under wet conditions than under dry conditions, the effect of rainfall could
be easily masked by the difference in losses caused by the different paths
themselves. Further analysis, utilizing a more realistic classification,
will be presented in subsequent sections.

3. STOCHASTIC CHARACTERIZATION OF THE PATH L0SS DATA. One of the major and
most important points in the analysis of the SEACORE data is the manner in
which one attempts to normalize the propagatiocn loss to a common distance.

As mentioned previously, J & B used x = 40 log d as the normalizing procedure.
This is the theoretical distance behavior of the propagation loss when one
considers the electromagnetic environment to be deterministic in nature.

In our analysis, we have found a strong indication that the information dic-

< tates otherwise, especially above 100 MHz,

The information collected by J & B was logarithmically transformed prior

to their normalizing the data to a common distance, This transformed data
was obtained by ECOX and analyzed (with the results set forth in this paper).
It should be recognized, however, that a fundamental question which must be
considered 1s the extent to which this transformation altered the statistics
of the data. Time did not sermit this question to be fully considered.

Some preliminary estimates yielded results which indicated that the logarithmic

transformation did not significantly alter the statistics. Nevertheless,

' this question should be considered in the future by performing a more complete

analysis,

Therefore, in our preliminary analysis, for specific configurations of
frequency, transmitter antenna height, receiver antenna height, polarization,
distance and wet and dry classifications, i.e. (f, T, R, P, d, c) we
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obtained an estimate of the path loss distance dependency, g0 in such a
way that the variance associated with the estimate will be minimum, The
expression that we obtained for the estimate of "al" is given by:

. ©

N
L x, log (d.
- %y 8(1)
A=]
A = o (2)
1 N ‘ ©
' z logZ(di)
i-l
where: al = estimate of the distance dependency coefficient,
xi = meagured path loss data in dB,
di = distance corresponding to the path loss data,

We made spot checks of the 8, 's for radial A data to determine the best
estimates for the following &requencies: 2, 6, 12, 25,5, 50, 100, 250%*,
and 400* MHz, and for various combinations of transmitter and receiver
antenna heights at distances of .2-2.0 miles. The data were classified as
wet or dry by two criteria: (1) rainfall greater or less than 3 inches
per month
(11i) rainfall greater or less than 6 inches
per month,
The calculated best estimates, a , for the gselected configurations are
given in Tables Ia, and Ib. ’

c

*The samples containing the measurements for 250 MHz and 400 MHz may be
somewhat biased, (1). ‘
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We have found that for specific configurations of t;m parameters involved,
there is a fluctuation from 13.3 to 52.5 dB. It is clear from Tables Ia and

‘Tb that the estimates, @, , behave as a random varisble. These preliminary

findings indicate that the media should definitely not be considered as a
deterministic phenomena and that a deterministic presentation of the data
would give misleading results with respect tor further characterization of

the propagation loss as a function of the various independent parameters.

When one utilizes the deterministic formula one can not help but force the
data to accept the theoretical behavior of a deterministic phenomena. Thus,
the resulting conclusions would be consistent with previous theoretical
efforts. That is, the resulting conclusions are forced to be consistent to
those which the deterministic theory dictates.

Results shown in Table IT reveal a mean A of 35.7 dB for the dry
classification with a standard error of 6 dB, and for the wet classification
a sample mean of 34.8 dB with a standard error of 9.0 dB. These values of

standard error indicate that the respective averages for dry and wet classi-

fications are not adequate. F\xrthermore,' if we combihec the wet and dry data,

(we will discuss the feasibility of combining the data in subsequent remarks)
we obtain a sample mean T, , of 35.3 dB, and a standard deviation of approx-

imately 7.6 dB. This simply indicates that if we are a]lowed to combine the

wet and dry propagation losses, that is ’ ii‘ there 13 no signiflcant d:.fference

between the two data sets, we should be utilizing, as a rough estimate of gq,
approximately 35 dB to normalize the data with respect to distance. Since
previous investigations employing a deterministic formulation (3,L) have
shown that the distance dependency of the path loss varies as LO log d in

the frequency range 2-200 MHz, the data was separated into two sets, namely,
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2-100 MHz and 250-400 MHz, and examined. Table II shows g, = 37.9 dB with
a standard error = 4.6 dB for the 2-100 MHz range and @, = 27.2 d3 with a
standard error = 9.2 dB for the 2507h00 MHz range. This indicates that the

deterministic LO log d more closely fits the 2-100 MHz range. In view of

the above remarks one should consider the following equation for normalizing

the propagation losses referenced to a common distance:
Zy = X; ~q logdy, 1 =1,2,.....n, (3)

where Z; is the normalized path loss data.

The second most important phase of obtaining a complete statistical
analysis of the data, having now obtalied an acceptable normalizing proce-
dure, is to investigate the type of probability distribution function which

characterizes the normalized experimental information. Since we are con-

fining our analysis from .2-2.0 miles, we are restricting ourselves to the
amount of data available for analysis. 1In most cases, this is around 10
measurements for each configuration. Presently, we have no evidence that the
normalized information of the wet and dry classification can be combined

to increase our sample size, thus facilitating the reallzation of a speciflc
probability distribution function, pdf, to characterize our path loss data,
Z2j. With respect to obtaining a specific pdf,” we have conducted a goodness-
of-flt test to selected normalized data transformed by L0 log d, that is,
according to the J&B approach, and also to the data which we trunsformed
using our statistical approach. The results are shown in Table III. In
the J&B case, the hypothesis that the path loss information can be char-
acterized By the log-normal distribution was rejected at the 5% level,

whereas for ourq, approach H, was accepted. It is noted that a random
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variabie is said to be log-normally distributed if the pdf of the logarithm

of the variable is normal.
The rejection of the hypothesis that the LO log d transformed information

did not follow the log-normal distribution is not really surprising, since
this undesirable normalizing factor was used. We should mention that in the
selected configurations we investigated using our distance ndrmalizing | |
approach, we accepted the hypothesis that the information can be charzcterized
by the log-normal disiribution. However, this decision may also be somewh#t
shaky due to a sample size of less than 20 observatiore.

In view of the above comments, we have no alternative but to increase the
sample size so as to be more elegant in our presentaf:ion of the analysis. It
is extremely important to establish whether or not there is ‘a’ significant
difference between the wet and dry propagation loss, keeping in mind that the
original experiment was not intended for this purpose. If there is no sig-
nificant difference in the propagation loss between the two cla:_ssifications s

then one can combine the infomation, thereby increasing the sample size,

enabling atronger conclusions to be obtained regarding the behavior of
propagation loss under different configurations. If {ihe propagation loss
during wet seasons is not the same as that during dry seasons,'wé may not

want to combina our wet and dry 1nfomat10n to analyze the path lcss data

. from a non-parametric approach, (i.e. a distribution free a.nalysis) At

this point, we utilized non-param..tric statistical analysis to answer the
guestion: "Is there any significant difference between the mean propagation
loss for the wet classification and thé mean propagation loss for the dry
classification?", which is important primarily for the systematic presenta-

tion of our proposed statistical modeling.
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Therefore, :an order to analyze data and gain maximum information, hypo-~

theses were formulated under the following assumptions:
(1) The population distributions were "normal" (gaussian) and that
" the individual observations are independent. ' |
(2) The observations are identically distributed, the nature of »
which is not assumed normal. ‘ ,
Under the firsiir'. assumption,‘ the parametric small sample "t" test and ;ssoci-
ated confidence intervals were used, Brownlee (5).

Since there was an extensive amount of data under various classifications,
simpler non-parametric (distribution free) methods were employed under the
second assumption, namely the Mann-Whitney-Wilcoxon rank test, along with
the associated confidence intervals on the mediéns (6). It is to be noted
that, if the underlying distribution is indeed normal, the non-parametric
tests may be somewhat poorer, in that the probability of error of the
second kind, B , is somewhat larger for a gﬁren ievel of significance, a ,
and population size, n.

~ To test the classifications of wet vs dry, that is, whether or not the .« .
difference between wet and dry data was significant, the following hypo-
theses ﬁére formulated for ten selected parameter configurations {(see
Table IVa, IVb):

Hy: Hwet = M ary vs -Hyt M oyet A u dry - ¢ e e
Yheré {;};e r:é‘specctive_ estimates of the true para.m:aters M we‘: and 4 dry |
were: ~

]
¥=1 I X and ¥-1 ¢ ¥; for each configuration,
n n 4= .
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where: X; = propagation loss for wet conditinns,

!i = propagation loss for dry conditions.
Our decisions were based upon the three classifications of rainfall listed

below:
(1) 3" rainfall criterion,
(41) 6" rainfall criterion,

(131) seagonal rainfall criterion.

The "t" statistic used at the @& = .05 level of significance is given by:

X-Y
t-‘Spii+i
m n

s where n; = n, = n, (L)

y/(nl--l)s + (n2.1)sy

and:
+ n2 -
A S ‘ :
2
v 2 a ,47 < 2 " < ] . .
1 .
where: S = == I (Xy - X) , the estimate of true variance for
- =l
the wet classification,
‘ . 7 2 R 1 2 -2 . - . .‘. B
‘and: S, = — PN (Yi -Y) s> estimate of the true variance for

y n=-1 (=1,
the dry classification.

The relationship which describes the probability of accepting H, is given by:

Pr {t(n-l);a/z €t s o), 1-«/2} "o )
-509-
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The assoclated confidence interval which affords guidance as to how closely
the sample values X, Y estimate the true parametersy ., andp dry?
given H, is true, is:

o o

(@D et o2 s,f?; } (6)

- Now, we shall give a brief description of the non-parametric analysis

(6,7) which was performed on the propagation loss data for selected parameter
configurations. Since the data consists of independent random samples, let

o

215 25,....2, denote the random sample of size n from the wet classification

data:

% =X -a log 4, , f (7)
ard let Zl*, 22*,.....Zi* denote the random sample of size m from the

dry classification data:

%% X" a logd, , o (8)

the variables of which were prefiously defined.

If there is a difference between the population distributioﬁ functions
of the Z4* and 24, that difference will be in the location of the distribu-
tion. Therefore, we again test for the significan£ difference in the true

. states of nature. The following hypothesis was formulated for the selected

.ié'<:parame%er’éonfigurations of the path loss data: -

[

CHyt Myey T Hgey Ve Hptopo o opg

First we assign ranks 1, 2, 3, ...., n +m to the combined samples. That is,

assign rank 1 to the samllest, rank 2 to the next larger and so on. Let

R(Z3) and R(Zj*) denote the rank assigned to the Z; and ZJ* for all i and j.

=510=-
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Next, the Mann-Whitney test statistic, T, is computed using the following

equation:
Te§- n(r21+12 ’ _ | - (9)
R
whers: S = 123‘ R(Z4),

. . | ,
(if s* = '2‘ R(ZJ*) is used, the same result can be expected with respect
- .

to accepting Hj).
The decision rule for the two talled test is to accept H, at the level of
gignificance ¢ = .05 if:

Vo2 <T<Vigp |
where Wa/;_, and wl,-a./2are the upper and lower quantiles of the table of the
Mann-Whitney test statistic.

The distribution free confidence interval estimate procedure was for an

unknown population median,M. This is related to the binomial probability

N ,
T (:) 0.5" £ a/2 for the upper bound, * (10)
x=x, /o ) : ‘ '
and: , )
ko /2 g ‘
z"/ (D 0.5% < a/2 for the lower bound, (11)
r=o
where: _ ‘
k&/a = N - ka/a y .
N = population size, ‘
k /2 = C from the binomial table which corx;esponds
to Plc, n, p) = a/2 .
\\
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which is based upon:

The interval is: 2.,&/2+1<n<z,u/2
from C 1’()(.‘;/2+V:|.<;M£<x.a/2).:|_‘...’l , o (12)

r {2y <M<z )} prirexss- (13)

That 1s, we need K positive numbers among Nidifferences: Zi -M,i=1, 2,
cessesss,N where the 24's are ordered. r and s are the positions of Z, and ‘
Zg of the ordered 24's, or r = "&/2' and s = k /2 +1. Thus, in an ordered
array of observations Zj, the confidence interval end-points are those
numbers which are in the (E;/a + 1)St posiﬁions from either end.

The non-parametric decisions on the gignificant differgnces between the
propagation losses Z4 for wet and dry classifications at the g = .05 level
of significance are shown in fables IVa and IVb for selected parameter
configurations. The mull hypothesis, H,, was accepted without‘doubt for
all tests where the antennas were horizontally polarized. Both the 3"/6"
aad seasonal criteria were eqﬁally accepted. However, .for the vertical
polarizationJ the 3"/6" criteria show that for the chosen operating fre-s
quencies greater than lOO MHz, the differences between wet and dry were
significant, that is, H, was rejected. However, since the path loss co-
efficients u,for wet and dry classification were different above lOO MHz .

(as compared to 2< f< 100 MHz) for horizontal polarization, and also for 4

’selected spot checks of the vertical polarization data, it dcesn't necessari-

ly imply that H, should be rejected. In general, one can conclude that for
frequencies less than 100 MHz, the wet and dry criteria do not greatly effect
the path loss, Zy. For vertical polarization (Table IVa), the seasonal
rainfall criteria is questionable with respect to the actually measured 3"/6"

criterion.
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A point estimate of a parameter, i.e., its mean value, is a random vari-

|

able distributed in some way around the true state of nature. In the

analysis, no indication is provided as to how closely the sample means
estimate the true state of nature. Therefore, to afford some guidance we
computed intervals which we are confident will actually include the trﬁe
value of the parameters. Tables Va, Vb, VIa, VIb, show the selected 95%
confidence b§unds in which we may cénclude that the true parameters isscon-
tained, providing H  is true. Tables Va, b, show the non-parametric 95%
confidence intervals for wet and dry classifications separately, (and Some
parametric spot checks) for each respective rainfall criterion. It can be
seen that generally they are narrow for all parameter configurations,;the
smallest being 2.8 dB at (50, LO, H, 79) for the wet seasonal rainfal%
classification. The largest is 18.8 dB at (L00, LO, V, k2) for 37/én lary
classification. Generally, they were less than 8 dB overall. Tab1e35VIa
and VIb show the 95% confidence intervals for the combined wet and dr;
classification of data As expected, they are generally narrower tha? wet
and dry taken separately because of the small number of samples involved,
the largest being 19.0 dB at (100, hO vV, 42) for the 3n/6" rainfall ?ri-
terion. The smallest is 2.1 dB at (50, LO, H, 20) for the seasonal cLi-

terion. Parametric spot checks of the confidence intervals for the sample
S i

L_ means, 7&, are also included for comﬁarison. From the overall,groupings,‘

the majority of intervals were less than 5 dB. The intervals.clearlj.shcw
that the sample estimates, 7y, are reliable, and that because of their
dependence on @, , the estimates ﬁ; as shown (see Tables Ta and Ib) are

reliable propagation loss coefficients.
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This, of course, indicates the neﬁd for providing a model, a , to define
Z,, over the 6 MHz through 400 MHz range rather than accept low = 40 as
pPoposed by Jansky and Bailey, -

[

4. SUMMARY. In Section 2, we gave a brief discussion of the manner in

which the SEACORE data was presented in the Final Report by Jansky and Bailey,
We have obtained enough information from the above statistical analysis of
the SEACORE data to make the following conclusions: \

(1) It is evident that the data should be given a more sophisticated
statistical analysis for firm decisions on the various questions raised with
respect to behavior of the propagation loss as a function of the various
independent variables (i.e., antenna heights, polarization, frequency, distance,)

(2) We have obtained enough evidence to show that the deterministic
approach used to normalize the data to a common distance utilizing equation
(1) is not acceptable to relate’the propagation loss to a common distance,

(3) A statistical approach to estimating an a so as to minimize the
variancz of the estimate, using the logarithmic data, has been presented
(see equation 2) and evaluated fot specific parameter configurations of the
SEACORE Project. It is clear that! in normalizing the path loss data, using
this technique, significantly differeut results are obtained which effect
the statistical decisions one needs to make with respect to the behavior
of propagation loss in a jungle environmen:.

(4) It was shown that due to the small amount of 1nformation available
we cannot accept a specific distribution, such as the gaussian or lognormal,
to completely characterize the physical situation. Thus, any statistical

-analysis which one may perform in the subject area should be done through
~ non-parametric atatisticallanalysié, that is, using distribution free statistics.

e © p . , k 7 .
(5) . 1t was also concluded that in some cases there is a significant
difference in the mean propagation .loss between the wet and dry classifis
cations. This may be due to path differences rather than rainfall influence,
and should be examined,

(6) To adequately answer the original objectives of the'SEACORE program,
the importance of the path loss data presented in the reports by J & B
cannot be overlooked. Our preliminary investigations employing statistical
analysis have answered a number of questions and indicate the importance
of a thorough statistical analysis of the propagation loss data. It should
also be mentioned that there is very little work, if any, which has been
done in the subject area from a sophisticated statistical analysis approach.
We feel that such an approach is much more realistic to the problem at hand -
than a deterministic investigation, and the preliminary findings certainly '
Justify this point of view. :

(7) Based on our findings, the following guidance should be considered
with respect to the complete statistical modeling of the SEACORE path losa////
data:

/

-518-

WL meeta memmank, T e S U s




e r———- o ¢ ot e e

s ik s

(a) In the statistical analysis of the SEACORE data a very
basic question must be answered, That is, should one perform the statistical
analysis on the data in dB, (i.e. having it logarithmically transformed)
or should the anti-log data be used?

(b) A through classification of the data with respect to wet~dry
conditions should be made, The problem of propagation loss should be
investigated under three classification categories.

(1) daily basis (if present data permits),
(11) monthly basis,
(111) seasonal basis,

Furthermore, the effect of path differences should be determined if possible,

(¢) Having chosen the proper method for normalizing propagation
loss to a common distance we need to develop a super alpha, i.e., a*, for
specific sets of parameter configurations that will provide 2 realistic
approach which can be used to predict path loss as a function of distance.
Since there is a significant difference among the a,'s measured for each
parameter configuration, one should not treat the estimate of the a's as
a deterministic parameter but rather as a random variable. To this effect
we need to formulate statistical techniques through the empirical. Bayes
approach, i.e., to group these a's into a common one. For a certain group
of frequencies, transmitter and receiver antenna height, and polarization,
we ahould have a statistical estimate of an a* which is made up of a group
of a's which can be easily applied to a physical situation for communication
which we believe will be of significant importance in obtaining this a*
which will give a realistic characterization of the sequence of the a's as
random variables. e .

(d) Having path loss as the main variable, we need to classify
the contributing variables, that is, independent variables such as trans=-
mitter antenna height, receiver antenna height, distance, polarization and
frequency, according to their importance as contributing factors. This
investigation can be done through multiple correlation analysis. It's im-
portance lies in the fact that if a certain independent variable,such as
changing the antenna height, does not contribute significantly to a change
in propagation loss, then we should not consider it as one of the important
variables in the statistical modeling. In other words, we should be concen-
trating on the independent variables which contribute most 'to the dependent
variables. Such a classification of the independent random variables will
be extremely helpful in accomplishing the succeeding recommendations.

(e} Having classified the importance of the random variables as
contributing factors to the propagation loss, it is recommended that a
non-linear regression model be developed. Once a non-linear regression
model has been formulated, with path loss as the main objective, which is a
function of transmitter antenna height, receiver antemua height, distance,
polarizacion, and frequency, one can specify an acceptable propagation loss
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and obtain the proper combinations of the independent variables required
to attain this loss. An important factor in this recommendation is that
'1f you are not willing to accept more than, say, 150 dB for path loss at
a specific frequency and distance , what combination of antenna heights
will not violate the proposed specification. One can proceed in formula-
ting such a non-linear regression model through an elimination procedure,
that i3, consider a model which will consist, first, of the dependent

_ variable being a function of the antenna heights., Thus, with a specific

frequency and distance, the possible combinations of antenna height will

be determined so that we can maintain a specified propagation loss. Secondly,
with this approach one can increase the size of the model by having the
desendent variable as a function of the antenna heights and distance.

(f) In our preliminary inveatigation of the SEACORE data, our
statistical analysis was restricted primarily to distances between ,2-2.0
miles. It is also recommended that the above recommendations be considered
for longer distances, that is, 2.0 - 15.0 miles.

(g) For selected sets of the control variables, taking into
consideration the above decisions, confidence intervals should be obtained
for the mean path loss (true gtate of nature) on the basis of the experimental
evidence. Specifically, confidence intervals should be obtained. for the
following cases:

(1) on the path loss parameter of radial A-wet
(11) on the losas of radial A-dry
(111) on the loss of radial A-wet + radial A-dry
(iv) on the loss of radial B wet
(v) on the loss of radial B dry o oo

(vi) on the loss of radial B wet + radial B dry
. ° .< (vii) -on the loss of radial A wet + radial B wet
. (vii1) on the loss of radial A dry + radial B dry

}In summary, the preltminary findings of our statistical analyais are

It may not be necessary to calculate all of the above confidence intervals
if we accept certain hypotheses with respect to the behavior of wet, dry,
radial A, and radial B data.

N
I3 .

quite evident, and as a result, the above recommendations constitute some

of the essential elements for the final aspects of the SEACORE Project.

The value of this data, which has been -ollected and descriptively presented
at a great cost to the U.S, Government, should be fully utilized to attain
the answers to the questions posed above. The results of sophisticated
analysis will make significant contributions in aiding communications
engineers to determine transmission reliability and, ultimately, better
communication systems.
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GRUBBS' ESTIMATORS 10 DATE
Clifford J. Mzloney |
Bureau of Biologics

Food and Drug Administration
Rockv:.lle, Maryland

I. Introduction: Two at least partially compensating trends affect
the Army research investigator's effectiveness in.the prosecution of his
endeavors. On the one hand a steady stream of new and improved procedures,
techniques, principles, laws, and devices are made available and explained
in an ever burgeoning technical literature--with a consequent diversion
of "productive" effart into that devoted to locating and assimilating
the innovations. This latter, in turn, is greatly ameliorated by
simpiifications of procedwres, theories, and laws making them easier to
acquire, to appreciate, and to retain in memory and, often, of wider,

~ more amte scope. One further device, in use since the earliest tdimes
. and w:.dely apprecmted in mathanatmal cu'cles, thoug;h, it seems, less so
by statisticians, is the device of devising a classification of the corpus :

of findings on one class of topics. The periodic table in chemistry, and
the I..mnean class:.fn.ca..lon in systematlcs are scarcely unknon to any

htenate person Possxbly the best known systan in mathematlcs 1s Klem s .

classification of geomatmes, but many others are kwown, mcludmg

Wedderburn's classification of associative algebras and Post's classification

of logics.
The subject of this paper is the evaluation of the precision of two

instruments, techniques, or procedures subject to two conditions. First,
both can be simultansously applied, so that the "true" quantity, though

Preceding page blank .
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unknown, is the same for both. Second, that only one reading for each
instrument or procedure is available for one fixed value of the underlying
true quantity. When another pair of readings is made, the true value has
shifted--and by an unknown amount. Of course, in practice it will often

be desired to simulianeously compare three or more instruments or techniques
and a number of the papers in the bibliography treat these cases. The .
present paper is less interested in extending the theory or widening the
field of its applicability than in providing an insight into the exact -
nature of the pheromenon by means of a geometric interpretation.

II. Earlier Work: Throughout our discussion it will be assumed that
we are dealing exclusively with two (possibly) correlated normally
distributed random variables with unspecified, hence possibly different
means. All the points we wish to make are inwolved in this model. 'I'he(
pioneer paper in the field is that of Grubbs [16], though an earlier study
by Pearscn had been forgotten [49]. The same problem was encountered by
Thompson, who has dealt with it in a series of papers [21], (46-u8]. A
further paper is in preparation by him for presentation at the Nineteenth
Army Design Conference. The problem arose more recently in a bi‘ologicalf
corrtext: at the Bureau of Biologics of the Food and Dmg Administration. -
While Grubbs' paper gives estimates and moments of the distribution, he
does rot directly present tests of significance. This latter problem was
the subject of a clinical paper at the Twelfth Army Design Conference. The
possibility of employing the test of Morgan [35] and Pitman [36] was
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suggested by members of the( paneli of experts.* This suggestion proved
fm.#:ful and a formal proof of the applicability of the method was \l'ater
publ:l.shed [Phldey and Rastogi, 1970]. The appearance of this paper was
followed by a series of elaborations and extensions [Jaech, 23; ‘
Makowski, 28; Shukla, 41 and 42].

While the work of Morgan and Pitman was available at the time Grubbs
did his wark, the relevance of their results to his problem only became
apparent with the publication of [29]. That line of development stems
ariginally from Bose [4]. A simpler approach to Bose's result was
derived apprcxﬁnately by Finney [14] and exactly by Morgan and Pitman.

Ancther line of research close to the principal interest of this
' paper arose somewhat diffusely prior to 1940, but had become explicit by
1950 [13]. This cis the development of a test for equal variances in the
several categories of an analysis of variance. Contacts of that topic -
w:.th that of this paper seem, Mev&, to have reached pﬁnt only in k
Shukla [42]. Finally in Tukey [49] the problem of Grubbs is related to
- .that of regress:.on w"_th errors in both varlates o L

Over the years, then, dlspanate statistical problems whose simi- -
)la:mtles acaped notlce for as muc-.h as one year{to decades were |
everrtually seen to have such relations as would throw light on possible
approaches to the others. These are: Grubbs' problem, the Morgan-Pitman

a
The panelists were: Bernard Greenberg, Frank Grubbs, William Kruskal,
Hermry Lucas, Herry Mann, and Albert Parks.
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test (Bose's problem), regression with error in both variates (structural
relations), heterogeneous error variances in analysis of variance,
and factor analysis. It would seem appropriate to add the Behrens-
Fisher problem to th's list.

The several recent papers treating extensions and special cases
[23, 28, 33, 41, 42] suggest the desirability of attempting some sort of
classification of the possibilities; so that new cases are revealed and/or
it can be determined when all cases have been treated. The next section
introduces a geormetric model intended to serve this purpose.

III. Geametric Model: It is well known that isopleths of constant

probability in the case of the normal distribution are coaxial ellipses
of constant eccentricity. Hence, the characteristic of a particular
normal frequency distribution can be exh:'_bitéd graphically by choosing
just ore of these ellipses. The obvious candidate is the ellipse ';Iith
semi-major axis g, and semi-minor axis Gb" Such an ellipse is illustrated
in figure 1. The location of the center of the distribution is at the
mean X, Hys ard mean of Y, “y' The orientation of ﬂu‘erelflipse, depends on
the product term in i‘Fs equation. The ellipse becames a circle if o a® %
and a true ellipse otherwise. The dotted line through the origin in figure 1
does mot pass through the center of the ellipse so that in a large sample
the Behrens-Fisher test should be significant. _ -

While attention is focused on /figure 1, we may call attention to a

trivial relation, but one which nevertheless will be helpful in later

. = o \\\‘
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discussions In figure 1 a blvamate d:.stm.butlon is assumed But
suppose only one measure were avallab]e and it is just repeated as X
and Y. Then, whatever its value, it would fall exactly on the dotted
lineintheflgumt}mught}nongm Suchalineb:.sectmga
quadmxrtofﬂxecoozdmteaxescanbet}nughtofasadegenenate
(singular) bivariate distribution. In case the absolute values of the
variates are equzl but they differ in sign, the singular distribution
would be the line bisecting quadrants II and IV. This, of course, holds
whatever the numerical value of the joint mean. Again, this lmeamty
follows if X (or ¥Y) isa:&l:‘nearfunctionof‘l (or X). In these cases
the correlation coefficient is equal to unity.

The .algebraic equation of the generel ellipse is a quadratic with

. all terms present and with a positive discriminant. To reduce the. -
equation to normal form, (1) the oen’tep of the ellipse, C in the figuré,

is translated to the origin of axes, 0, and (2) the ellipse is rotated

thmughthea:gleesot}mtthemajorandmmraxesoftheempse
-coincide w:Lth the coordindte axes. It is not mrmally appmpm.ate to
do so, but we shall wish to apply one more tpansfcmnatlm, a nescalmg of

one axis of the cooidinate axes, thus reducing the ellipse to a circle,
2 2
mwhlchcaseoa=ob .
All analytic geametry textbooks demonstrate that these successive
transformations are achieved by simple formulas provided the cocefficients

in the equation of the ellipse are known. The statistical problem arises
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precisely because these are not known. For our model to be fully
serviceable it should now be possible to forget all about the statistical
origin ‘of the problem and think wholly in terms of devising a transformation
or series of transformations which will take an ellipse in general posiﬁon
and reduce it to a circle centered at the origin of coordinates. All of
the constants in the equation of the general ellipse are nuisance parame-
ters unless we can effect an appropriate trarsformation irnespectivev of
their actual value. By fixing the nuisance paremeters we get the various
special statistical tests of significance in the literature.

IV. Digression: At the outset it is appropriate to deal with é
persistent confusion concerning the correlation coefficient in a bivariate
normal distribution. Curiously the invention of the( coefficient of
c?r'nelation initijated the burgeoning application of statistics outside of
the narrow field of the reducticn of observatior)ls which began just before
1890; yet a misunderstanding of its signification still persists; against
which protests are felt necessary from time to time. ‘

Quoting from the excellent textbook of P;rofas:s)or Allen Edwards
(page 14%) " . . . the mmerical value of the correlation coefficient
is related to the scatter of the plotted points about the line repr=senting
their trend." As is abundantly clear from the subsequent discussion, this
statement is rot wrong; it is misleading. The student visualizes that, as
the correlation coefficient increases from a value of zero to unity, the

"scatter of the plotted points" shrinks from equality in all directions to
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a concentration along a mathematical line; though again, a sufficiently
- close reading of Edwards' actual text establishes that he makes no such

assertions. Indeed, Edwards (and all other writers) is only saying that
segments cut by ellipse are shorter than orthogonal pmjeétions of the
whole onto either axis, segment Ylein figure 1. Again, in every
bivariate normal distribution as in every ellipse, there is a transfor-
mation, a rotation, which will free the equation of the product term;
there is a set of orthogonal coordinate axes, those paraJlél to the
principal axes of the ellipse, such that the éomlation in the new axes
is zero. 'I'l'xeactualTsituationisclearerfmmaserrteme in Yule and
Kerdall (14th edition, page 241, §10.7) " . . '. a normal surface for two
comla‘ted variables may be regarded merely as a certain surface for which
r is zero turned around through same angle . . .- ." The:.r equation 10,10,
page 242, gives this angle as S

‘ : z

tan 26 = 2 ro oy/a 9y )

Msmtatmnchang&sthecoordnateaxestoapanroforﬂngmalaxes

parallel to the pmnclpal axes of the elhpse.

" In other worrls the cormlatmn ooefflclent has mthmg to do w:.th
the scatter of the points per se, but only with the orientation of the
principal axes of the normal distribution with respect to the ooorﬁinate
axes. A rotation of axes that eliminates the product term fram the equation
of a contour ellipse of the distribution removes the correlation coefficient

and vice versa.
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What does describe the relative scatter of the points, the "fatness"
of the bivariate normal distribution, is the eccentricity of the ellipse;
just as in analytic geometry. v . ,

This situation invites an aside on.an aspect of the goal of achieving
a rational model of a body of knowledge. The mathematician's milieu impels
him to view the coordinate system as arbitrary and without essential
significance since he is .interested in the internal and/or mutual rela't;ions
of his figures and not in their external relations with outside elemerits, ‘
which latter, in effect, dictate the coordinate axes. But those who apply
rather than develop mathematics are faced continually with exactly this
problem. Failure to appreciate adequately this distinction underiies much

. discussion concerning the application of theoretical results in nature.

V.. Classification of Bivariate Tests: Exposition will be easier if

we start with the simplest cases and progress to the more general rather
than the other way around. r '
A. Quadrant bisectcr. This is the dotted 45° quadrant bisector

~in figure 1. Of course, tl'necaselsdegenemteaxﬁmxldapply
ronly if the oolumn of x's repmduced the col.nm of y's. I—bwgver,
when compounded with the later cases, we get geometric models
having considerable interest. Since the situation is ‘essentially
univariate, all estimation, tests of significance, and confidence

limit problems of univariate theory apply without essential change.
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B. ACimleCenteredattheOggg_n_'z_ (Flgur'eZ) Thiscase,too,

isdegermtemﬂutthetwvmatesaremeffectpamsdrmm
independently from the same normal distribution with zero mean.
It is also the null hypothesis for case E below.

C. A Circle Centered on the Quadrant Bisector: (not shown). A

- cirele centered on a line of known slope through the arigin is

/
/ brings us into the realm of unsolved problems, for this is the

;
/

P
7

equivalent. Again, this situation is highly artificial, but our
model if it is to be camplete must cover all cases. It is the
mull hypothesis for case F below.

D. A Circle in General Position: (not shown). This is Student's

problem. The question to be tested is: is the center of the circle
on the quadrant bisector (or on a ray of specified slope)? This
case is also the null hypothesis for case @ below.

E. An Axial Ellipse Centered at the Origin: (Figure 3). By axial

elllpselsneantonewmseprmpalaxesareparalleltotre
coordinate axes. W}u_le now canmnplace, 1ts solut:.on by means of
the F (actually a) test was one of Flsha"s earllest successes, -

F. An Axial Ellipse Centered on the Quadrant Bisector: (not shown).

This case is included only for completeness.

G. An Axial Ellipse in General Position: (not shown). This shift

\‘ -531-
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Behrens-Fisher problem. We wish to test: is My equal to uy? To do
s0, we test t = X ~ y. Now, if we arbitrarily put u = X + y, we
have performed a rotation of axes, and the condition t = o asks:

is the ellipse center on the new axis? But in rotating the ellipse
we have lost the alignment of the axes of the ellipse with the
coordinate axes. 'Preswnably this is the dilemma of the Behrens-
Fisher problem. We must rotate to test M, = "y but can't and retain
the axial position of the ellipse. That a rotation has no such
effect on a circle seems to be the geometfic explanation of why
Student's problem presents no such difficulty.

H. A Symmetric Ellipse Centered at the Origin: (Figure 4). By

symetric ellipse is meant that the major axis of the ellipse lies
along the quadrant bisector, hence makes a 45° angle with the
coordinate axes. By symmetry on the figure we see that the ellipse
defines equal projections on theftwo axes, i.e_}Q, o; = a;. While aga_m
a highly specialized case, the problem has in fact been dealt with by
DeLury [11]. Butwhatlsmchmre mterestmg the model 1sthe
bas:.c model of analys:.s of variarnce. ‘
Ifltn.s]q'mnthatthetwovamamesareequal thanﬂ'nere:Lsm
need to test for it. What remains uncertain, however, is whether the
model is a circle or a symmetric ellipse, i.e., whether the correlation
coefficient is different from zero (and, of course, to estimate it if
it is). This was Delury's problem. It is the converse of Grubbs'
whenever bias is absent, since here we assume that 0'; = o;, i.e.,
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that the projections of the ellipse onto the two axes yield segments

equal in length. Hence, the model is also the null hypothesis for
Grubbs' problem where it is known that neither instrument is biased.

I. General Ellipse Centered at the Origin: (Figure 5). "Gencral" means
at an unspecified angle to the coordinate axes. Same as H except, |
that here the angle is unspecified. This is Grubbs' problem when
bias is absent. In terms of our model then, his problem is: given
that we have an ellipse (known not to be, or at leastv possibly not

a circle) with center at the origin, is the angle of the major axis

of the ellipse at an angle of 45° to the coordinate axes? This shows
that the device used originally by Pitman (though, of course, with‘ nw
claim to criginality) is not just a trick and shows why we test for
equality of variances by testing a correlation coefficient. It is

because, if a us° mtatim angle transforms the ellipse into an axial

ellipse, it wis a symmetric ellipse before rotation.

J. Fairfield Sm:Lth's Problem: (no flg\me) Reference [29] This
_pmoblen is the same as &ubbs' (J.tem I) exoept that hene t.he scales

on the two axes differ and by an unknown factor. Smith's solution
was to solve the scaling problem first, by a non-parametric procedure,
thus reducing his problem to that of Grubbs. The geometric model of
this paper could possibly throw some light on other approaches to the
problem. Also, it makes plausible why he went to a non-parametric
method to adjust the scale since in analytic geometry it should come
last.
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K. Symmetric Ellipse in General Position: (o figure). This is

the general Model I analysis of variance situation. The mean of
the ellipse expresses the treatment effects. The orientation of
the major axis at a 45° angle to the coordinate axes expresses the
equality of variances within classes. |

L. Unspecified Orientation and Position of Ellipse. (mo figure).

This is Grubbs' general problem when biases are present: It also
involves analysis of variance where errors are allowed to vary
within arrays; to which a number of the papers in the bibliography

are dewoted.

M. General Ellipse with Unspecific Ratio Between Scales of the

Two Coordinate Axes. (no figure). This is the problem of regression

with errors in both variables., There are, hence, 12 spe01al cases
according as (a) the ellipse is a (1) circle, (2) an axial,

(3) symmetric, or (4) arbitrarily oriented true ellipse, and

(b) is centered (1) at the origin of axes, (2) on a quadrant bisec%:pr,ﬁ
or (3) arbitrarily. ” o | |

VI. An Aside on Scales: Snith's problem is reduced (by him) to Grubbs'

by specifying the slope of the line relating the two variables. It can be

viewed as a change of the scale of one coordinate axis. In the same way,

viewing as is often done, the variances as representing the scaling of
the two orthogonal projections of the ellipse parallel to the coordinate
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mdepenieme in statlstlcs and smphflcat:.on of the general equatlen of an

a:oes, we can sort the several special cases on the basls of assumptlons

regazdmgtherelatmnsbemeenﬂmefoumscales Ifavamanoe:.s}mown, *
this is equivalent to knowing the scale factor between that axis of
coordinates and that of the ellipse parallel to it. If the slope of the
regression line is known, that is equivalent to knowing the scale factor
between the two axes of coordinates. If the ratio of the variances is |
known, that is equivalent o knowing that the ellipse. is a eimle. it
seems that the difficult cases relate to an unknown relation within ane

of the two sets, coordinate and elliptic axes,and not between them. Can

we summarize by saying: scale couplmg uncertainty within coordinate sets
(coordinate axes versus principal axes of the ellipse) prevents sclutions;
scale oouplmg uncertainty between sets pmsents (solvable) tasks. The |
result 1s poss:.bly due to the fact that, desprte appeaxwances to the
contrary, tests of means, like tests of correlation coefficients, are

mtations of axes. This is a (the?) major difference between tests of

e.lllpse in analyt:.c gecnety Tests of vamances are 11kew15e, except m
the special case of nﬂepe:ﬁence, accomplished by rotations.

VII. Final Remarks: The preceding catalogue of cases illustrates one
point. The proposed geametric model of the bivariate normal special cases--
a reduction of the general ellipse in orthogonal coordinates to a circle
with center at the origin--passes one test; it provides a niche for a rich
assortment of special cases which one or ancther author has found to be
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related. The addition of the Behrens-Fisher problem to this list has not
been previously located in the literature. Whether the mdel can subsume
additional cases has not been seriously investigated, though none are
immediately obvious.

As remarked earlier, no acquaintance with statistical theory is
appropriate for any consideration internal to the model itself. l'Ihe
function of the model is to make the nature and the relationship of the
several special cases intuitive. Supposedly, the geometric transformations
are to be expressed in a set of transformation equations by which, in the
spirit f analytic geometry the actual transformations are to be carried
out. A proposed such set of equations is given in Figure. 6. Each variate
is expressed in terms of one constant,ﬁm,(‘ and two chance variables, t and e,

each with zero expected value. If
and ) : .t =t

we get the simplest form of Grubbs' problem, treated in [20]. Other cases

are obtained by specifying certain of the quantities in various ways.
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A SYSTEM POR POSITION-LOCATION BASED ON RANGES *

' Richard H. F. Jackson, James A. Lechner, and David J. Sookne

Applied Mathematics Division
National Bureau of Standards
U, S. Department of Commerce

ABSTRACT. The system in question is intended to employ range-only infor-
mation, or range-plus-altitude information, to track the positions of up

‘ to hundreds of users (only some of which measure ranges to other users)

! in three dimensions or on the earth's surface, This paper describes the

; _ structure, use and results of a simulation study which focused, within a

/o ‘ larger analysis, on the absolute and relative adequacies of various

' mathematical position-estimation algorithms. The discussion will include
comparisons among the six different algorithms investigated, considering

both accuracy and computer time required.
1, INTRODUCTION

The position location system under consideration utilizes ome frequency
channel which 13 shared on a time division basis by a number, n, of users
of the system., Those users (hereafter called "units') are all synchronized
by a suitable electromagnetic signal at least once during each time inter~
val AT (the cycle time ), and within every cycle each unit is assigned
one or more time slots during which it emits an electromagnetic signal.
This latter signal is received by some or all of the other units, who then
measure the time of arrival of that signal. From knowledge of the times
of arrival and the assignment of slots (emission times) to the sending
unit, the distance between that unit and the receiving units can be

_ estimated. These ranges, alone or in concert with altitude estimates,

. can be used to estimate the location of the sending unit,

The system is intended to employ this approach to track the positions of
up to hundreds of units in three dimensions or on the earth's surface.
- , : This paper describes the structure, use and results of a simulation study
, o o which focused, within a larger feasibility analysis, on the absolute and
. S relative adequacies of various mathematical algorithms used in performing
o that position estimation and tracking. The discussion will include
! comparisons among the six different algorithms proposed as well as between
the final algorithm proposed and a Kalman filter approach developed

elsevhere,

B N s - e

The problem, specifically, was to determine the feasibility of such a
system in the presence of measurement errors, If all measurements were
exact, three units in the plane or four units in three-space would suffice
to locate another (or all other) units in the system, However, in the
presence of error, more measurements are needed and the "best" position

*This paper results from work done under contrac* with the U.S. Army Materiel
Command, Advanced Materiel Concepts Agency, Alexaudria, Virginia
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(the one that minimizes total error in some mathematical sense) must be
found. The fundamental question was whether (with a suitable algorithm)
the overall error could be kept within tolerabla bounds as the system
operatea through time._ )
The various algorithms proposed were tested, compared, and eveluated in
a number of different ways. One was to evaluate the algorithms analyti-
cally wherever possible, and in this vein several of mathematical studies
of their properties were conducted., For example, a "gimplest case"”
analysis was performed on a series of one dimensional location operations
involving only two units, with Gaussian range errors assumed and with
maximum likelihood estimation used as the method of position location.
This situation was "solved" in closed form and it was shown that the
distribution of the two units' position location errors (distances
between true and estimated positions) stabilized in time,

Another method of evaluation can be described as "onme-shot" accuracy tests.

‘These were controlled tests in which the effects 5f random variation were

minimized, by using identical sets of range usud position errors for each
algorithm being compared. They were designed to determine, first, how
accurately each algorithm could locate a unit (the locatee) given range
measurements from units (the locators) in known positions, and, second,
how accurately they could locate a unit when the assumed locator-positions
are also in error.

These one-shot tests involved a set of stationary locators that was used
to locate each of several stationary locatees, Corresponding to the real
situation in which errors exist in both ranges and positions, the "true"
inter-unit distances and/or locator positions were perturbed with random
errors to represent the information available to the system. The position
of each locatee was then estimated ly each of the algorithms being tested,
and the position location errors were compared and tabulated.

( ,Hhile the on-shot teats described above do indicate which algorithms are

"better" than others, they provide no information about error propagation
in the system (i.e., the cumulative effect of thousands of location
operations in which the positions of the locators are in error, since they
themselves served as locatees a fraction of a second before)., Simulation

. model of the position location system was designed and programmed. This

simulation program (WHERSM) provides a 'real-life" framework for the system

- through itg capability for moving all units along prescribed or randomly

generated (by WHERSM) paths that conform to the local terrain, which is
available to the program either as a continuous function or as a digitized
“terrain map". WHERSM checks intervisibilities usmong units to determine
which ranges are available, computes the inter-unit distances required,
perturbs these distances according to specified error distribution laws to
produce "range measurements', and transmits these ranges to the position
location algorithm being tested. The simulation program also provides a
facility for monitoring the operation of the system under a variety of
movement gcenarios. It further provides outputs, useful for checking out
the feasibility of the system, which include: the successive locations of
all units, the errors between true and estimated positions, and measures
of confidence derived from the available measurements.
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2. DESCRIPTION OF ALGORITHMS AND RESULTS QF ONE-SHOT TESTS

Six position-location ulgorithms were programmed and analyzed, using
one-shot accuracy tests and the simulation model described ahove. The
results of the simulation tests are described in se#tion 3. | (

The first algorithm investigated was the Linear Method (LM), whose

two-dimensional version uses three ranges selected on the basis of geometrical

considerations. Let Ty { «1,2,3 be the measured ranges, and let
(x;»y,)» 1 =1,2,3 be the estimated poeitions of the locators. For

1 =1,2,3, define Ci by
‘ 2 2 2
Cp = Cilay) = (x =x )" + (p-yyl” =1y

Note that the equation C, = 0 1s that of a cfrcla with center (xi,yt)

and radius ry; we call this a locator circle. Now for { ¥ j, the

equation C1 --’C-1 = 0 reduces to

: < : 2 2,2 2,2 2 .
,‘Zx(xj - xi) + Zy(yj - yi) + Xy - xj + yi - y3 + rj -, " a, Q)

-

i.e., the eqration is linear in x and y, so ci - CJ = 0 represents

a line in the plane, the '"radical axis" of the two locator circles. (We
exclude the degenerate case when locators coincide, in which case

xi - xj, &i -:yj.) If the three locators are not collinear, the three

, C, = C3 = 0, and C2 - C3 = 0 (also

lines represented by Cl - C2 =0 1
called radical axes) must intersect in a point, since if C1 - C2 = Q and
=551~
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c,~-C

1 3 2

are collinear, the three lines are parallel, and no solution exists.) The

linear method chooses the point of intersection as the estimated position

of the logatee. Note that if the Xis Iyo

then the locatee lies on each circle C, = e,

¢, - ¢

is exact. However, the one-shot tests showed the linear method to be very

and r

sensitive to errors in the xi, Vg0 1

three~dimensional version was not programmed for testing.

The second algorithm, that of the Smallest Tangent Circle (STC), also

and T

i

and hence on each line

- C, = 0, so the locatee is at the intersection point, and the solution

It was rejected, and the

. (X2 the locators

are all error-free,

uses three ranges in two dimensions. Conceived by K. Goldberg,
calculates the centers and radii of the (up to eight) circles each of
which is tangent to all three locator circles Ci =Q, i=]1,2,3, and

chooses the center of the smallest of the circles as the estimated pbsition

<

of the locatee. The algorithm sets

: 2 2 S
Ai - (xj-xk) + (yj-yk) and W, = Aj +A - Ai'

where 1,5,k go over all cyclic permutations of {1 2 3}

~then proceeds to calculate
n = Z(A A, + A A + A A ) ; a2 - A2 .
273 3 1 2

and

=552~
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Next, we let (:l,cz,cs) vary over sll 8 combinations that result

from ¢, = t1. For each combination, we substitute Ri =cr, ;1=1,2,3,

i i1

and set
- w (R Rk) 1,3,k as above;

P= Z(cl+cz+c3) -B

Q = AR, + WA R, + WiALR, -c (R2+R3)-C(R1+R3)-C(R+R1),

and the equation

Pl +Qqr+F=0

is solved for r, the radius of the tangent circle. The eight combfnations

<

b 4

(tl.cz.c3) yields r-values 731 and 8,5 then (-el,-ez,;ea) will yieid

-8, and “8,. Thus only four e~combinations need be tried. Let the

of ¢, will each yleld two values of r, but ihere is duplication; if

smallest in magnitude of the eight r-values be denoted by 8. The center

of this circle is found by setting

L= 1’213'

ti -1, +e8,

and applying the linear method, with ri replaced by tie

2
3t3).
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One-shot accuracy tests showed that while thia method was less sensi-
tive than the linear method to errors in *t”i’ and ri. it was more
sensitive ihan the LSL method described bel;y. so that the three-dimensional .
version, involving the smallest tangent sphere, was not programmed for testing.

The linear method and smallest tangent circle methods both suffer
from other defects as well. Since they use only three locitbrs; Qé& data
cannot easily be eliminated, and there is no way to give higher weight to
locators whose positions are better known than others. Thus, for example,
if ten locators report ranges, the best elimination technique available
would involve choosing some subset of the 120 triples of locators, calcu~

lating the solution for each triple, averaging all solutfons, eliminating

~ those that are far from the average, anl re-averaging. This procedure is

quite cumbersome and time-consuming.

The next method, called the Least Squares Linear (LSL) method, finds

a global minimum of the sum of the squares of the distances from the locatee

to all the radical axes C

.~ Cj = 0, defined above. Expressing one such

i1ne explicitly,
c, - 5 X +by=-c =0, @)
vhere the coefficients have bren normalized so that
o alenien, R <) B

k

¢

the distance from a point (x,y) ta the line is simply Iak; + bky - ckl .
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With Kk running over all radical axes, the function to be minimized is

as follows:

' 2
FeF(x,y) = (g, x+by-c) =
‘ Z. k 24 ck

2.2 . 2.2 | 2.
+ - -
E (2, x 2a,b xy + by” - 2a.c x oy + o) . %)
Setting %'E- and -:5- to zero ylelds

aF 2 .
x " z (Zakx + Za.kbky - 2akck) 0

o,

2
¥ Z (28, b, x + 2by - 2b,c,) =0 ,

or
2
( X + ( b )y =} a.c
| E % { E " E Kk
&)

) ,
( b )x + () by = Z b, ¢
E 4’ E k L P

These linear equations are solved for x and y. In three dimensions,

the equations are

ax+by+cz-d =0 2"
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T e E (akx + bky +cz - dk)2 | )

2 ) - ’ ~ ;
Cooxs @ abr+ Qaoor - ag
@ ab)x+ @ by + @ by - Ing, "

Qo=+ by + ez =Tod .

Two- and three-dimensional versiong of this algorithm were programmed.

The remaining three algorithms utilize penalty functions which
measure lack of fit of a position estim#te to the data. Each algorithm
searches for an estimate that minimizes a particular penalty functiom.

ThcAglggéi’aigorithm ;s'suggesﬁed by W.A. Horn, was programmed in 2
di?eusions. It finds

win max Idi - ril ’

(ﬁoY) b ¢

vhere the index 1 runs over all locators, and

<

4, = y&;—xi)z + (y—yi)Z

is the calculated distance between the estimated positions of locator and

locatee. It can be proved that the solution lies at the center of a
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circle tangent to 2 or 3 of the locator circles Ci, and that citcie
.ihtersecta or contains all the Ci‘ The algorithm; then, examinesvall
pairs or triples of circles ci. calculates the center and radius of
each tangent circle, and checks whether that circle intersects or con-
tains all the Ci. This procedure is quite time-consuming because it

must consider so many tangent circles. For example, with 12 locators,

- it finds eight tangent circles for each of the 220 triples of Ci plus

one tangent circle for each of the 66 pairs of Ci' or 1826 tangent
circles in all. Further, it was not as accurate as the remaininé two

methods so it was rejected.
The Leést Squares (LS) algorithm minimizes locally

2

N N
E= ] wd -r)° ,

1=1 1

where N is the number ¢f locators, and the v, are weights (see

gsection 3). Given a startiug point, the algorithm attempts to set

JE aE 9E
a5 £ = - th
ax ° 3y (and 3 in the 3-dimensional case) to zero, using e

‘Newton-Raphson iteration technique. In three dimensions, let

p= (xo, Yor zo) be the starting point. The algorithm finds a ﬁew’
point p“ = (xo + 4x, Yo + Ay, z, + Az) by solving for &x, Ay, Az

in the first order equations
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X r1“0-"1) dt-ri\ ¥ :;(xo-?g?(yo-yi) ‘
Y v, ( — t+ 5} &x + ¥ v, 3 Ay
) O SRS t Cotel d;
N or(xmx) (2 -2,) 3E 3E
o+ vy 3 Az + x ax
’ | ] ri(’o-xi)(yo.yi) X ri(yo.yi)z di-ri\
Z v, 3 Ax + I v, ( 3 + 3/ sy
i=1 d1 i=1 di b
(6)
N r,(y -y,)(z -z,) '
+ Z v, i-o 13 o 1 Az + %E» =0
1=1 a Vo
, N r,(x -x,)(z -z,) N r, (y -y, )z ~-z,)
/ 2 v i 13 o 1* .« + Z v, i~o 13 o 1 Ay
! 1=1 di i=1 di
]
'; : N 3|, _
¢ L ‘ + Z v, (——-——3—-— + T—-} Az + 3z] * 0.
1=1 dj + P

B © N < -
< : : B . A
¢ c
.

Note that solving this system necessitates the calculation of

-/ | b di -\/(x0-31524 ‘yo-y#5?+ (zo—zi)z | fot:§achlloca:o;‘ i.. Since the taking N
gk of ‘a squaréﬁroot on oﬁr ;omputgf co;sumes thebs;me am;dnt of CFU ti;e as = . ¢
) abou£ 12 multiplications, this algqri;hm was replaced by the Least Squares
Squared (LSS) algerithm, which minimizes

Vs : 2 2.2

/ e N vi (di__ri
/ E= § AR
/ i=]1 bri
’ ' / - \ \
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Factoring, we see that

2 2.2

2 2
v, d-r)" vy -r ) d4ry) 2 dy-ry 2
7 - 7 = v @) A+ 5.
4ry I;rt ) _ i

Now, when the starting point for the Newton-Raphson wethod is "close to"
the true location (i.e., units have been successfully tracked), then

dig r, and the factor above, 1 + (di-rt)/Zri, is approximately 1.

Hence ;

N 2 é

E ﬁizl v, @,-r)" -
8o one would expect that the least squares squared and the least squares
algorithms should produce almost identical answers. This was borne ouc
by two one-shot accuracy tests of 72 trfais each; the errors pcroduced
by the two algorithms agreed to several figures. In the test with smaller
range errors (Gaussian, with standard deviatic;n of 1 m),-_thé position-
location errors ranged up to 3.32 m, but the LS and LSS estimates (for
the same XYy and ri) never differeq by more than .0004 m. In the .

other test, using a standard deviation of 10 m; position errors reached

31.9 m, but the LS and LSS estimates never differed by more than .045 m.

The equations for LSS are
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2, 2.2
B v, (2(x4-x,)" + di-ry) N 2w, (xymx,) (y,7,)
-— 2 Ax + Z 2 Ay
1=1 ry 1=1 ry
B 2w, (x.~x,)(z.-2,)
o] U, 2L
1=1 'y x
1
N 2w, (xy=x,) (7,-7,) v, (25,-y)? + a2-rd)
) 1%07* Vo) ax 4 A Y077y 177
2 2
1=1 ry i=1 r,
N 2w, (ya~y.)(z,-2,)
P e e J S M VNI
2 3y
i=]1 T
1
N 2w Ogx)(zgmz) N 29, Ggyy) Ggozg)
2 - 2 ax + 2 2 AY
i=1 ri i=] r1
2 2 2. .
< N w,(2(z\~z,)" + d;-r}) .
+ A 9 1 1L a2+ 3k, 0.
. 2 9z
< . 4=l ‘ r1 A

a0 <

o

Tests showed that LSS conigxged after 2'to 4 itérations {h neariy ib

<

all cases. The solution was in the neighborhood of the correct local
minimum even when the starting point was 200 meters away from the true

position.
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One-shot tests showed that LSS and LS were more accurate than LSL, which
in turn was more accurate than MINMAX, STC, and IM. LSS was chosen over
LS because of slightly lower coumputer-time (and nearly exactly the same
accuracy; see above), and LSL was also kept because it was the best of
the algorithms not needing a starting point. It serves to provide a
starting estimate for LSS when a unit first joins (or rejoins) the system.
Otherwise, such a starting point is found by extrapolating on two recent
position estimates of the locatee,

3. RESULTS OF SIMULATION TESTS

Since there were well over 150 computer runs made (in addition to
debugging runs), only summaries of the results will be given., Several
classes of runs can be distinguished:

(A) The early runs designed to settle on the best general algorithm;

(B) The large group of runs designed to aid in selection of values for
the many parameters and options;

(C) Controlled tests on scenarios involving aircraft, to decide when to
uge a 3-dimensional method;

(D) "Proof" runs on actual (digitized) terrain, with realistic movements
and calculated intervisibilitiess

(E) "Tracking" runs, designed to evaluate the potential for improvement
offered by tracking and also to furnish the data for a controlled
comparison between the algorithms reported here and a Kalman filter
implementation due to David Plutchak at General Dynamics in San Diego.

These different groups of runs were intermixed during the study, of course,
but they will be described in turn below.

A, Preliminary tests. Most of the early simulation runs involved two-
dimensional situations, with some or all units moving, with random changes
in direction at random times, but with velocity vectors always restricted
to the first quadrant. These runs had two aims: to verify the indications
of the one-shot tests already described, and to shed some light on whether
satisfactory system behavior required some units to be stationary. The
one-shot test results were verified. With respect to simultaneous movement,
interesting results were obtained. It quickly became obvious that when all
units were moving, no algorithm could avoid a fatal accumulation of errors
corresponding to a shift in the coordinate system, and a concomitant growth
in the relative errors as well., In many runs, when the errors had growm
sufficiently, convergence became a problem: the algorithm could not find

a solution within the allotted number of iterations. For example, with 10
stopped and 10 moving units reporting ranges (and with perfect intervisibil-
ity), velocities up to 10 km/hr, a cycle time of 30 s, and a simulated
operating time of 2 hrs, three runs were done,with the following results.
In the first two runs, range errors were uniformly distributed between -3m
and +3m (giving a standard deviation of 1.73 m). The first run had none
of the units known to be fixed; position errors reached 10 km before the

2 hrs. were up. The second run had 4 of the units known fixed; the average
error at 2 hrs was 14 m, and the maximum error throughout the 2 hr was
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56m, For comparison, the third run used Gaussian range errors, with a
standard deviation of 6 m, and again had 4 known fixed units. The average
error at 2 hr was 9.6 m, considerably less than the 14 m on the second
run, in spite of the more than threefold increase in range-error standard

. deviation. The improvement is due, of course, to the fact that LS (or

LSS is the optimal algorithm for a Gaussian error distributiom.

B. Parameter and Option Studies. The choice of parameters and options is
endless. Thus, the selections reached in this study are in no general
sense optimum, The broad decisions to be made iqclude: '

(1) Choice of weights for the LSS procedure'

(2) Choice between a 2-dimensional and a 3-dimensional algorithm;

(3) whether to track (or filter), and how;

(4) Algorfthm refinement to enhance convergence and/or decrease
running time; and

(5) whether to use only locators known to be fixed (briefly,known-
fixed).

Choice of weights. The ranges considered in this study are generally
several orders of magnitude larger than their measurement errors. Consider
the locator circles C, = 0 representing points whose distance form the
estimated position of “locator 1 18 exactly the measured range r,6 .
Within the area of uncertainty of the position being estimated,each locator
circle is represented by a short arc that is almost a straight line. For
the LS estimate, we wish to find that point which minimizes the sum of
squared errors, i.e., the sum of squared distances to the nearly-straight
lines. But the positions of the lines are not equally well determined,

so we ghould use weights, These weights should be inversely proportional
to the uncertainties in the positions of the lines. There are two sources

of uncertainty: the range measurement error, which we take to be Gaussian .
with mean zero and variance o2 , and the error in the estimated position °

of the locator (measured in the direction of the point being located),

which one can assume to be Gaussian with mean zero and variance o2 . (Only

the component of error in the direction of the poirt being located matters,

because with the small errors involved, the error in the orthogonal direction

does not appreciably affect the position of the line.) Now ¢< has been
taken as an input parameter, but, in practice, it could be est§mated while
the system 1s in operation. On the other hand, 02 must be estimated.

For a fixed locator, whose position has been surveyed (either independently
" or by a mecdificaticn of the system under discussion), an estimate of the :

variance should be in hand - and it may well be different for different
directions. But a moving locator's position will be known to varying
degrees of accuracy, depending on how many range measurements have been
available, which users made the measurements, the geometry in effect,and
the smoothness of the locator's path (which determines how useful tracking
or smoothing will be). Again the uncertainty may be different in different
directions. Ways can be devised to keep track of the uncertainty in three
(orthogonal directions, but that was not done for this study. Instead, an
estimate of the position uncertainty is obtained each time a new estimate
of the locator's position is found. The method used is analogous to
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estimating the residual (observational) variance from s linear regression,
The newly estimated position plays the role of the regresaion line, and the
discrepancies between the measured ranges and the distances to this egtimated
position play the role of deviations of the observations from the

regression line. Proceeding ag if the range measurements all had the same
variance, one obtains an estimate of that variance by summing the squared
deviations and dividing by (N-2) in two dimensions or (N-3) in three
dimensions, where N 1s the number_of cbservations (ranges) available. Now
one uses the fact that for N ranges, from directions properly spread
around the compass, the resulting position estimate (using LS or LSS) will
have a circular distribution with variance 282/N , where aZ is the

variance of each measurement (which has just been estimated). The phrase
"properly spread” means that for each direction from which a range
measurement is taken, another measurement is taken in the perpendicular
direction; in three dimensions, the measurements must be taken in sets of
three mutually perpendicular directions to preserve circularity (1.e.,
sphericity) of the distribution.

The weights used for each range measurement are then taken to be the

reciprocals of the quantities ( o2 + c ) for the fixed locators, and ( o2 + 282/N)
for the moving location where eacﬁ value of 82 was calculated the last ti

that locator was a locatee.

There are two considerations which should be mentioned here., First, locators
are not in general split so nicely along perpendicular lines. Does this
matter? Of course it does, in the sense that the uncertainty will no longer
be the same in all directions. On the average, however, things will even
out: 1f azimuths (from locatee to locators) are uniformly distributed from
0° to 180° , the average (or expected) variance in a given direction turns
out to be the value derived above, The second consideration is; What 1if the
estimated variances for the locators are wrong? Two consequences follow:

(a) to the extent that the true variances are different multiples of the
assumed values, the estimate of position is less than optimum (because the
true relative variances should be used to get the estimate); and (b) to the
extent that the variances are (as a group) larger (or smaller) than assumed,
the estimated variance of the locatee's position will be too small (or large,

. respectively). Point (a) is not likely to be important, since 1t would take

very large discrepancies to affect the estimate noticeably. Point (b), on

the other hand, should at least be investigated. One technique is to act as
though the true variances are proportional to the estimated values, with an
unknown constant of proportionality (say c). Then ¢ can be estimated, and
used to produce a fair variance estimate. Specifically, if each range
obgervation has variance co? ¢ o = Jocation variance + range measurement
variance), then the best es%imate for the locatee cam be found without
considering ¢. If €, represents the discrepancy between the calculated range
and the corresponding measured range from this position to the assumed position

of the i-th locator, the ﬁ%f Zgi/gi 1s the (multiplicative) correction to

be applied to the variance estimate already given. (If c¢~1 , this value should
also be ~1 .) This modification has not yet been made to the algorithms.
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Random stopping and starting was implemented, to investigate the error

- behavior when the composition of the set of locators changes, For this

purpose, it was decided that when a user stops, ten estimate of his position
would be averaged to get a good estimate before using his as a locator.

The accuracy of this estimate can of course be estimated from the consistency
of the individual estimates,

A series of 2-dimensional runs was done, with 30 units. Initially,(the
fixed units were locators. During the runs units became locators as

soon as they had been fixed for tem location-operations, and ceased to

be lccators as soon as they began to move., Avevage times moving and

fixed were set at 15 min., so that about 15 (half the units) were stopped
at any one time, The range errors were Gaussian with mean zero and variance
36 m?, With a 30-second cycle time, 2 and 1/2 hrs. of operating time was
simulated. The overall average error was 3.2m, and the maximum error was
3.5 m; in the last set of 5 cyclea, the average was 3.5m, and the maximum
was 11 m, Next, a run using longer cy:les (90 s instead of 30 s) produced
errors of 3.8 m and 50 m overall, 5.7 m and 33.8 m for the last 5 cycles.
With 15 minute average "fixed r moving" times and 1 and 1/2 min. cycles,
many units didn't stay stopped long enough to be much use as locators; this
run was therefore repeated with the average times fixed and moving set at

45 min, The error figures then came back down toward those of the first
run: 3.4 m and 33,3 m overall, 5.9 m and 22.5 m for the last 5 cycles.
These values represent some improvement over corresponding values obtained
using equal weights, but the differences were not striking.

Choice between 2~ and 3- dimensional algorithms, Clearly, one would not

use a three-dimensional algorithm if all units were known to be on a given
plane., Just as clearly, one needs to.usé a three dimensional -algorithm when
the geometry is far from planar, at least when the measured ranges are the

* only data available. A test had to be devised, to determine which algorithm

to use for each location operation. The problem was complicated further by
the availability of independent estimates of altitude differences between
units, which could be combined with the measured ranges to estimate.

1/2
(as [r? -(azF] /) ‘the planar ranges - i.e., the distances between the

"< projections of the units' positions onto a horizontal plane - which could:

then be used with a two-dimensional algorithm to find (x,y) coordinates of
the locatee; the altitude differences can also be used separately, of course,
to estimate the locatee's altitude (with respect to a reference plane.)

Thus there were three choices, which will be referred to as 3D, 2D and

2 DSH (for 2D after slant-height reduction). The choice does matter: if
all the locators are in a plane {more or less), and the locatee is off the
plane, then the least squares problem in 3D will have two local minima -
one near the true position, and one located symmetrically on the other

side of the plane. There will also be a saddle point in some cases, located
roughly between the to minima, at which the derivatives are also zero.
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It is not likely that the algorithm will converge to the saddle point if
enough iterations are done. Also, if the starting point for the algorithm
is chosen close to the proper solution, it should converge to that solution,
However, the problem can become rather illbehaved: all along the line
connecting the two minima, the penalty-function can be nearly comstant, and
then the accuracy of the solution suffers, Furthermore, for low-flying
aircraft (up to several hundred meters), the algorithms did occasionally

.converge to the saddle point or to the below-ground solution, because only

4 to 8 1terations were allowed.

Certain intuitive expectations were verified by runs using all three
algorithms (2D, 3D, 2DSH). It was found that when differemces in terrain
altitudes were less than the typical errors in the independent height
measurements (and no aircraft were involved), it was best to treat the ranges
as 2D ranges directly - i.e., assume all the users were coplanar. It was
also found that fcr 2DSH, height errors of 15 m (standard deviation) did

not significantly affect the accuracy of the (x,y) position determination -
i.e., the position errors were comparable to those obtained with all true
heights set to zero, the same range errors applied, and a 2D algorithm used.

A systematic study was done specifically to decide when to use 3D; this study
18 described in Sec. C below. :

Swoothing and filtering. There are three levels at which filtering or
smoothing might be used: (1) fitting a smooth path through the last

two or more estimated positions, to obtain a first estimate of current
position, which will serve as the starting point for amn iterative method

of position estimation; (2) fitting a smooth path as in (1), in order to
provide an estimate of current position when there are not enough ranges

to use the algorithms; and (3) using some sort of "filtering'rule which
combines current range information with previous position values intermally
to produce its position estimate., The first level 1s used in these algorithms,
but since the final estimate is ingensitive to the quality

of the starting point, only the last two position estimates of the locatee
are used; they are extrapolated linearly tq.obtain the starting point for
estimating the current position. The second level is also used, with
refinements; when there are no range measurements, one has only the
extrapolated position, but when there are cne or two range measurements,
one can modify the extrapolaticz accordingly., Many rules can be devised.

'The ones used in these algorithms are rather simple: with 2 ranges, reduce

to planar ranges and use 2D; with one range, modify the extrapolation to
reduce the discrepancy between the measured range and the calcultaed distance
(from locatee's extrapolated position to locator), the amount of modification
to be based on the relative gizes of the extrapolation estimate variance

and the range-plus-position-error variance. This modification is in the
spirit of the relocation described in the next paragraph. The third level

of filtering has not yet been implemented, except for the z-coordinate when
using 2DSH; there, an exponential filter is used, with comstant 0.6.

(I. e., the current smoothed value of z is taken to be (o.6)zold + (0.4)2est

where Zoot is the new reading, and Z,14 is the last smothed value.) This
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reduced the variance of the z-estimate by about 30 percent. Various
polynomial smoothing techniques were tried on the x and y estimates,
but the best of these (which involved a quadratic curve fit through the
last five points, in x and y separately) made only slight improvement
in accuracy, and then only when the extrapolation was weighted one-tenth
and the position estimate from current range values was weighted nine-
teenths in obtaining the final estimate. No other filters were tried,

but through the cooperation of David Plutchak of General Dynamics, a set
of range data was run through these algorithms and through his filter pro-
gram, and the results compared. The results were predictable: when the
path is smooth enough and the data are obtained frequently enough, the
Kalman approach does better, while for sufficlertliy erratic paths or sufficiently
infrequent data, the algorithm presented here is more accurate. Details
on these runs will be found in Sec. E.

REFINEMENTS OF THE ALGORITHMS. Refinements consisted of two basic types:
miscellaneous aids to convergence, allowing more accurate estimates for a
given number of iterations; and a scheme called '"relocation'". The miscellaneous
aids included halving the step size when an iteration would result in an
increase rather than a decrease in the objective function, decreasing the
step size when a step would tend to return to the previous point (as when
the iteration is bouncing from one side of a valley to the other, working
down the slope); and increasing the step size substantially when several
steps are basically in the same direction and are not decreasing in size
fast enough. Since there are many ways to do these things, it does not
seem apprcpriate to go into detail.

Relocation refers to an attempt to adjust the estimated positicn of the
locators slighti,, to decrease the discrepancies between measured and
calculated ranges, The impetus comes from the realization that such
discrepancies come not just from errors in the locatee's estimated positicn,
.but also from errors in the 2stimated positions of the locators. The T
amount of adjustment was calculated from the relative uncertainties of the
locatee and locator, in such a way that if a locator's position is much
better known than that of the locatee, little adjustment is done to that
locator. Specifically, the amount of adjustment is a fraction of the ratio:
(locator's variance)/(locator's variance plus locatee's variance). Several
values of the fraction were tried. The optimum value was zero unless the
algorithm was run for mary cycles, in which case very small amounts of
relocation (fraction = 0.1, the smallest value tried) seemed to help slightly.
(But by this time, the errors had already grown to unacceptable levels.) A
better alternative, not evaluated in this study, would seem to be to adjust
the positions of all (or all but two or three) of the fixed leccators simul-
taneously, using several successive measurements on each ratge, using a
criterion like minimum (weighted) mean square range~discrepancy, possibly
combined with a criterion of minimum total displacement of positions; this
latter device would tend to prevent translations or rotations of the set

of all unit positions without changes in relative position.

CHOICE OF LOCATORS. As mentioned in section A above, not all locators could
be allowed to move, The difficulty can be ezsily seen in the following
examples: suppose the velocity of every unit was suddenly changed by adding
a certain vecter, say 5 meters per second in a given direction. Since the
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relative positions (i.e., the ranges between units)|are unchanged, the
algorithm would never notice the change in velocities. Similarly, if a
rotation were applied to the entire cluster of units, this also would go
unnoticed. These are special cases, of course, but the same principle
applies to the average velocity change; these errors may (and do) accumulate
into a large translation velocity which is entirely spurious. It does not
help to have units fixed, unless the algorithm is allowed to use the fact
that they are fixed: 1i.e., they must be known fixed. Thus it is necessary
to have gome locators whose positions are not routinely updated. Furthermore,
i1f the fraction of locators go fixed is too small, the algorithm will tend
to let the corresponding ranges deviate in order to fit the oth2r ranges,
with the result that the moving cluster will acquire a spurious velocity
anyway, with the ranges to the fixed units eventually being rejected as
"outliers". Thus a reasonable fraction of the locators should be fixed.

C. AIRCRAFT TESTS. A systematlc study was done to determine when to use

3 , and when to use 2DSH . For this study, an aircraft was to be located,
using ground stations as locators. Four, eight and twelve locators were
used, and many location operations were performed on aircraft at various
elevations above various ground positions. The range-error sigma was set

at 4 m and 8 m; the height error sigma was set at 15 m and 25 m. (The

true value of the range-error sigma was thought to be about 6 m; that of

the height difference was 20 m , corresponding to a height error sigma of

14 m ,) Finally, runs were duplicated with the locator's pesition perturbed
by random errors. Twelve positions were randomly chosen on a 15km x 1S5km
square; eight of these were randomly chosen for the ‘eight-locator trials;
and four of these for the four-locator trials. The set of eight covered

the 15km by 15km region; the set of four were contained within an 1lkm by
1llkm square. Eleven aircraft positions were chosent eight within the 15 km
square, to which unit numbers 1 to 8 were assigned; one about 5 km outside,
one 20 km outgide, and one 50 km outside, numbered 3, 10, and 11 respeciively.
Eight altitudes were used in each position: from 300m to 2400m in steps
of 300 m, Fifty trials were done for each position, each altitude, and each
algorithm variation, with trials wmatched across algorithms for range and
height errors. Errors were averaged across each set of 50 trials, and

these averages compared for consistency and analyzed for meaning.

Now the height above which it pays to use 3D depends on several factors:
number of locators, error magnitudes (both range errors and height errors),
and geometry. But geometry, unlike the other factors mentioned, is a complex
factor not amenable to summzry by a single number: it invelves the locatioms
of a whole set of locators relative to the aircraft locationm, the error
magnitudes and the elevations of the lines of sight above horizontal, which
are hereafter called the look angles. Thus it was not surprising that the
results do not clearly specify exact Fules for which algorithm to use. The
expected general trends were clearly in evidence: an aircraft having only low
look angles, a small number of locatnrs, a large range error sigma, a small
height error sigma, all tended to favor the use of 2D methods. But the
crossover altitude was not sharply defined - i.e., in a neighborhood around
the crossover point, both methods did almost equally well. (This allows
simplification of the rules of thumb with wnich one must eventually work.)
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A reasonable set of rules seems to be the following: with as many as 12
locators, use 3D only when the aircraft is inside (or near) the area
covered by the locators, and above 1000 m . With as few as 4 locators,
use the same altitude cutoff, but be more stringent on geometry: the
locators ought to span more than 90° of azimuth at the (ground projection
- of the) locatee. Examples of the results upon which this set of rules is
based will be presented in the next paragraph, in lieu of the nearly
undigestible mass of data which was obtained.

SPECIFIC RESULTS (SELECTED). The best conditions tested are of course

o, = 4 and 12 locators. For this situation (with perturbed locator
coordinates) the results were essentially the same for % " 10 as for oy, = 25.

They are summarized below

Unit Numhers

1-8 9 10 11
X, y taror, 30 <4 S 13 35
x, Yy error, 2D < 4-5 S 7 13
(4~10 for o " 25)
£ crror, 13D .
Altitude 300m, | 15-56 360 | 852 633
60Ca, 7-21 ss | 308 | 1400
1200m, 4-10 N R 77 459 625 ‘
1800m, 46 C 17 { 550 638 ‘
2400m, | 2-6 13 | 17 600 - )

"Table 1. Average errors in meters, for 12 locators,
{aRk-‘4m,

€z <

At the other extreme is the case with 4 locaﬁors and o, = 8. Again,

the height o makes a little difference. The errors are given in the
following table.
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Unit Numbers

4-8 1-3 9 10 11
(inside)] (nearhy)
%,y error, 3D 8-13 13-20 17 40 75
x,y error, 2D 7-11 7-11 12 27 50
Z error, JD:
Altitude 300m | 43-117 224-512 | 654 618 393
600m | 17-51 90-258 | 214 ] 1229 1045
1200m | 11-25 44-99 |117 468 1833
18001 8-19 25-62 61 617 1173 E
2400n 6-15 21-48 33 312 988 |

Table 2. Average errors in meters, for 4

locators, % = 8m.

- Note: The x, y error figures for 2D, for ypies 1 -~ 8 only, grow slowly

with altitude, and (at the higher altitudes) grow with o, ; at 2400 m
altitude, with o = 25, they are 10 - 19 instead of 7 - El.

The results for 8 locators fell approximately between these results,

except for units 10 and 11, For these, they provided further evidence that
the great variability in average z-error across the different altitudes is
indeed gimply a reflection of the uncertainty of z-estimates under poor

geometry,

S

D. TRIALS ON DIGITIZED ACTUAL TERRAIN . A portion of the area near

Boston, comnsisting of rolling terrain, was chosen for testing the algorithms
and was entered into the computer 1a digitized form. Eighty-three units
were placed on the terrain: 44 moving, more or less in the same general
direction, and 39 fixed (scattered among 13 different locations)., Many
trlals were made, with various sets of units reporting. In each case, the
trial consisted of 240 cycles (two hours); ground units were iocated every
30 sec. except that ground locators were located every 5 seconds. Aircraft
were located every 5 sec., except that aircraft locators were located

every second.

Several ground-units-only results will be presented first, then several
rung with aircraft. (Seven aircraft were used: however, it was necessary
to put them all at one altitude, which was chosen to be 300 m.}) Errors
are reported as x, y-errors - i.e., errors in the horizontal piane - and
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z-errors. The range errors again followed a normal (Gaussian) distribution
with mean zero and standard deviation 6 m; ia addition, a random 1% of

the range values were inflated by 7 m to reflect a positive bilas due to
occasional masking of the direct signal and acceptance of a reflected signal,

With all 39 fixed units reporting, the average x,y-error was 4,3 m, the
maximum was 33,4 m; but quite a few units were lost (i.,e,, position estimates
were not obtained by the algorithms) fairly often,

With all 83 units reporting, the average and maximum errors were 4.8 and
101 m; both values were due to large reported errors for units that were
not even located when only fixed units reported.

When the number of locators was reduced to 21, care had to be exercised in
choosing them., With one representative of each of the 13 sets of colocated
fixed units reporting, and 8 moving units (chosen to be those which could
"see" many of the other units), the average and maximum were 5.9 and 212;

when one of these fixed units was replaced by a different moving cne, the

average was about the same but the maximum decreased to 140.

The 3 best aircraft runs were done incorporating a set of rules for deciding
which algorithm to use, and with exponential smoothing of the z-coordinate.
The rules were:

(a) For ground units, use LSS3D if there are at least 6 ranges of which
at most 4 are at look angles below 30°; otherwise use LSS2D, using
only the ranges below 30°.

(b) For aircraft, use LSS3D if there are at least 6 ranges, and either
there are at least 3 ranges above 20°, or the aircraft is high enough
{heigiit greater than 16 km/ (4 + number of ranges)), otherhise use
LSS2D on all ranges.

(¢) Before either of these rules is implemented, check whether there are
at least 4 ranges from fixed locators. If so, use only the ranges
from fixed locators.

Under these rules, incidentally, LSS3D was never used,

<

The table below presents‘fhe average and maximum errors for both grbuhd

-units and aircraft, for x, y plane and for z, for each of the three rums.

Each run represents 7080 location operations on ground units, and 22,320

location operations on aircraft.
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Ground units Alrcraft
Averages |} Maxima | Averages | Maxima

K Y1 2 XN 2 [%,Y] Z | %,5| 2

6 air, 7 fixed ground, 3 : :
moving ground locators; 7.3}111.0164)51|7.6 }8.0] 9342
smooth z for aircraft only

Same locators; smooth z for

all moving units 7.1} 7.7158138(7.5 |8.1] 88142
11 fixed ground, S aircraft s.2| 11,1731 57) 6.2 5.0 84 | 41
locators; smooth =z for

aircraft.

Table 3. Average and maximum errors in meters for several
runs involving aircraft’

E. TNACKING M) FILTERING. As mentioned above, exponential smoothing was

.applied to the z-coordinate; also, polynomial smoothing was implemented for

each of the other two coordinates. These techniques were compared with a
9-state (position, wveloecity, acceleration) Kalman filter technique
developed by General Dynamics, The comparisons are described below.

Two scenarics were used. Each had six fixed locators on the ground,

tracking an aircraft at 400 m altitude. One had good geometry; the other

had relatively bad geometry. True paths were calculated, and true ranges

to each locator; these ranges were then perturbed with independent

Gaussian errors having mean zero and standard deviation 6 m, Finally,

these perturbed values were treated as data, the estimated positions were
calculated by the various methods, these estimated positions were compared
with the true positions to get the true errors, and the errors compared among
the different methods to see which was most accurate. (Another step, taken
for the Kalman estimates, is described below.)

The first path, hereafter known as the circle path, consisted of eight turns
around a circular path of 1 km diameter, with a "drift" of 100 m per revolution,
at a speed of 225 km/hr . The geometry was good: 80 percent of the time

wags spent within the convex hull of the set of six locators, which were

arranged in a more or less elliptical configuration (see Fig. 1); there was
always at least one locator close enough that the look angle was greater

than 30° , and occasionally there were four such, with an average of 2.14;
the aircraft was never more than 1.8 km from any locator. The other path,
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stationary, |traveling 12,7 km in a straight line at 212 km/hr , hovering

for 72 8., returning, and again hovering for 72 s.; then repeating. Almost
2 cycles of this path were done. The starts and stops were kept gradual,

80 as to not exceed the value of acceleration for which the Kalman filter
wag designed. The locators were scattered along the path, but not near the
extremes: at the ends, the look angles were all less than 6° , and the
ranges varied from 2.7 to 10.2 km. (See Fig 2.) Only 7 percent of the

time was there one look angle above 30°; there was never more than one,

(It should be remembered that 3D 1s not recommended for situations like this,
However, for this test, no auxiliary source of height information was assumed.)
The results will be presented first for smoothing versus unsmoothed LSS,

then for Kalman filter vs, LSS.

kereafter cTiled the back-and-forth path, consisted of starting from

For many of the runs, the smooth paths were "roughed up'" a bit, by perturbing
each coordinate of each point with independent Gaussian errors; the standard
deviation of the errors was 3 m, This was then treated as the true path,

Rung were made with the smoothing parameter set at 0.5, 0.8, and 0.9, at
one-sccond data interval. The best value was 0.9. For this run, the
smoothed track was clearly better than the LSS solution: the numbers of
times the smoothed LSS had smaller errors than the simple LSS were 269 out
of 400 and 669 out of 1000, which are significant at 7 and 11 sigmas, for
the circle and the back-and-forth run respectively, When in addition no
elimination of apparently bad ranges was allowed, the levels were 281 out
of 400 (8 o's) and 672 out of 100 (11 ¢'s). (These are with reference to
the x,y error, For x, y, z error, the figures were 286/400 and 614/1000,
both at the 8¢ level, with elimination allowed; the run without elimination
was not done’ for x, y, z errors, In addition, for these runs, the path
perturbations were not made, so the conclusions are tentative at best.)
Other trials were done, with different random errors, with essentially the
same results: the most different showed differences significant at 6¢'s

and 40's respectively. One comparison was made for the perturbed path, with
no elimination of ranges, and smoothing paramcter set at 0.9, The smoothed
track had smaller errors in 261 of 400 tries (60's) for the cirecle, and in
651 of 1000 triea (100'8) ‘for the back-and-fotth path

=

 The more interesting runs were those compating Kalman filtering with LSS
(Due to lack of time, it was not possible to make as many runs as desired,

so that the filter was not compared with smoothed LSS.) These were run

with data intervals of one s. and five s. The differences were marked, as
one might expect. At the five s, interval, the Kalman x,y errors were larger
in 33 of 40 trials for the circle, and in 32 of 58 trials for the back-and-
forth path, (These figures are significant at 40 and 0.80 respectively.)

At one s, interval, results were reversed: LSS errors were larger in 25 of
40 trials for the circle, and in 44 of 58 for back-and-forth. (Significant
at 1,80 and 3.30 .) //

/

T
\\ !
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The maximum errors, both (x,y) and z, are given in the accompanying Tables.

i Circle path (40 trials), Back-aud~forth (58 trials?

) v : : ‘
- LSS 12.6 25.0

i .

‘: xﬂlman’ 1 s, 11 09 2404

}

i Kalman, 5 s. 80.5 40,1

b

Table 4. Maximum(, y)errors in meters.

! Circle path Back-and-forth

‘ 1SS 15.6 339

Falman, 1 s. 13.7 100

Kalman, S s. 154.1 142

3

Table 5. Maximum z-errors in meters.

e
v
\

. On the basis of this admittedly thin evidence, one might suggest that

- Kalman filtering does not help unless the time interval between data

points is 1 s. or less; and even at 1 s., the difference is not over-
whelming. (Remember too that with independent height informationm, the
reduction to a 2D method will give considerably better figures for alrcraft
below 500 - 1000 m altitude.)

[P

The Kalman filtering program carries along an internal estimate of error,

in the form of an estimate of the covariance matrix of the state variables

‘ (which include the position coordinates). It is to be hoped that the vari-

/ ances of the coordinates, as carried in this matrix, would accurately

! reflect the uncertainty of the corresponding positions, since these variances
are used to weighi the measurements. If so, the ~ctual errors ought to
correspond to those variances. Since the x- and y-variances are printed out,
and since for these tests the true errors are known, one can check whether

y the internal estimates are accurate. This has been done. For both paths,

‘ the actual errors were compared with the printed variances. The numbers of
errors within k times the corresponding sigma were tabulated for k = 1,2,... .
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. accurate at Least Squares, and takes less computation.
_errors are approximately Gaussian-distributed, and that outlier rejection

It is not proper simply to compare these frequencies with the expected

 frequencies for a Gaussian distribution with known sigma, since all we

have is an estimate of sigma. One must use the t-distribution. And even
80, there is a difficulty: one does not know which t-distributions to

use, since the "degrees of freedom" (a parameter of the t-distributicn) -
varies from trial to trial in an unknown way. An approximate treatment was
done, by comparing tlie frequencies with various t-distributions at various
scale factors, to find that distribution which best fit the tabulations.
(There will be at least 3 degrees of freedom, since the six basic range
measurements are used to fit three parameters, the coordinates, leaving
three degzees of freedom. How many more there will bc depends on the
accuracy of the extrapolation from past positions, which in turn varies with
the geometry and the data frequency; there might be as many as 6 to 9
degrees of freedom with good geometry and frequent data.) Since the Kalman
filter was less accurate than LSS for S-second data intervals, no tabulations
were done for those tracks. The results were as follows:

There were 28 errors greater than lg, of which 6 were greater than 20, and
none greater than 30 , for 80 points on the circle path; the expected
numbers for a t-distribution with 8 degrees of freedom are 28, 6, and 1.
There are 39 above lo , 9 above 20 , and 2 above 30 , out of 116 points on
the back-and-forth path; the expected numbers are also 39,9, and 2, This
is indeed a surprisingly good fit.

One more point should be brought out regarding the comparison of objective
error from gimulation trials with estimated errors based on real trials.

' The errors quoted in the simulation studies done for this project are

errors in the x,y-plane. If, as seems reasonable, x~ and y-error are
independent, approximately Gaussian, and equally variable, then the mean
absolute (x,y) -error will be 1.25 times the standard deviation of the
x-error, Therefore, the estimated standard deviation as given by the
Kalman program should be inflated by a factor of (1.25) before comparison
with the average (x,y) =error as given by the simulation trials.

SUMMARY OF RESULTS. This section can be reasonably summed up as follows:

(1) The algorithm of choifce is Least Squares Squared; it is at least as
(This assumes that

techniques are used to eliminate bad measurements.)

(2) The distribution of errors, not just its standard deviation, affects
the accuracy of the algorithms (and the proper choice of algorithm).

(3) At least a reasomable fraction of the locators must be known to be fixed.
A reasonable fraction may be four out of twenty, but it helps to have a
larger fraction.

(4) Using weights which reflect the accuracy of the locators' position
estimates does increase the accuracy of the algorithm, but not very much
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~ at least for the runs made, for which the variance of the locators'
positions varied over a two to one range., This is because the variance

of the range measurement is added to the position varilance befote calculating
weights, If the range variance were much smaller (than 36 m?), weights
would make a larger improvement.

(5) An example of the accuracy attainable: With 30 units spread over an
area 20 km by 20 km, in 2 dimensions, with units starting and stopping,
and only stopped units being used as locators (an average of 15 stopped

at any time), the average position error throughout a run simulating 2 and
1/2 hrs. of real time, consisting of 300 cycles, was about half the range
error standard deviation,

(6) For situations which are not far from planar (e.g., where many of the
locators are at look angles less than 30°), an independent height measurement
of reasonable accuracy can increase considerably the accuracy of the (x,y)-
position estimate, by allowing the calculation of projected ranges in the
(x,¥)-plane and the use of a 2-dimensional algorithm,

(7) The starting point for the Least Squares Squared algorithm is noncritical.

(8) There are indications, which could be verified by further analysis,

that the technique of reducing slant ranges to horizontal (projected) ranges
and applying a two-dimensional algorithm is very useful when locating low-
flying aircraft with locators on the ground. (It requires a separate estimate
of the aircraft height, of course.) Two factors are important: when the
height is small compared to the ranges, then (1) the projected ranges are
relatively insensitive to height measurement errors, and (2) any 3-dimensional
method will have relatively low accuracy for the (x,y)-coordinates, and .

even lower accuracy for the z-coordinate., Very roughly, the 3D version is
about as accurate as the 2D version when several of the look angles (angles
between the horizontal plane and lines connecting the aircraft with the
locators) are about 20° or more, when there are 12 lucators and the range
errors have a standard deviation of 4 m ; on the other hand, with only 4
locators and a standard deviation of 8 m, the aircraft had to be surrounded by
the locators, and the angles had to be on the order of 30° before the 3D
method approached the accuracy of the 2D method : S

(9) Smoothing (using past positions as well as current range data to estimate
current position) seems to help significantly, only on the z-coordinate of
aircraft; even this conclusion depends, of course, on how stable the altitude
of the aircraft really is.

(10) Use of a 9-state (position, velocity, acceleration) Kalman filter seems
to give more accurate position estimates, when data are available at least
every second (that is, several range measurements every second) arnd the path
of the unit being located is quite smcoth - i.e., variations from a smooth
curve which are on the order of half the magnitude of the range errors.
Otherwise the LSS3D algorithm will be more accurate. (The LSS2D algorithm
on projected ranges was not compared with the Kalman filter approach - but it
is felt that it might well produce more accurate results, even 1f the height
information were also fed to the Kalman filter,)
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Figure 1,  The circle path, (x indicates the positions of the locators.)
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APPROXIMATE LOWER CCNFIDENCE LIMIT ON THE CIRCULAR ERRCR
PROBABILITY (CEP) IN THE CASE OF UNEQUAL VARIANCES

EDMUND H. INSELMANN

HEADQUARTERS, U. S. ARMY MATERIEL COMMAND
‘ ALEXANDRIA, VIRGINIA

INTRODUCTION AND SUMMARY

This paper is concerned with the interval estimation of the Circular -
Error Probability (CEP) which is used as a measure of dispersion of rounds
fired at a target. Most of the literature on this subject deals with
circular normal distribution. In this case, the CEP problem works out

easily and the lower confidence limit has been considered in other papers,

,e.8., Inselmann and Granville [1]. The attention here will be restricted

©

to the case where target errors (in azimuth and range) are independent

Gaussian variates with zero means and unequal variances. The main result

- herein is limited to the case where the ratio of the standatd deviations

is between .5 and 2. Probabilistic questions concerning the CEP have “been
discussed by Grubbs [2]; this work was based on a paper by Patnaik [3]. Other
related work was done by Hoore [al. Botn G;ubbe and Moore 8 papers‘involve
CEP's which are linear combinations nf the variances. These results can be‘
used to obtain pcint estimates but have not been used ia the construction

of the confidence limits. The statistic sugéested for estimation, testing
hypothesis, and calculating the confidence interval will be the geometric

mean of the sample standard deviations.

Preceding page blank
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PROBLEM STATEMENT

The object is to determine the lower confidencé limit of the CEP, where
CEP 1s defined as the radius of the circlg about the origin that includes
hal:{ of the probability in the plane. This of course depends on the
distribution of the probability mass, which in this case is Sivariate normal
with zero means and no correlation. There are now ;wo cases to be considered,
equal and unequal variances. The solution for the equal variance case is well
kﬁown [2]. Thig paper forwards an approximate solution for the lower
confidence limit for the case of unequal variances. To make things more
mathematical, consider the bivariate random variable (X, Y) with EX = EY =

EXY = 0, EX? = oi and EY? = o%. The joint density of (X, Y) is taken as

P
W fx, ) - ep -2 -5
: 110102 { .— | 01 02 |

The x and y are taken to be the azimuth and range components of the projectile
impact on the target. Recall that the object is to find the radius of the
circle that has a probabiiity .5. 8o the interest is in the distribution

of R = YX2 + Y2, The density of this 1s well known and 1is given by

’ 2 2
« o o
(2) g(r) - r I ..r_z /._l - exp :.t:_z. _l +1
/ o o © ]4? \o? 402 | 02
/ 1 2 1 2 1\2




. where Io(x) is the Bessel functioa of the first kind with an imaginary °

argument. Then the first step in our analysis is to find Ry such “hat

. R
3) .5 = ’o° g(r) dr.

The integrand here is such that Ro can't be explicitly determined. Moore [4]
has made some numerical calculations for Ry which give an indication cver

what range the integrand must be approximated. It can be readily verified

that Io(x) = 1, for 0 < x < 1. Moore's work [4] demonstrates that argument

of the Bessel function in the integrand is less than one provided that the

ratio of standard deviations is between .5 and 2. With this restriction

one can readily solve the i{oilowing equation for R~”

N
1 . ~r? fci b
S5 = o IO T exp 7 2 +1! dr
1092 of 1o}
' 2 27\
201 9, " .93 + 95 _\\.
» . 1 - exp _-R0 —_— .
02 + 02 4o? o2
1 2 : N1 o2 _j
The solution for R62 then is
-402 o2 o2 + 02
2
(4) ReY = — 2 1--L 2
N o+ :
\ 1+ 9 bo %
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Expanding the log term in power series and reducing, Eq. (4) can be

written

2\2 -1 |
(5) (&0> =09 |t tn (1-t(a))] = 91 9, o(a)
whexé

1+a?
t(a) = el * ® -vcl/bz, 1/2 < a < 2 and .5 < t(a) < .625.

Now taking the derivative of ¢ with respect to a one has

: ; . . \ ¢ .3
co - oot [enQ-t)- 1 t° |t 2t2 3¢l
( et = <————t ey il LTI S S

o

_ Note that the second factor is positiVe; while the first factor t~“(a) = Y
d 1/4 ( - i%)is negative in [1/?, 1), zero at a = 1 and positive in (1, 2).
) ‘ . Hence, } ) . r
‘ / ‘ $°(a) < O, : a € [1/2; 1) L , 4 , T T
= 0, a=1

> 0, ace (1, 2].

!
Simple calculation shows that

1.177 Joj0, < R” < 1.2527 Yo 0,. ' !
i
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The graph of /e 1is

1.2527 N .

1.1774 T g
}
. } L 1
1/2 1 2 «a

The R6 that are computed at a = .2, 1 and 2 agree with the results computed by
Moore [4). This suggests Rg = R6 for practical purposes in (1/2, 2). Since
the range of ¢ 1s small it can be replaced by a constant which is taken at

the midpoint of the range, namely 1.214, This now gives the final approximation

E 3 B 14
RO = 1,214 01 02-

- THE STATISTICAL PROBLEM

The natural estimate for CEP is then 1.214 VSl 52 where S = Z XZ/E

n
and 52 = ¢ Y2/n. The last step needed before constructing the lower

i=1
confidence limft is to find the distribution of V = Si S% The density of

V is
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, n/2
{6). h(v) = 1 . n vn/?"'1 o1 exp | =30 . ¥R} dx
r(n/2)7 Aoi o% | ° x ZUi 20§x
/2
-2 n2 w/2-1 ¢ [ ok
2 2 L2 0 ’
r(n/2) bof o3 9y 9y

The integral in (6) is found in the Bateman Tables [5] pl46 formula (29), and

K, is the Bessel function of the second kind. One is now able by numerically’

integrating this density to find the confidence interval. This is done as

follows. Define VB such that
B = I;B h(x) dx

Then to find the lower confidence limit on R; the following caiculations are

made.

.. L2146 /nS S, . _
‘= Pr{ — - < 1.214 Yo, 0, }

VV—B V‘ ‘i> rc" ‘:' o ’~ c' c‘

<
<

1.214 /n 54 8
1 °2
= Pr{ .

< RS}
Vg

This determines the lower confidence limit for the approximation, RS, of

the CEP.
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UN THE VARIATION IN MECHANICAL PROPERTIES
CF LARCL CALIRIR GUN TURE FORGINGS
Peter A, Thornton !
Yiatervliet Arsenal
Watervliet, New York

ABSTRACT., The variations in tensile and Charpy impact properties of
nine (9) large caliber zun tube f.zings were evaluated by an analysis of
variance technique, Utilizing the variance within individual disks as an
estimate of error variance, the variation between disks was determined
for each forging, In addition, a two factor analysis (cross-classification)
was conducted on tubes of similar configuration to define significant
variations in mechanical properties between like tubes. At the 5%
significance level, real disk to disk variations were determined in yield
strength and ultimate tensile strength for all fokgings evaluated,

However, no significant variation between disks was exhibited by percent
elongation or reduction of area for the same forg;ngs. Charpy impact data
displayed real variation in five of the nine forgings analyzed. The cross
classification revealed that variation in yield strength, ZRA and Charpy
impact strength was highly significant when tke forgings resulted from
different positions in the ingot. Conversely, ZRA showed insignificant
variation, while yield strength and Charpy impact (R.T.) exhibited slightly
significant variation when the forgings resulted from similar ingot posi-
tions, The latter variation occurred in idencica} forgings produced from
identical size ingots but different heats of steel. .

GLOSSARY,

ANOVA Analysis of VaLiance

q? . . . Variancer(univérse)

SZ} B . . L *Escima;ékof va?ianée.v et

F ¢ Ratio of meantgquare in question to
error mean square

S.S. Sum of Squares‘

D.F, Degrees of Freedom

M.S. Mean Square

SN Serial Number
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YS 4 ’ ' Yield Strength‘(gsi)

UTS | Ultimate Tensile Strength (ksi)
El . N Elongation (%)

RA Reduction of Area (%)

Cv Charpy Impact (ft-1b)

INTRODUCTION., During the late 1940’s the problem of mechanical
property variation was recognized in large gun tube forgings [5].
Since that time better metallurgical controls and advances in thermal=-
mechanical processing have been utilized in an attempt to correct this
condition, However, simultaneous advances in weaponry, such as complex
shapes and larger component size have tended to offset these improvements.
Consequently, the problem of property variation still exists in large
forgings., This fact was recently brought to light during the mechanical
property investigation of a 175mm M113 gun tube in 1966 [2]., As a result
of the investigation of this particular tube (SN 733), a study of the
mechanical property variation in additional 175mm tubes was conducted [4].
The significant findings (conducted on 38 gun tubes) can be briefly
summarized as follows: tensile ductility, Charpy impact and fracture
toughness (pre-crack Charpy) varied considerably within a tube, within a
disc, within a vendor's practice and from vendor to vendor,

A following study then attempted to determine the level and repro-
ducibility of mechanical properties in present gun tube material, quenched
to a uniform microstructure of 100% martensite and tempered to yield
strength ranges to 140-160 ksi and 160-180 ksi [1]. Two iuportant facts
resulted from this work: (1) the optimum microstructure obtainable in
this material was established by reheat treating small specimen blanks
and (2) the variation in mechanical properties (excluding yield strength),
found in the reheat treated test specimens was controlied by sume factor
in the manufacturing process other than heat treatment. ‘

Accordingly, the object of this present examination is to define
the variations that exist in mechanical properties of larger size specimens,
viz., full size gun tubes. Although similar studies have been conducted,
it is felt that the present evaluation is necessary be-ause vendors
periodically change their practice. Also, dealing with full size components
will permit the appraisal of certain statistical analyses on the data and
determine their applicability in future planned studies of this problem.
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THEORY. When two or mor~ independent scurces of variation operate,
the resulting variance is the sum of tne separate variances [3]. The two
types of errors whlch arise, when estimating the ntaperty of a bulk

material are: .

‘1. Errors of sampling (variance denoted by ui?)
‘2. Errors of analysis (variance denoted by ooz)

These sources of error operate independently and the total variation may
be obtained by the addition of the two,

In order to separate and estimate the variances due to testing and
sampling an Analysis of Variance (ANOVA) can be comducted with the -
experimental data, The ANOVA 1is essentially a method of analyzing the
variance to which a response (test measurement) is subject, into its
various components corresponding to the sources of vaciation which can be
identified. The details of this method can be briefly summarized as

follows:

Suppose there are k samples (disks) and n repeat analyses on each,
giving a total number of analyses N = kn. The analytical error is
responsible for the variation in the repeat analyses on each sample, and
. its variance is denoted by g°7. This variance is estimated by:

o
¢
& @ . <

TOTAL of the sums of squares abﬂut tiie_sample means %

TOTAL of the degrees of freedom . i

(xij‘gi) 2

S e S
=1  k(n=-1l)

13

where Xp4 = individual responses (within disks)

Xy = disk mean .

3
13
. . L e . . .o« 3

<

Similarly, the sampling error variance denoted by 312 is estimated by:

[ <

I, (®i-%)2/(k-1)
" where x4 - disk mean

X =~ grand mean

The sums of squares and degrees of freedom "between disks'", "wvithin
disks" and "total" may be set out in tabular form called the ANOVA table

as below: )
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Quantity

Source of Degrees of Mean Estimated by
Variation Sum of Squares Freedom Square Mean Square
k ,
Between disks ni;l(xi~z)2 = §; k-1 S1/(k-1) 0,2 + no %
~ kn n o N2 2
Within disks igl jgl(xij-xi) =8, k(n-1) SO/k(n-l) %
k n w2

Total igl jgl(xij—x) nk-~-1

The results of the Analysis of Variance can then be tested for significance.
This is acrcompiished by setting up the Null Hypothesis that there is no
disk to disk variation (S; - 0). Consequently, two independent estimates
of S, 2 are realized; one from the mean square within disks, and the other
from the mean square between disks. To test whether these two estimates
differ significantly, i.e., whether they differ by more than can be reason-
ably explained on the grounds of errors in the estimates, the r:tio of the
mean square between disks to the mean square within disks is calculated.
This ratio (F) is the measure of the variation caused by the eftact divided
by the variation due to repeat tests. The resultant F value is then com-
pared with a table of variance ratio for the respective degrees of freedom,
and a particular significance level. A significant value of F ale

(Fcalc > Fiable ) discredits the Null hypothesis and it can be concluded
that real variations exist in the property under consideration, from disk
to disk. - , °

APPROACH. The mechanical properties of nine (9) full size gun tube
forgings from a single vendor, were evaluated transverse to the forzing
direction. These tubes are identified in Appendix A, along with their
respective chemical analyses and heat treatments. Sampling of the tubes
‘was accomplished by cutting 1-1/4" thick disks at approximately 12" intervals
along the tube length. This procedure is i1llustrated on a finished gun '
tube in Figure 1. Tensile (0.357" dia) and standard Charpy impact speci-
mens were machined from the midwall region of these disks as shown in
Figure 2. The tensile specimens were tested in a commercial tensile testing
machine and the strain measured during the tests with an extensometer,

After testing, Z reduction of area and % elongation were determined from
the deformed specimens. Impact testing was conducted on standard Charpy
V-notch specimens at -40"F and in some instances, at room temperature

also. Then, in order to determine if real variations exist in the material
along the tube length (disk to disk), an analysis of variance (one-way
classification) was conducted on the data from each tube, Also, a two
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Figure 1. Schematic Showing Test Specimen Sampling
Plan Along Tube Length
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Figure 2. Schematic of Test Specimen Layout Within
A Disk
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B - Betwcen disks

W - Within disks

TABLE I  ANOVA 155MM M126 - TUBE 8890
, " SOURCE OF = — : ‘
KLSPONSE VARIATION §S.S. D.F. M.S. Fcalc. F(5%)
s B 543.5 11 49.4 9.0 2.7
X 66.1 12 5.5
uTS B 250.0 11 22,7 37.7 2.7
W 7.2 12 0.6
TE1 B 11.4 11 1.0 1.4 2.7
W 9.0 12 0.8
“PA B 290.9 11 26.4 1,5 2.7
LW 207.1 12 17.2
Cv(R.T.) B 24. 10 2.5 5.1 2.9
o 5.3 11 0.5
Cv(-40°F) | B 10.2 10 1.0 2.3 2.9
W 4.8 11 0.4
TABLE IT ANOVA 1S5MM M126 - TUBE 8913
ISOURCE OF .
BESPONSE  VARIATION §.S, D.F. M.S. Fcalc. F(5%)
| . [
YS B 295.9 11 26.9 14.9 2.7
c W 21.8 12 1.8
uTSs I 8 184.5 11 16.8 49.9 2.7
LW 4.0 12 0.3
|
LEl B 15.4 11 1.4 2.6 2.7
W 6.3 12 0.5
$RA < B ©267.8 11 ¢ 24.3 - 1.7 2.7
- 172,612 14.4 ¢
Cy(K.T.) B 24.2 10 . 2.4 2.2 2.9
W 11.8 11 1.1
Cy (-40°F) B 9.4 10 0.9 0.5 2.9
" 19.4 11 1.8
’/./ -~
/
/

=592~

VARIATION

Significant
Significant
Insignificant
Insignificant
Signifi.ant

Insignificant

VARIATION
Signif cant
Signif. cant
Insignificant
“Insignificant

Insignificant

Insignificant
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- TABLE IIT ANOVA 155MM M46 - TUBE 16
SOURCE o . . (
RESPONSE VARIATION S.S. D.F. M.S. Fcale F(5%) VARIATION
Ys 3 708.9 27 26.2 25.4 1.9 Significant
; W 28.9 28 1.0
{ uTS 8 688.5 27 25.5 42,9 1.9 Significant
5 w 16.6 28 0.6
%EL B 23.1 27 0.8 1.5 1.9 Insignificant
: N 1.5 28 0.6
f 4 RA B 257.1 27 9.5 1.6 1.9 Insignificant
; W 170.0 28 6.1
f Cy(R.T.) B 367.0 22 16.7 9.1 2.0 Sigrnificant
‘ W 41.7 23 1.8
Cv(-10°F) B 434.7 25 17.4 6.4 2.0 Significant
W 70.7 26 2.7
TABLE IV ANOVA 152MM M81 - TUBE 1151
! . SOURCF OF ) : '
: KESPONST VARIATION S.S. D.F. M.S. Fcale. F{5%) VARTATION
; YS B 220.5 16 15,8 12.0° 2.4 Ssignificent
. W 19.4 17 1.1 :
! uTS B 120.2 16 8.1 9.2 2.4 Significant
; W 14.9 17 0.9
E SE1 B 17.9 16 1.1 2.2 2.4 Insignilicunt
a L. w @5 17 0.5 .
“RA. N B 145,8 16 9.k il 2.4 ° Marginal -
N 58.4 17 3.5 o
Cv(-40°F) 8 71.2 16 4.4 1.4 1.8 Insignificant
w 162.4 51 3.2
} B - Between disks
! K - Within disks
H
:‘{.
<
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TABLE V. ANOVA 152MM INGOT 8178-5 GUN XP3

SOURCE OF

~594-

RESPONSE VARIATION 5.5, ' D.F. M,S. Fcale. FgS%! VARIATION
Ys B 97.3 27 3.6 7.6 1.9 Significant
N 13.3 28 0.5
uTs B - 181.0 27 6.7 19.7 1.9 Significant
N 9.5 28 0.3
el B 29.8 27 1.1 1.1 1.9 Insignificant
L] 27.4 28 1.0
SSRA B $59.6 27 20.7 0.9 1.9 Insignificant
W , 673.6 28 24.1
Lyvi-40°r) B 71.5 27 2.6 2.2 1.9 Marginal
, N 33.5 28 1.2
TABLE VI ANOVA  152MM INGOT 8178-5 GUN XP-4
SOURCE OF
RESPONSE VARJATION §.S. . D.F. M.,S. Fcalc. F(5%) VARIATION
YS B 67.4 27 2.5 5.7 1.9 Significant
] 12.2. 28 0.4 i
uTsS B 413.3 27 15.3 36.5 1.9 Significant
L} 11.7 28 0.4
“El 8 36.3 27 1.3 1.9 1.9 Insignificant
w ' 19.9 28 0.7
CRA° B - s87.0 27 " 20.6 1.5 1.y Iasighificant’
. e ] . . 381.8 28 13.6 ‘
Cv(-30°F) B° 212.0 27 7.8 6.4 1.9 Significant
w 34.5 28 1.2
B - Between disks
W - wWithin Dbisks




. W

TABLE VII ANOVA 9O0MM M41

SOURCE OF .
RESPONSE VARIATION S.S. D.F. M.S. Fcale, F(5%) VARIATION
YS B 184.4 13 14.2 9.¢ 2.5 Significant
L] 20.6 14 1.5
uTs B 72.3 13 5.6 11.9 2.5 Significant
L 6.5 14 0.5
“RA B 215.4 13 16.6 1.1 2.5 Insignificant
X 202.6 14 14,5
Cy(-40°F) B 15.2 13 1.2 1.4 2.5 Insigniticant
L} 11.5. 14 0.8

TABLE VIII  ANOVA 10SMM M137 HOWITZER GUN XPl

¢ < < ©

SOURCE OF

RESPONSE  VARIATION S.S. _D.f. M.S. Fcalec. F(53) VARIATION
RE g B 1 209.7 13 16.1 13,1 2,0 . Significant
R S1.6 42 1.2 . S
uTs B 93.6 13 7.2 28.2 2,0 Significant
¥ 10.7 42 0.3
113! ‘B ) 5.8 13 0.4 1.9 2.0 Insignificant
: SR T < 9.9 42, 0.2 . v e o
o %RA B ©107.9 - 13~ 8.3 2.2 ° 2.0 Marginal ° °
N 159.7 -42 © . 3.8 , © e
Cy(-40°F) B 46.0 13 3.8 3.3 2.6 Significant
" 44,4 42 1.1
B - Between disks
W - Within disks
=595~
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factor analysis of variance (cross-classification) was conducted on
forgings with identical configurations (155mm, 8890-8913 and 152mm,
XP3~XP4) to determine i1f significant variations existed in mechanical
properties between similar forgings.

RESULTS AND DISCUSSION. The tensile and Charpy impact data from the
nine gun tube forgings are compiled in Appendix B. The results of the one-
way classification program (Appendix C) are presented for each tube in
Tables I-IX. The experimental F ratio is compared with the F ratio at the
52 signigicance level (Prooability = 0,05) and significant differences
noted, The column F (5%) indicates how large the F ratio must be so
that there 1s only a one in twenty chance that an effect is just a random
occurrence, Therefore, calculated values of F, larger than F(5%) have
less than a cae in twenty chance of being caused by random fluctuationms.
These variation determinations are summarized by response and forging in
Table X.

Examination of the individual responses in this summary discloses
that yiel? strength and ultimate tensile strength exhibited real disk to
disk variations for all tubes analyzed. This finding can be interpreted
by examining the yield strength plots in Figures 3-11. These graphs
indicate the average value and spread within a disk. If the maximum and
minimum values tend to approach the average, no spread is demoted. It
is evident that in general little difference in yield strength was measured
within disks and, therefore, the estimate of analytical error variance (S 2)
is small. Consequently, deviations from disk to disk may show up as
significant variations even though their magnitude 1s small relative to the
grand mean. This point 18 exemplified in Figure 8 where the yield strength
range deviates only 4.5 ksi, for the entire tube, yet statistically this
amount of deviation constitutes a significant variation between disks.
However, 1t is not highly unusual to obtain yield strength ranges on the
order of 20 ksi in cannon tube forgings, Therefore, from a practical
standpoint, '"real” variations must also be considered in regard to the .
particular components, properties and previously established ranges. The
same interpretation applies to ultimate tensile strength in these nine (9)
forgings investigated.

On the other hand, percent elongation and percent reduction of area
exhibited no significant variation from disk to disk for the forgings
analyzed. Examination of the X RA plot in Figures 3-11 reveals that, in
general, considerable deviations in this parameter were measured within
disks. Referring to Figure 7, consid2rable spread in % RA between disks
is apparent {20%). However, the scatter within disks genmerally appears
considerable, Accordingly no significant variation in this parameter was
realized between disks, although two forgings were marginai. As in the
case of yield strength (statistically significant variation) this

-596-
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margination results from the relatively uniform spread in 2 RA for these
two forgings (Figures 6 & 10}, Also the type of test involved should be
considered. It is likely that these determinations were affected by the
precision of the individual measurements, yield and ultimate tensile

strengths being more precisely measurable than elongation and reduction

.of area, Another important factor influencing the outcome of this type

analysis is the number of tests taken within a disk (replicates). " As

the number of replicates increases, errors of estimation can be reduced
coneiderably, resulting in more exact variance estimates and consequently
accurate variation determinations. This point is expressed by the plots
of Figure 10, where the average of four replicates are shown along with
the high and low values. These "curves" graphically express the relative
uniformity of spreac in the data within disks. This consistency could be
attributable to the number of observations recorded for this particular
tube. :

Lastly, Charpy impact data, both room temperature and -40°F, showed
real variations in five of the tube forgings analyzed. Examination of
Table X reveals that in one particular tube (No. 16), this paremeter varied
gignificantly between disks, at both test temperatures, while just the '
opposite was recorded in Tube #8913. Also, instances were noted where the
Charpy impact values of a specific tube varied significantly for one
temperature but not the other., Yet the limited data concerning room
temperature tests restricts the analysis of these contrasting variation
determinations,

Furthermore, it is noteworthy that the two forgings with largest ,
ingot size and wall thickness (155mm M46 and 8" M2A1) exhibited significant
variation in ~40°F Charpy impact stremngth. Likewise, the forging with the
smallest ingot size and wall thickness (105mm M137) showed real variation
in the same parameter. Although the latter observation is most likely due
to the small spread in impact strength within disks, these conflicting
effects preclude any meaningful conclusions concerning the effect of ingot
size and percent reduction on the variation of charpy impact strength for
these particular forgings.

The results of the two factor analyses ofiéariance conducted on the
155mm M126 forgings and the 152mm XP forgings are presented in Tables

X1 and XII. The mechanical responses analyzed were: yield strength,

reduction of area and Charpy impact energy absorption. Since no inter-
action between the factors A and B (A ~ similar caliber forgings, B -
similar test disk location) was anticipated, the sum of squares AB was
added to the sum of squares error and this value used to estimate the
experimental error variance, Examination of these tabulations shows that
for the 155mm forgings no significant variation exists in ¥ RA between the

r—- - Ve
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SPECIMEN CODE
z 150 A B8 D &€ F H J X L M N P R &8 T U V W X
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Figure 11.

Mechanical Property Variations in 8" M2Al
Howitzer Tube SN7091
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B -

Between disks

K - Withain disks

TABLE IX ANOVA 8" M2Al HOXiTZER - TUBE 7091
: SOURCE UF , <
RESPONSE VARIATION S§.S. D.F. M,S. Fcalc.
Ys$ B 387.9 18 21.5 7.7
w 53.4 19 2.8
L UTS B 545.4 18 - 30.3  20.5
w 28.1 19 1.5
T )
SEL B 42,2 18 2.3 1.9
¥ 23.8 19 1.2
RA B 699.1 18 38.8 1.3
¥ 581.2 19 30.6
Cy(R.T.) B 206.9 18 11.5 2.6
‘ N 83.6 19 4.4
Cy(-40%F) B 4110.8 18 228.4 24.0
¥ 180.8 19 9.5

F(5%)
2.2

L 2.2
2.2

2.2

2.2

TABLE X . STATISTICAL VARIATION SUMMARY BETMBEEN DISKS
(5% SIGNIFICANCE LEVEL)

FORGING
155mm M126
‘155mm M126
155mm M46
152mm M81
152am
QlS?mﬁ;

T . 90mm M41
10Smm M137

8"M2A1

_Nu.
8530
8913
16
1151
XP3
xps

XP1

N

1091

UTS  AEL ARA
s 1 1
s 1 1
s 1 1
s 1 M
] 1 {
s o1
s.o- 1
s I M
s I i

S - Significant variation between disks

1 -

M - Marginal

Insignificant
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Significant

Significant

Insignificant

Insignificant
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TABLE XI  ANALYSIS OF VARIANCE BETWEEN TUBES
155MM M126 FORGINGS - 8890, 8913

SOURCE OF , A , )
RESPONSE  VARIATION  §.S.. D.F. - _M.S. _Fcalc. F(5%) VARIATION
s A 11,532.0 1 11,552.0 s.s 4.1 Significant
B €1,210.0 13 5,564.5 2.7 2.1 Significant
SSE 72,742.0 35 2.078.3 -
sRA © A ' 130.1 1 130.1  v.07 4.1 Insignificant
B 30,621.2 11 2,783.7 1.5 2.1 =
SSE 63,219.2 35  1.806.3 -
CV(R.1.) A 769.5 1 769.5 8.6 4.2 Significant
B 3,793.7 10 379.4 4.2 2.2
SSE . 2,876.0 32 89.9 .
TABLE XII ANALYSIS OF VARIANCE BETNEEN TUBES
1S2MM INGOT 8178-5 FORGINGS XP3, XPs
' SOURCE OF
RESPONSE  VARIATION §.S. D.F. M.S. Fcalc. F(5%) VARIATION
s A 18,204.6 1 18,204.6 142.4 4.0 significant
3 7,644.0 2§ 305.8 2.4 1.7, "
SSE 9,839.4 77 127.8 - .
sRA A 195,231.3 1 195,231.3  101.8 4.0 Significant
B 36,904.2 25 1,476.2 0.8 1.7 Insignificant
\ SSE 147,708.7 77  1.918.3 . -
Cv(-40°F) A 15,7538 1 15,753.8  63.2 4.0 Significant
) 10,588.4 25 423.5 1.7 1.7 Insignificant
SSE 19,206.2 77 24984 -

L N < Ce
< N

o . ¢ s c .%o .

o X : P . S

. A - Betwesn similar caliber forgings

B - Becween.sililar test disk locations

SSE - Experimentai error (includes AB)
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tubes, but does exist in the yield strength and Charpy impact data (R.T.)
at the 5% significance level. Conversely, the 152um forgings exhibited
real variation between tubes for all three responses. Unfortunately,

the Charpy test temperature for the latter forgings was -40°F, therefore
qualitative comparison between different forgings is not feasible, It
should be noted however, that the 152mm forgings were produced from the
same ingot as a double forging. Consequently, the two tubes represent
different positions in the original ingot with XP3 coming from the top
portion and, XP4 from the bottom portion. It has been reported in comnec-
tion with transverse reduction of area, that comparable tubes from a
similar position in ingots cast from a single heat usually have about the
same properties [5]. However, the quality of tubes coming from the bottom
thirds of ingots is generally slightly lower and occasionally much lower
than that of tubes produced from the middle or top thirds of imgots, The
results of the 152mm cross classification appear to agree with this infor-
mation. Conversely, the 155mm M126 forgings were produced from different
ingots. Although these ingots came from different heats, they were identical
in size. Subsequently, no significant variation was found in reduction of
area, between tubes. In addition, the variation observed for yield
strength and Charpy impact strength is just barely significant compared

to that of the 152mm analysis. For example, the yield strength F ratio

of 142 for 152mm XP tubes shows that there is 142 times as much variance
arising from different tubes as compared to the repeat tests within the
tubes. Similarly, an F ratio of about 6 exists for the yield strength
variance between different 155mm M126 tubes.

Since the forgings studied herein were of equivalent chemistry and
had heat treatments intended to produce identical microstructures, the
observed variations in mechaniccl properties within forgings and between
like forgings indicates that other factors contribute to the variance in
final properties of the material. Elements such as melting, solidification '
and forging procedures can vary widely even within one vendor's practice,
For instance, the.effect of solidification was implied by the real vari-
ations noted between the two 152mm XP forgings produced from different
positions of the same ingot. Likewise, the effect of melting and forging

. procedure was implied by variations between the two 155mm M126 tubes pro-~

duced from identical size ingots poured from different heats. Thus, it is
clearly obvious that in addition to determining the principal causes of
mechanical property variation in forged materials, the problem of defining
significant variations themselves, exists. Once a method is established
(such as ANOVA) it should be combined with subsequent mechanical and
metallurgical investigations thereby allowing accrual of statistical infor-
mation in conjunction with specific material conditions. An accumulation
of these data will then provide a basis for effective evaluation of mechan-
ical property variation in large forgings. Therefore, investigation of the
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basic issues, viz. melting and deoxidation practice, chemical segregationm,
fibering or alignment of second phases, forging reduction, ingot size, etc.

will be continued. Thege efforts will be combined with statistical analysis
_of the mechanical property data in an attempt to optimize the properties ‘

and reduce variation in large forgings.
CONCLUSIONS., The mechanical property data and attendant statistical
analyses permit the following conclusions:

1. Real disk to disk variations exist in yield strength and ultimate
tensile strength for all nine (9) forgings evaluated.

2, No significant variation between disks existed in 2 elongation and
X reduction of area for the forgings, although two (2) tubes were marginal
in this respect.

3. Charpy impact data exhibited real disk to disk variation in five
of the nine (9) forgings analyzed.

4, Percent reduction of area in forgings of equivalent configuration
showed significant variation when the forgings resulted from different
ingot positions. Conversely, the same response between similar forgings
exhibited insignificant variation when the forgings came from similar
ingot positions, This demonstrates the effect of solidification parameters
on variation of mechanical properties in large forgings.

5. Significant variation was found in yleld strength and room

" temperature Charpy impact strength for similar forgings produced from
< identical size ingots but different heats of steel, This variance indicates

the effect of melting variables upon mechanical properties.

6. The Analysis of Variance Technique is useful in establishing
variation validity but must be interpreted from a practical as well as

<
3 < . © o £
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APPENDIX A

GUN TUBE MATERIAL HISTORY

Chenical Analysis

~ TUBE C Mn P S Si Ni Cr Mo \

155mm M126 8890 ,32 .59 .010 7 .010 .19 2,30 1,01 | 52 L1l
155am M126 8913 ,32 ,s8 ,010 ,009 .20 2,31 ,98 ,L55 Ll
155mn M46 16 .32 .65 .010 ,010 ,23 2.11 ,97 .47 .09
152ms M81 115! ,31 .60 ,011 ,008 .20 2,08 ,99 .46 .10

152am ®3 .33 .61 .011 ,009 .20 2,09 1.00 .48 .12
152em XP4 .33 .61 .011 .009 .20 2.09 1.00 .48 .12
90mm M41 33 .58 .009 .009 .24 2.05 .95 .51 .14

8" MAL 7091 .32 .62 - .010 .009 .21 2.24 .99 .51 .12

Thermal Treatment

155am M126 - 8890, 8913

Heatad to 1750°F in 10 hrs., held 12 hrs., air cooled 8 hrs.
Reheated to 1550°F in 10 hrs,, held 12 hrs., water bore quenched 15
minutes, Charged in draw furnace holding at 500°F, Raised temperature
to 1030°F on muzzle and 1045°F cn breech in 10 hrs,, held 16 hrs., water
cooled to ZOO.FI
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155ma M46-16

Heated to 1750°F in 10 hrs., held 12 hrs,, air cooled 8 hrs,
Reheated to 1550°F in 10 hrs., held 12 hrs, Water bore quenched
20 minutes, Charged in draw furnace holding at 500°F., Raised
temperature to 1110°F on muzzle and 1110°F on breech in 10 hrs.,
held 16 hrs., water cooled to 200°F,

152mm M81 - 1151

Heated to 1750°F in 10 hrs., held 12 hrs,, air cooled 8 hrs,
Reheated 1525°F in 10 hrs., held 12 hrs., water bore quenched 10
minutes, Charged in the draw furnace holding at S00°F, Raised
temperature to 1040°F on muzzle and 1040°F on breech in 10 hrs.,

held 14 hrs,, water cooled to 200°F,

152mm - XP3, XP4

Heat treated as a double tube to 1750°F in 10 hrs., held 12
hrs.,, air cooled 8 hrs. Reheated to 1525°F in 10 hrs,, held 12
hrs., water bore quenched 15 minutes, Charged in draw furnace
holding at S00°F, Raised temperature to 1045°F on muzzle and

e <

~ 1045°F on breech in 10 hrs., held 16 hrs., water cooled to 200°F.

<

90mm M41
° Same heat treatment as 152m XP3, XP4, with the exception of

1030"!’ on mizzle, 1040°F on breech in draw furnace.

105mm M137 XP1

Same heat treatment as 152rm XP3, XP4, with the exception of
(1025'F on muzzle and 1045°F on breech, held 14 hrs, “in draw furnace.

<

| 8"M2A1 7091 P

Heated tn 1750°F in 6 hours, held S hours, air cooled 6 hodrs. Re-
heated to 150°F in 6 hours, held 8 hours. Water bore quenched 17

minutes. Charged in draw furnace holding at S00°F. Raised temper-
ature to 1070°F on muzzle and 1070°F on breech in 6 hours, held 10

hours, water cooled to 200°F,

-609-
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Tube Forging No. ’

' 152m M8l

Starting Ingot Data

8" M2A1-7091

- . Rough Forging Data

Muzzle 0.D. (in)

- Type of Ingot: 12 Side Round Fluted
Ingot Size:

. Tube Fgggigg’No. Maximum Diameter (in) | Minimum Diameter(in) | Length(in)
155mm M126-8890 27-7/8 19-9/16 87-3/8
155mm M126-8913 27-7/8 19-9/16 87-3/8
155mm M46 - 16 35 29-5/8 101
152mm M81 -1151 22-3/4 16-5/8 75
1520m XP3

, 27-7/8 19-9/16 87-3/8
152mm XP4
90mm M41 24-1/2 16 78
10Smm M137 XP1 22-3/4 16-5/8 67-3/4
34-3/4 29-1/2 104

Tube 1.D.(in)

1556m M126
155mm M46
2
. 90mmi M41
105mm M137
8" M2Al

Breech 0.D. (in)
12172
15-1/8
10-11/16
10-1/4
8-1/4
17-7/8

~610-

B

8-3/4
9-5/8
8-1/4
7-1/4
6-3/4
13-1/4

5-7/16
5-7/16
5-3/8
2-15/16
3-3/16
7-1/8




APPENDIX B

Mechanical Property Data

155MM M126 Tube 8890

R

S e s o,

T o MO I KA R .

————r

CODE  ¥S(ksi) UTS(ksi) _3E1  %RA_  Cv(R.T.)  Cv(-40)
£e-1b ft-1b
CFB  175.8 192.2 3.2 35.0  20.2 15.8
174.9 191.2 1.1 26.6 20,2 16.5
CFD  174.0 192.2 1.9 3.8 21.2 18.2
173.7 193.0 12.8 3.3  21.2 18.2
CFE  176.3 193.1 140 412 2Ls 17.0
176.3 192.8 1.9 3.2 21.2 16.5
CFF 174.9 192.1 12.8  35.0 20,5 17.5
176.7  192.7 13.6 3.7 20.5 17.5
CFH  176.9 193.4 3.2 39.8  2L.7 16.5
176.6 192.5 14.0  39.4  21.2 6.2
CFJ  175.5 192.7 4.3 42.8  24.8 17.5
174.6.  191.7 13.2 398 22.2 17.5
CFK  175.7 192.6 13.6  40.7  23.0 17.0
174.3 191.5 14.0  39.0  23.0 17.5
CFL  171.9 190.0 4.7 385  21.2 17.0
170.1 189.0 13.6  38.5  21.0 19.5
CRM  156.6 185.2 4.7  39.8  23.2 16.2
© < 167.4-  185.7 14.5 42,0 23.2 - 16.5
. CEN _ 168.4 186.6 13.6  39.4  21.2 18.0
1680 185.6 3.2 3.7 23.2 16.5
CFP 167.1 184.9 1.9 27.1 -
165.0 182.7 14.0  41.6 -
CFO  178.8 193.0 12.8  33.2 - -
177.9 192.5 12.8  28.5 - -
-611-
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155MM M126 Tube 8913
Code  YS(ksi)  UTS(ksi)  $El $RA Cv (R.T.)  Cv (-40)
— ) ; = £t-1b ft-1b
CFB-1 172.5 190.2 12.8  37.0 20,2 16.2
173.0 189.9 1.9  29.0 21.8 16.2
CFD-1  171.9 189.5 13.2  34.5 21.0 16.2
168.0 190.6 13.5  38.1 19.2 18.2
CFE-1  173.3 191.0 14.0  40.6 1.8 15.0
170.0 190.1 13.2  39.4 20.2 17.0
CFF-1  174.2 190.8 12.5  36.3 21.0 15.8
174.0 189.5 13.2  37.2 19.0 18.2
CFH-1  173.0 190.4 14.1  39.4 21.5 17.5
: 173.6 190.6 14.3  39.2 20.2 172
CFJ-1 174.0 190.4 14.3  41.8 22.5 18.0
173.1 189.8 12.8  33.4 21.2 15.8
CFX-1  174.6 190.3 14.3  38.1 22.8 18.5
CFL-1  169.2 186.8 14.7  40.3 22.5 16.8
©168,9 - 187.0 4.3 40.7 21.0 ' 18.0
" CPM-1  164.2  184.5 4.3 39.0 21.0 16.0
165.4 184.3 13.2  30.8 23.2 18.2
CFN-1  165.0 183.7 1.1 28.5 19.5 14.0
© . . 164.8 . 183.3 12:5 . 29.5 19.2 16.5
CFP-1° 165.7  183.5 14,7  42.8 - 2
: 164.8 183.4 13.6-  36.8 - -
CFO-1  169.0 188.7 12.8  34.5
172.7 190.9 4.7 42.8
-612-
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155MM M46 Tube 16
Cv(R.T.) Cv(-40)
Code  YS(Ksi)  UTS(ksi)  %E1 RA ft-1b ft-1b
Vendor  155.0 168.8 13.5 46.1 - 45.0
@Breech) 155.0 168.4 14.2 46.5 - 4.0
155.0 167.8 14.2 49,0 - 41.0
153.5 167.6 14.2 4904 - 4100
CE-1 156.3 169.7 15.7 43.3 -
156.0 168.9 15.5 43,3 -
CEA 154.2 167.5 17.0  49.8 40.7 . 39.5
155.7 167.8 15.4 44.6 42,5 38.5
CEB 156.9 169.2 15.4 44.1 43,2 . 37.0
156.6 169.0 15. 44.6 - . 38.2
CEC 156.6 170.1 15.0 ll.o 40.2 39.0
. 155.4 169.5 16.2 42.0 43.7 36.2
CED 157.2 170.7 14.3 40.3 39.0 38.7
156.3 170.0 14.0 40.1 40.7 38.7
CEO 154.2 168.0 15.0  41.2 38.0 38.0
155.7 168.0 15.4 f4.1 40,2 34,0
CEE 156.3 169.7 15.7 43.3 41.7 39.0
156.0 168.9 15.5 43.3 41.2 37.0
CEF 156.9 169.8 14.7  44.1 41.5 41.0
157.2 170.0 14.3 42.6 41.0 39.5
, : , o P
CFG - 156,0  169.9 16.4 46,0 38.7 38.0
- 154.5 168.9 15.0. . 43.5 40.7 39.0
CEH 153 167.3 16,1 48.3  44.5 37
153.3 168.7 15 39.6 40,3 39.5
CE1 152.1 165.5 14.7 42.8 - 42.7
154.2 167.7 16.4 47.8 - 43.2
CEJ 152.1 165.7 17.1 47 44 39
153.3 167.7 14.7 39.4 42.5 39
<
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155MM M46 Tube 16 (cont'd)

Cv(R.T.) Cv(-40)

Code  YS(ksi) UTS(ksi) 3E1 3RA £t-1b £t-1b .
CEX 150 164.7 16.1 44.9 46.5 39.5
151.8 165.3 14.3 39.4 44,5 39,5
CEL i52.1 166.1 15.7 45.4 44 40.2
151.8 165.6 16.1 45.8 43 42
- CEM 152.1 165.7 16.1 44.9 41,7 41.2
CEN 152.1 166.1 15 4.9 39.7 38
151.2 166.2 16.1 47.4 41.5 41
CEP 151.2 166.2 16.1 47 42 41.7
151.2 165.6 15.7 43.5 43.5 37.
CEQ 151.5 165.4 16.1 47 42.5 39
151.5 166.4 15.4 42.4 42.5 36.5
CER 154.2 168 15 = 41.6 38.2 39
151.5 165.7 14,3 41.6 40 34.5
‘CES ° 152.4 165.5 16.4 43.6 - 42.5 < 38.2
152.1  166.7 15.5 38.5 41.2 38
CET 153 167.5 15 40,3 42 - 37.7
153.6 168.6 15.7 42.4 42.5 39
CEU 151.8 166.3 14.7 42.8 43.2 40.5
‘ 151.2 166.1 15.4 44,9 40 39,2
CEV. 150.3 . 164.7 147 _ 42.4  44.5 39.2.
© 1518 165.5 15.4 412 442 . 39,5
CEN  149.4  164.4 16.1  45.8 46.7 37.5
144.3 161.8 15 44.5 48.5 41.2
CEX 146.7 161.2 17 48.6 43,2 44.5
147 160.9 15.7 43.6 43.5 43.2
CEY 147.3 160.2 16.4 49 46 48
146.1 159.3 17.1 47.4 - 46,5
CEZX
-614=
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155MM M46 Tube 16 (cont'd)

Code YS(ksi) UTS(ksi)  3El
CEZ 144 157.7 16.1
144 156.8 17.5
CE3  144.6 156.7 17.5
144.9 156.8 16.4
Vendors 12 147.2 159 15
Muzzle 3 145.5 158.6 15
‘Results -
6 144,2 157.4 14.29
9 145.2 158 15
-615-
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Cv(R.T.) Cv(-40)

SRA fe-1b - _ft-1b
48.3 ~§3.8 50

49 51 47.5

46.6 51.7 49.5

‘6.6 - -

51 - 47

51 S1

49.8 54

51 . - 52 -
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152mm M81 Tube 1151

. CODE

Vendors

Breech

CD-A

CDAX
CDB

Cb2

Cbo

" CDE
COF

CDH

Cox

YS (ksi) UTS(ksi)  %E1 $mA
170 187.4 4.2 50,6
170 187.2 14,2 50,6
170.8 187.8 14.2 50,6
170.5 187.6 14.2 50,6
171 186,7 15.7 45,8
169.8 186,2 15.7  45.8
171.6 186.2 16,1 46,2
172.2 187.2 “ 16,1 48,2

- 168.6 185.2 14 44,1
170.1 186.7 15.4 44,6
171.3 186.7 15 45.4
167.7 184 15.7 49,8
169.2 185.2 16,1 49,2
171 '186.5 ©15.7 81
171.3 187.1 15, 47,6
171 187 171 .5L7.

1689 187 14,7 . 45,8

.168.6 1185.6 - 16,4 50,2
166.5 183.4 16,4 50,6
168.6 186.1 16,4 50,6
168.6 185.7 17,1 51,7
169.8 186.5 15.7 48,2
169.5 183.2 16.1 51,7
166.5 183.7 16,8 51,
165.9 182,7 15,  47.8
165, 181.7 16.4 50

-616-
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" Cv(-40)
Ft-1b

27,

28.
26,
25,

26.5
26

25,7
26.5

26.5
25,5

27
26

28,2 .
28 -

26,7

26,7

27.7
25,2

26,2
28,2

26
25

26
26

25
26

26,5
25

27,7
31

25,2
25

26

28
25,5

c 28,5

25,5
24,5

25
26,5

22,7
28,7

21
23,5
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152mm M81 Tube 1151 (Continuedl

1 e P po—— )

: m(-m)

T AT 2 BB 5 T AR gt

CODE YS (ksi) UTS (ksi) sE1 $RA
chL 164.1 181. 4 16.1  49.8
: 165.3 183.3 14,7 46.8
COM " 162 180.5 15.7 49,4
162 180.1 15.7  47.4

- CDNX
CON 165.7 183.5 16,4 48,9
166.5 182.8 16,8  53.6
cD3 166.5 183, 8 16,1  53.6
166 182.5 16.8 519
Vendors 12 166.2 185 14.2  50.6
Muzzle 3 165.5 184.6 14,2 50.2
6 166.5 185,2 14,2 50,6
9 165.8 183.2 14,2 49.0
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Ft-1b
25,5 22,2
27. 7 -
24,5 21,5
28,7 27
26 23,5
28 27
24 22,5
26 27
29

27
27
30
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. 152MM Gun XP3

Code YS(ksi)
: 165,500
| 163,500

XP3-1 166,000
- 165,800

XP3-2 164,500

165,500

XP3-3 165,800

| 165,000
© XP3-4 164,500

| 165,000

XP3-5 164,500
1 165,500

XP3-6 165,000
| 164,500

XP3- - 164,000
| .63,500

‘ -
XP3- 163,800

162,500

i 29300

%93-9 163,500

| 163,500

XP3-10 162,500

i 162,500

XP3-11 163,500
N 163,500

XP3-12 163,500

: 163,000

xp3-13 163,800

163,500

Xp3-14 163,000

163,000

181,600
181,200

183,600

182,200

181,800
183,000

183,600
183,000

182,000

182,600

182,600
181,600

182,400
181,600

181,800
181,200

181,600
180,600

181,400

181,200

180,800

180,800

181,400

© 180,600

180,800
180,200

180,600
180,800

180,400
180,600

yo—

‘ Cv(-40)
sEL ft-1b
12.14 22.0

9.29 23.0
10.71 22,0
12.14 23.0
11.43 25.0
12.86 24.0
12.14 23.0
12.14 23.0
12.14 24.0
10.00 23.0
11.43 25.0
11.43 22.0
10.71 23.0
12.86 22.0
10.71 22.0
10.00 23.0

- 11.43 23.0
12.86 20.0
11.43 23.0
12.14 22.0
10.71 22.0
11.43 23,0
12.86 22.0
11.43 23.0
12.86 23.0
11.43 22.0
10.71 21.0
10.71 23.0
11.43 21,90
11.43  22.0
- \ \\
| .
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15244 Gun XP3 (cont'd)

Code
XP3-15

XP3-16
XP3-17
XP3-18
XP3-19

XP3-20

- XP3-21

XP3-22
XP3-23
XP3-24
XP3-25

XP3-26

YS(ksi)

161,500
161,500

163,000
162,500

162,500
163,500

162,500

163,000

162,500
160,500

161,800
161,000

162,500

163,500

162,000

164,200

164,200
163,000

164,000

164,500

165,500
167,000

165,500
166,000

165,000
166,000

UTS (ksi)

180,200

180,400 °

180,000
179,600

179,600
180,200

179,200
180,000

179,600
176,800

178,600
177,800

182,000
182,600

181,600
181,600

182,200
182,000

185,200
184,800

184,400

- 184,600

184,000
184,600

185,800
185,600

—
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10.71 22,0
10,00 21.0
12.86 23.0
12.14 22.0
10,71 21.
12.14 22.0
12.14 19.0
10.00 18.0
10,71 23.0
12.86 24.0
11.43 22.0
10,71 22,0
12.86 24.0
12.86 21.0
10,00 23.0
11.43 220
11.43 22,0
10,00 20.0
12.86 - 21.0
12.86. 22,0
12.86 25.0
12.14 22.0
11.43 23.0
11.43 22.0
9.29 19.0
12.14 21.0
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152MM Gun XP4

< Code

< XP4~26

XP4-25

XP4-24

XP4-23

XP4-22
XP4-21
XP4-20

XP4-19

 XP4-18

XP4-17

XP4-16

" XP4-15

XP4-14

XP4-13

-620-

YS(ksi) UTS (ksi) $RA % EL
165,000 185,800 31.7 9.29
166,000 185,600 4.1 12,14
168,000 186,600 44.5 12.86
167,000 186,400 46.1  12.86
165,500] 187,400 47.8 14,29
166,500 187,200 38.9  12.86
168,000 186,800 39.8  12.86
168,000 186,800 43.6  12.86
168,800 190,200 43.2  12.86
168,500 189,600 42.4  12.86
169,500 189,000 40.2  11.43
168,800 188,000 48.6  13.57
168,500 189,000 8.9  J)l.14
167,800 188,600 45.3  13.57
167,500 186,400 4.9  12.36
166,000 185, 000 38.0  11.43
166,000 184,200 48.6 14,29
166,500 186,200 4.5 13,57
164,800 182,400 441  12.86
166,000 183,000 47.0 ' 13.57
166,000 182,800 44.5 12,86
165,500 184,000 45.7  13.57
166,200 182,800  ° 46.5  12.86
166,500 183, 000 47.4 13,57
166,000 182,800  45.7  13.57
166,000 182,400 49.0 14,29
164,000 180,600 47.4  13.57
166,000 182,400 51.0 14,29
165,500 182,600 48.6 14,29
165,000 181,600 50.2  14.29

Cv(-40)

ft-1b

19.0
21.0

. 22,0
22.0

25.0
22.0

NN
[ N7
-
o Q

NN NN NN NN NN NN
~N o o O e on (7N NN

- ". . . L] * o L LI
(=N (=~ [~ ~) oo oo (=N}
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152mm Gun XP4 (cont'd)

Code
XP4-12

< XPa-11

XP4-10
XP4-9
xP4-8
XP4-7
XP4-6
XP4-5
XP4-4
XP4-3
XP4-2

XP4-1

<

yo—

YS(ksi) UTS (ksi) % RA $ El
165,800 183,000 47.4 13,57
166,000 183,400 51.0 14.29
166,000 181,800 ‘48,1 13.57
166,500 - 182,000 48.6 14.29
166,000 182,800 43.6 12.86
165,500 181,800 34,0 11.43
165,000 180,800 46.5 12.86
166,500 180,600 41.5 11.43
164,500 181,800 4.5 13.57
165,800 182,000 46.5 13.57
165,500 181,000 ' 49.0 13.57
166,000 182,400 43.6 12.14
166,000 182,200 50.2 14,29
166,200 182,600 41.1 12.14
165,000 181,000 47.4 13.57
166,200 182,400 51.7 14,29
164,800 181,000 50.2 . 14.29
165,800 181,600 50,2 14,29
166,000 180,400 44.5 13,57
167,500 180,800 48.6 ' 13.57
167,500 180,400 4.1 12.86
166,500 181,000 50.2 13,57

165,500 182,200 44.1 12,86

© 165,000 181,600 48.6 14.29
165,500 120,400 43.6 12.86
164,500 180,800 46.1 12.86
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90MM MA1

YS(ksi)
170,000

170,000
169,500

170,000
170,000

170,520
167,500

170,500
168,000

169,500
170,500

170,500
170,000

169,500
170,000

174,000
170,000

" 176,000

175,800

176,500
176,500

175,000
176,500

174,500
173,500

171,000
173,000

172,500
173,500

173,000

UTS(ksi)
187,000

187,200
186,600

187,600
187,800

187,200
186,000

187,800
186,000

187,400
188,200

188,000
188,000

187,400

< 187,800

188,800

° 188,400

191,200
191,400

192,200

191,400

191,200

190,600

189,800
188,800

187,200
189,400

188,000
188,400

188,200

-622-

. 40.7

43.6
39.4

27.5
41.9

42.8
32.4

41.9
34.9

38.0
37.1

37.6

- 37.6

35.8
30.8

40.7

44,1

40.7
37.6

37.1
34.9

38.9
42.4

5.4
34.0

38.0
38.5

31.2
38.5

41.1

Cv(-40) ft-1b

16.0 -

18.0
17.0




P —
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105am M137 Howitzer Gun XP1

Ys ksi UTS(ksi) s El $ RA Cv(-40) ft-lb

172.0 190.6 13.6 46,1 21,5
(muzzle) 171.8 190.4 13,6 47.4 22.0
‘ , 171,5 190.0 12,9 43,2 21.0
171.8 190.6 12,9 4.5 22,0
172, 190,2 13.6 48.2 23.0
172.0 189.8 12.1 41,5 22,0
172,5 189.8 12.9 45,7 23,5
170, 5 188.6 12,1 39,8 279
173.8 190. 8 13.6 46.5 22,5
173.8 191.6 12,9 42,8 21.5
173.0 190.8 12,1 41,9 20,0
173.0 191.0 12,1 42,4 20,0
169,0 191.8 12.1 42.4 20.0
175.5 191.8 12,9 43,6 20,5
170.2 193.0 12.9 44,9 19,5
174,5 192,4 12,9 42.4 © 21,0
176.8 193.4 12,9 44,9 22,0
176.5 193.2 12.1 41.5 21,5
175.0 191.6 12,1 - 40,2 21.0
175,5 191.6 12,1 40,2 . 20,0

176.0 192, 8 12.1 41,9 ° 20.0 ’
176.0 192,2 12,9 43,2 . 21,0
174,5 192,6 12,1 40,7 20.0
175.5 193.0 12.1 41.9 22,5
175.5 192,0 12,9 44,9 19,0
175.5 . 192.4 12,9 43,6 20,5
‘/( 17300 19104 12.9 ‘4.5 21.0
173.8. 192.4 1.1 40,2 20,0
175.0 192.8 13.6  44.9 22,0
175.0 192,6 12,9 44,1 23,5
173.8 192.0 12,9 4.9 22,0
175.5 193,2 12,1 40,2 21,5
176.0 192,4 12,9 44,1 21,5
176.0 192,6 12,1 41,9 22,0
175.0 192,2 12,9 43,2 21,0
175.5 193,0 12,9 43,6 22,0

-623-
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t 105mm M137 Howitzer Gun XP1 (continued)
CODE YS(ksi) = UTS(ksi) sE1 $ RA
19 177.0 193.2 12.1 41,5
: 176.2 193.6 12.1 40.2
175.5 - 192.8 12.1 41,1
177.8 194,0 12,1 40,2
21 177.5 193.6 12.1 39.4
177.0 194.4 12.9 42,4
176.2 194.0 12.1 41.1
178.0 194.0 12.1 40,2
23 178.2 194,0 12.1 41,5
177.8 193.4 12.9 42.8
177.0 194,0 11.4 36.7
178.0 193.0 12.1 41,5
25 177.8 194.6 12.9 44,5
177.5 194.4 12,9 44,1
176.5 194.4 12,9 42,8
176.5 194.6 12,9 43,2
27 174.0 192.2 12,9 45,3
©173.5 - 192.2 12.9 44,5
173.5 191.6 13.6 46.1
174.0 192.8 12.1 41.9

=624~

°

Cv (-40) ft-1b

22,0
19.5
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; 8" M2A1 Howitzer Tube 7091
CODE YS(ksi) UTS (ksi) sE1 $RA
CGA 136.2 152.6 18,3 52,7
135.0 151.0 17.0  40.3
| CGB 138.0 154,2 17.0  44.1
N 136.8 151.8 17.0 51,0
1 cGD 138,9 154.5 15.7  42.8
138.6 154,1 17.5  52.9
CGE 139.8 156.1 18.3  50.2
138, 8 155.5 15.4 35,0
CGF 140.6 156, 4 17.0  41.0
139.8 155.1 16.1  47.0
, CGH 142,0 157.4 17.5  50.3
‘ 140,1 155.8 17.5 44,9
cGJ 143.1 157.2 15.4  45.4
142.5 156.5 14.7 39.4
cGK 142.9 157.3 16.4  48.5
141.3 156.0 17.9  S4.4
C6L 140.1 154.6 17.9  53.8
139.8 156, 8 17.9  54.8
coN 143.4 155.0 19.7  55.3
141.6 154.2 16.4 44,1
' CGM 140, 4 155.1 17.0 49,0
138.3 153.3 14,3 2.0
- CGP 141.0 152,5 17.0 " 48.3
. ‘ 145.2 152,2 ©17.9 51,7
. 1 ° CGR 138.6 149.5 18,3  54.4
131.4 149.8 15.4 41,2
1 cGs 135.6 148,2 17.0 45,4
k 134,7 148.0 17.0  s1.0
y / '
. i /
i /
g - T~
f /
‘ T~
! \\\\\~\\\\\\\ -625-
X T ' v
. — /////

e o e s
T el e
T ST

Cv(R.T.) Cv(~40)
 ft=1b £t-1b
0.0 27,2
47.2 24,5
47.5 21,5
44,2 . 18.2
44,8 24,0
47,0 22,0
49.5 25,0
48.5 17.0
42,2 19.0
44,0 22,0
51.0 18,5
47.8 17.0
47,0 37,2
44,0 35.0
4.5 30.8
45.0 30,0
45.2 40,5
46,8 44,5
52,0 44.0
51.0 48.0
43,2 ' 37.0
49,0 37.5
45,2 - 36,5
50,0 39,0
47.0 45.0
46.5 46.5
46.0 48.2
47,0 47,5
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8" MAl Howitzer Tube 7091 (continued)
CODE YS(ksi) UTS (ksi) AEL SRA_ CV(R.T.)  Cv(-40)
| £e-1b £t-1b
cer 135.0 1430 18.6  s4.0 49.0 46,5
135.3 144.6 19.4  56.3 52.0 45.0
cou 138.0 149.5 18.6  $3.0 43.2 39.5
135.3 148.7 17.9  49.8 49.0 44.2
cov 135.9 147.8 19.7  54.8 48.0 46.0
133.5 147.2 18.3  52.7 51.2 35.2
con 132.9 147.4 18,3  52.5 45.0 41.5
132.9 146.2 17.9 49.8 46.8 49.0
Cc6X 135.0 152.7 19.8 63,7
132.9 147.5 19.3  55.2

~526-
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APPENDIX C

3
°

COMPUTER PROGRAM FOR ANALYSIS CF VARIANCE

(ONE WAY CLASSIFICATION)

BPS FORTRAN D COMPILER

$.0029
$.0030
S.0031
5.0032
5.0033

10
15

20

25
100

200

30

32
300

35

GUN TUBE ANALYSIS OF VARIANCE

DIMENSION TITLE(20),X(50,50),XBAR (50)
READ (5,10) NSET

DD 1000 L=1,NSET

READ (5,5) TITLE

FORMAT (20A4)

READ (5,10) N,K

FORMAT (212)

WRITE (6,15) TITLE

FORMAT (1H1,1X,20A4,/)

DD 100 1=1,N

READ (5,20) (X(I,J),J=1,K)
FORMAT (7F10.0) '

WRITE (6,25) (X(I,J),J=1,K)
FORMAT (10F10.2)

CONTINUE

SUM XM = 0

* DD 300 J=1,K : o

SUM X = 0
DD 200 I=1,N

SUM X = SUM X + X(I,J)

CONTINUE

XBAR(J) = SUM X/N

SUM XM = SUM XM + XBAR(J)

WRITE (6,30) XBAR(J),N 3 .

- FORMAT (F8.3, 15)

WRITE (6,32) SUM XM . .
FORMAT (F10.3) ‘
CONTINUE

GM EQUALS GRAND MEAN (XBAR)
GM = SUM XM/K

WRITE (6,35) GM,K

FORMAT (' GM=',F8.2,' K=',15)

SUM XB = 0
DD 400 J=1,K

-627-
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'5.0044

5.0034
S.0035
5.0036

§.0037

S.0038
S.0039
5.0040
5.0041
§.0042
5.0043

5.0045
5.0046
S.0047
5.0048

S.0049
S.0050
S.0051
$.0052
$.0053

© §.0054

S.0055°

5.0056
5.0057
5.0058
$.0059
§.0060

S.0061
5.0062

400

- 500

600

s NNl 3

0o

0 ~3
wn [= =1
[N

OO0 wm

m—

XDEV = XBAR(J) - GM
SUM XB = SUM XB + XDEV**2
CONTINUE

XSB EQUALS SUM OF SQUARES BETWEEN DISKS

XSB = N*SUM XB

WRITE (6,40) XSB
FORMAT (' XSB=',F10.3)
SUM XT = 0

DD 600 J=1,K

DD 500 I=1,N

XT DEV = X(I,J) - GM

SUM XT EQUALS SUM OF SQUARES TOTAL

SUM XT = SUM XT + XTDEV**2

.CONTINUE

CONTINUE
WRITE (6,45) SUM XT
FORMAT (' SUM XT=',F10.3)

'XSW EQUALS SUM OF SQUARES WITHIN DISKS

XSW = SUM XT - XSB

WRITE (6,50) XSW

FORMAT (' XSW=',F10.3)
SUM XW = 0

DD 800 J=1,K

DD 700 I=1,N - .
XW DEV = X(I,J) - XBAR(J

v

© et S A S R P e Ay Sl

SUM XN IS A CHECK ON XSW FOR SUM OF SQUARES WITHIN DISKS

SUM XW = SUM XN + XWDEV**2
CONTINUE o
CONTINUE

. WRITE (6,55) SUM XW

FORMAT (' SUM XW=',F10.3) C

YSB EQUALS MEAN SQUARE BETWEEN DISKS
YSW EQUALS MEAN SQUAkE WITHIN DISKS
YST EQUALS TOTAL MEAN SQUARE

YSB = XSB/(K-1)
YSW = XSW/ (X*(N-1))

~628-
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5.0063
5.0064
§.0065

S.0066
S.0067
§.0068
§.0069

S.0070
5.0071

- §.0072
. 8.0073

5.0074

5.0075
5.0076
$.0077
$.0078
5.0079

YST = SUM XT/((N*K)-1)

WRITE (6,60) YSB,YSW,YST

FORMAT (' YSB«',6F10.3,' YSW=',F10.3,' YST=',F10.3)

DFI EQUALS DEGREES OF FREEDOM BETWEEN DISKS

DF2 EQUALS DEGREES OF FREEDOM WITHIN DISKS

DF1 = K-1

DF2 = X*(N-1)

WRITE (6,65) DF1,DF2
FORMAT (' DF1s',F5.0,' DF2=',F5.0)

S1 EQUALS STANDARD DEVIATION NITHIN DISKS

52 EQUALS STANDARD DEVIATION BETWEEN DISKS

S1 = SQRT(YSW)

V2 = (YSB - YSW) / N

§2 = SQRT ( V2 )

WRITE (6,70) S1,S2
FORMAT (' S1=',F5.2,' S2=',F5.2)

F RATIO FOR SIGNIFICANT DIFFERENCE

R- = YSB/YSW

WRITE (6,75) R

FORMAT ('R=',F8.3)

CONTINUE
END

-
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SEQUENTIAL AND PRIOR ANALYSIS FOR Zk FACTORIALS

J;S. Hunter
Princeton University
Princeton, New Jersey

INTRODUCTION. The analysis of the observations obtained from a 2k fac~
torial design program usually awaits the completion of the entire design,
in one or more replicates, However, the individual trials comprising the
design are often run in sequence (hopefully random) and experimenters are
moved to infer from observations already in hand without waiting for the
completion of a replicate of the full design. Such inferences are often
performed before the first replicate of the design is completed, the prior
knowledge of the experimenter replacing informally, the yet-to-be-run
observations, This paper reviews, with examples, a method whereby every
factorial effect may be re-estimated at the conclusion of each completed
run, both without and with the use of prior estimates for the observations.

REVIEW,

Factorial deaigns are frequently used to explore a response n
as a function of k variables under the control of an experimenter,

A 2K

factorial design consists of the N = Zk experiments formed by taking all
possible combinations of two levels (or versions) of k controlled variables
Xis XgeeorXpe For k=3, the N=23 = 8 runs are displayed as the design matrix

given in Table 1: .

c
N o ) o ¢ c

TABLE 1
‘Design Matrix Obs, Yates Algorithm _Cosfficlents
X *2 % v
- - - 59 116 248 560 b = 70.0
= = 57 . 132 312 -8 b= -l.0 ‘
- 4+ - 7 b4 =12 40 - “i:tzf- 5.0
+ + - 61 168 4 =16 by, = =2.0
- - 4+ 69 -2 16 64 by= 8.0
+ -+ 75 -10 2% 16 by = 2.0
-+ 4+ 85 6 -8 8 byy = 1.0
+ ‘\4~‘\f 83 -2 -8 0 b123 = zero
Preceding page blank
/ -631-
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The + and ~ signs are used to define the high and low versions of each
of the controlled variables, Also recorded in Table 1 is an example set

of observations recorded fcr each run, When a 2k factorial design 1s per-~
formed it 1is usual to fit the "factorial" model to the observations, The
factorial model contains, in addition to the constant term Bo’ k first

order terms Bi' (i=1,2,...,k): k(k-1)/2 two-factor interaction terms
Sij(iij); k(k-1) (k-2) /6 three factor interaction terms Bijm (1#4#m); ete,
ending with a single k factor interaction term Bijm---k‘ There are N-Zk

experimental environments established by the 2k design, and there are N
constants or parameters in the factorial model, For example, when k=3 we
have

nw= Bo + lel + 8212 + 83x3 + Bllex2 + 81311x3 + Bz3x2x3 + 3123x1x2x3.

Of course, the experimenter does not see the true response n but rather an
observation y where y = nte, We assume the "errors” e to be NID(0,02),
that is, normally and independently distributed with a zero mean and fixed

13

variance 02. Given these assumption and design we find the least. squares
estimates of all the coefficients B in the model to be mutually orthogonal

with minimum variance, i.e, V(b )=0c /mN where m = number of times the Zk

design has been performed. When one or more of the controlled variables

are qualitative the + and - signs in the design matrix are taken to indicate
the presence (+) and absence (=), or the two versions, of the qualitative
variable. When the variables are qualitative the main "effects”, and
various interaction "effects" are equal to twice the corresponding esti-
mated coefficients, i.e. ;

Estimated factorial effects = 2 (Estimated Factorial coefficients)

The variance of any effect is simply 402/mN,

The least squares estimates of the coefficients in the factorial model
may be quickly obtained using Yates' algorithm, The algorithm, and the
derived estimated coefficients, are displayed in Table 1, (Almost all
standard texts on the design of experiments describe Yates' algoritim).
Given the data in Table 1, the fitted factorial model 1s

y = 70, 0—1 ﬂx +5 Ox +8 0x -2 Ox +2, Ox +1 Ox +(zeto)x

1%2 13 1%2%3°
Given we define a "valid" estimate of 02 as one determined from repeated .
experimental trials only, no estimate of 02 is possible with the present
data and factorial model, To obtaia an estimate cz'onc or more experi-

mental trials must be repeated.
Suppose now, adding replicate runs sequentially, the experimenter re-
peats run (-,-,-), The recvrded data are displayed in Table 2, With this

additional information, an estimate of 02 is now possible, However, each
of the coefficients in the factorial model must also be re-estimated to
reflect the information provided by the additional observation, Re-estima-
tion of the b's i3 easily accomplished using the "predicter-corrector”
equation,
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Where N = number of observations in a single completed replicate. Here
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N=2®-s,
m = number of replicates on N runs completed.
Here m = 1,y, = newest observation for run i,

¥, = predicted response for run i made at the conclu-
¥y = . .

sion of the last completed replicate of N runs

Note, that at the conclusion of the first replicate yi equals the p:evious
observation at run i1, and that yi equals the previous average of the obser=
vations made at run 1, should there be more than a single completed replicate.

t

TABLE 2 ,
X, X, X4 Obs 01d b's Correction New b'e
- - 59,60 70 +0.0625 70,0625
+ - - 57 -1,0 ~0.0625 -1,0625
- + - 71 5.0 -0,0625 ‘4.937b
+ o+ - 61 -2,0 -0.0625 . 7.9375
- -+ 69 8.0 +0,0625 -1.9375
+ - + 75 2,0 +0,0625 2,0625
- + + 85 1,0 +0.0625 1,0625
+ + + 83 zero -0,0625 -0.0625

Thus, Sor our example

d = -?- (60-59) = 0.0625.

Each of the estimated coefficients must now be corrected by either addlng
or subtzacting d, The correction d is always added to the constant term
bo‘ The correction is added or subtracted to the remaining coefficients

in the fitted model as determined by the signs of the associated factorial
run, Since the run here is (x -1, Xy - -], x3 - —1), the correction 13 sub~

1 b, and b3, adéed to blz’ 13 h 23 (e.g. x 1 é = (-1)(-1)-1) .
and subtracted from b123 (e.g. x 1%2%3 = ' ~1). The new b cofficients are .

given in Table 2.
Ae each additional run is performed, the associated correction d

can be determined and the estimates up-dated., Thus, at the end of the
four additional runs (-,-,~); [-,+,~); (+,+,=) and (-,+,+) we have the
results given in Table 3.

-633~
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TABLE 3
L . Original (- = =)(-= + =)+ +-)(- + +) Newest
1 X3 Xy Obs b's .0625 1875 -,3125 0.2500 b's
- = = 59, 60 b, = 70,0 + + + + 70.1875
+ = = 57 b1 =-1,0 - - - 4 - = -1.8125
- + - N, 74 bz = 5,0 - 4+ + + 5.0625
+ + - 61, 66 by = -2,0 - - - + ~1,6875
- - 4+ g9 blz- 8.0 + - + - 7.3125
+ - + 75 b13- 2,0 + + - - 2,3125
- + + 85,89 b23- 1.0 + - - + 1.4375
+ + + 83 b123- zero - + - - 0.1875

The experimenter determines which experimeuts to repeat, Any sequence
within a replicate 1s permissable up to and including the last run performed
to complete a full replicate of the original design, Estimates from partially
replicated factorial and fractional factorial designs are thus readily ob-
tained using the predictor-corrector equation, The derivation of the equa-
tion may be found in (1) along with examples illustrating its application

to the Zk-p fractional factorial designs, and to facrorial designs run in
blocks. Another exposition, with an example illustrating the application
of the predictor-corrector equation in Evolutionary Operation, appears in (2).

PRIOR ANALYSIS. An important consideration in planning a 2k factorial
design, or any experimental design, should be an a-priori analysis. To per-
form a prior analysis, the experimenter. should predict, prior to taking any
data, the outcome of each experiment in the proposed desing. These "obser--
vations" ¥ (the ~' is employed to distinguish such data from real observa-
tions y) should then be analyzed as though they were actual data. Many
valuable consequences derive from such an analysis:

1) one or more of the estimated main effects, or equivalently the

first order coefficients b, , may be found to be small, 1In such

circumstances a larger charige in the associated controlled variable

X, would be in order., 1In a good design, the "step” to take for each

x, should prbduce, a piiori,~equalbchahgé§ (igndring sign) in the res-

ponse, Said another way, the magnitude of the first derivative of the
response n with respect to each of the controlled variables x, should
be equal, The design is then appropriately scaled., (such scaling of
the Xy is usually not possible when the x, are qualitative),

11) the metric for either, or both, the response and controlled variables
may be found to be inappropriate. On seeing a data analysis it is com-
mon for the experimenter to wish that the response had been measured
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another way (in terms of original units or logs rather than as a
ratio); or that one or more of the controlled variables had been
investigated over a different metric (instead of settings of 20,60,
100, to have used the logarithmic spacing of 20,44.7,100 instead).
On other occasions the experimenter may find that a change in the
response metric may lead to the elimination of interaction effects
in the factorial model.
i11) the statistical description of the experimenter's prior knowledge
might lead to a complete re-expression of the original problem. For
example, the experimenter may discover he does unot want a factorial
model, but rather a response surface model to describe his regponse
function, Such a decision can materially alter the experimental design.
iv) the computations can, in themselves, be important, The time to
discover the inappropriateness of some computer program, or the inade~
quacies or unavailability of some desired statistical test, is before
the real data become availabie,

It 18 not difficult to imagine many other signals arising from a prior
analysis., Faced clearly with the statistical aspects of his prior informa-
tion, the experimenter is forced to review the entire gamut of design consi-
derations; replication, blocking, co-variables, size of experimental region,
etc, It seemus safe to say that only rarely would an experimental design
remain unchanged after a prior analysis. George E, P, Box once commented
that the only time one could properly design an experimental program was

after the experiments were completed, A careful prior analysis comes as

close to this desire as is possible.

COMBINING PRIOR AND REAL OBSERVATIONS., We are now moved to consider
what happens as the actual observations _y are compared with the prior ob-
servations y. Whenever a difference y-¥ is small, .the experimenter confirms
his prior knowledge., Whenever y—y is large the experimenter gquestions his
prior knowledge (or on some occasions, the observation). In either instance
the experimenter's learning experience is heightened and made far more
explicit than is possible without the use of the.prior observations y.

.As an example of combining both prior and real data, let the prior dis-
tribution of belief for the response n at _any point p in the experimental
region be Normally distributed with mean Y and variance a;. (The variance

: uz may be roughly determined by sketching the Normal prior for the response

P
and then determining cp from the sketched distribution.) Let the disttibu-

tion of belief of the response n, determined from a recorded observation y
at any point in the experimental region, also be Normally distributed with
mean y and variance 02, (The variance o? should be estimatad from repeated
observations.) The best estimate of n at any point in the design is then

simply
1 -~ 1 1
2 “p 2 2
a o] o
P P
The quantity ¥ may then be used to estimate the coefficients in the fac-~
torial model, Alternatively, the predicter-corrector equation can be em-

ployed, modified for the present situation in which the observations have
different weight. Let w = c;/oz, then it can be shown that

QN{H
L=
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d=2%1-L1 6%

where - 2

= az/o
- actual response

= prior response -
= variance of the prior distributian of belief for n

a _a
NT NG ¢

= experimental error variance

For example, suppose the data given in Table 1 conaisted of the prior judg-
ments of the experimenter., Suppose now that the single, nev, real observa-
tion y = 60 was obtained from run (-,-,~). Further, let a 2/c7 = 4, Then

all the prior coefficients in the factorial model would be changed as 11lus~
trated in Table 4, v ,

TABLE 4

4, 1
d= B H m] (60-59) = 0.1

Prior aobs’ New Prior (- ~ =) New
y Obs y Coefficients d=0,1 Coefficientcs
59 60 o =70 + 70.1
57 . by =-1.0 - -1.1
1 . b, = 5.0 - 4.9
61 by = -2.0 - -2.1
69 . - by, = 8.0 o+ 8.1
75 by = 2.0 + 2,1
85 b,y = 1.0 + 1.1
83 « . big3= O - 0.1

3
<

. As more observations become available, the prior coefficients would
be successively modified by the actual data. At the énd of 211 N runs the -
new coefficients are the weighted average of the prior coefficients, and
those coefficientr separately determined from the real data, the weights

_ being determined by the inverse of the variances of the prior, and the

"real” observations,
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1. INTRODUCTION
1.1, Nature of Forecasting and Control Problems

UNTLL fairly recently the word “‘control” has been principally associated in the statis- -
tician's mind with quality control, and especially with the quality control chart
techniques developed originally by Shewhart in the United States and by Dudding
and Jennett in Great Britain,

During the war the development of sequentia.l inspection methods by Wald and
Barnard gave new impetus to techniques in which sequential aspects were emphasised
and led eventually to the introduction of cumulative sum charts by Page (1954 1957)
and by Barnard (1959).

The need for control implies the existence of an inherent disturbance in the process
of one kind or another such as might be described by a time series. Thus, in recent
years we find contributions to control problems from workers in stochastic processes
such as Whittle (1963) and Bather (1963). Because one approach to control would be
to forecast the deviation from target which would occur if no action were taken and
then to act so as to cancel out that deviation, foreca.rting and control problems are
closely finked together. However, we can forecast a time series in an optimal manner
only if we have an adequate stochastic model for that series.

In the past a great deal of attention has been given to stationary time series models
which havé the property of remaining in equilibrium about a constart mean. How- .
ever, forecasting has been of particular importance in business and economics where
many series (for example, the monthly sales of an industrial product) are non-stationary
and have no natural mean. It is not surprising, therefore, that the sconomic fore-
casting methods which have been proposed by such workers as Holt (1957, 1960),
Winters (1960) and Brown (1962) and the control chart techniques proposed by
Roberts (1959), all using the exponentially weighted moving averages, are appropriate
for a particular type of non-stationary process. The fact thac such methods have been
successful supplies a clue to the kind of non-stationary model which might be useful

in these problems.
t Originally presented at the Furopean Meeting of Statisticians, held at Imperial College, London,
in September 1966.

"This article appeared in Applied Statistics, vol., 17, pp. 91-119,
We would like to thank th editors of this journal for permission

to republish it in these proggidings."
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To a control engineer the word *‘control” has had a different connotation. He
usually thinks in terms of feedback and feed forward control loops, the dynamics and
stability of the system, and often of particular types of hardware to carry out the
control action. In this paper we outline a statistical approach to optimal forecasting
and to the optimal design of feedback and feedforward control schemes that ‘we have
developed in previous papers (Box and Jenkins, 1962, 1963, 1965; Box et al. 1967)
and which will be described in a forthcoming book (Box and Jenkins, 1968).

The control techniques we discuss are different from those of standard quality
coatrol precedures, but this is because they have a different purpose. We certainly
do not belicve that the traditional quality control chart is unimportant or outmoded.
Appropriate display of data on such a chart (rather than the burying of it in a process
record book) ensures that changes that occur are regularly brought to the attention of
those in charge of the process. They are thus nudged into seeking “assignable causes™
for the changes and a continuous incentive for process improvement is achieved. This
device is of enormous importance because it can stimulate new thinking about the
process. However, in many situations a control scheme is required which adjusts
some variable, whose precise effect on the quality characteristic is known, s0 as to
minimize the variation of this quality characteristic about a target value, It is with
such control problems that we are concerned here.

1.2. An Outline of the Approach

We suppose throughout that observations are available at discrete equispaced
intervals of time. For example, in a sales forecasting problem, figures might be avail-
able every month and we might wish to forecast sales for 1,2,3,...,12 months ahead.
Again, in a chemical process, observations and the opportunity to make control
changes might occur every 5 minutes, every hour, or every shift depending on the rate
at which the state of the system could change. In the case of s chemical process dis-
crete observations might arise from a discrete or batch process, or a continuous
record of the process characteristic might be “sample<" at equally spaced intervals.
In practice, if the sampling interval is suitably chosen almost nothing will be lost by
employing the discrete rather than the continuous record and there may be consider-
able gain in the simplicity of the analysis.

The optimal forecasts of future values of & time series are determined by the sto-
chastic model that describes that series. Therefore the main object in statistical
analysis directed to forecasting must be in obtaining a suitable stochastic model for
the series in question. Therefore, we firzt develop a class of stockastic models which

" are capable of representing not only stationary behaviour but also non-statiopary

behaviour of the kind that we have encountered in practice. We show how models
which satisfactorily describe a particular series may be derived and how they can be
used to forecast seasonal as well as non-seasonal series. The same kind of stochastic
model used in the forecasting problem may also be used to represent the disturbances
which infect a system and which make control action necessary.

Now any control action which is taken will not be felt immediately but usually its
effect will build up gradually because of the inertia of the system. Therefore we next
describe dynamic models capable of representing the dynamic relationship between a
controlling variable. X and a controlled variable Y and we show how these dynamic
models may be fitted to data obtained from the system.

An important principle in the choice of our models is that they should, whilst
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adequately representing the data, contain as few parameters as possible. Following
Tukey we call this the principle of parsimony.

In Part II of this paper ve shall describe how the stochastic and dynamxc models
may be brought together to design optimal feed-forward and feedback control schemes
and also how the parameters in the stochastic and dynamic models may be simuitan-
2ously estimated from measurements made on the operating system.

2. TiME SERIES MODELS

A criterion of great importance in discussing time series is stationarity. A series
is strictly stationary if its properties are completely unaffected by a shiit in the time
origin. In particular, a stationary series varies about some fixed mezn p. It cxhibits
no change in mean and no drift.

2.1. Autoregressive and Moving Average Models for Stationary Time Serics

Suppose we denote the values of a stationary series at equally spaced times
tt=11-2,... by wow,_y,W,s,... Let a,a,_,,8,_,,... be a “white noise” series
consisting of uncorrelated random Normal deviates all having mean zero and vari-
ance ¢2. It is helpful to think of these a's as a series of random *shocks™.

The time series model we employ, originaliy developed by Yule, is essentially a
device for transforming the original series w,, the observations of which are often
highly correlated, into a series of uncorrelated component shocks a, whick can be
thought of as generating the series. There are basically two different ways in which
this is done.

° The deviation W, = w,—t from the mean u can be made linearly dependent on
previous deviations W,_, = w,_; — i, W, = W, —u, etc., and on a,. We then have
what is called an qutoregressive model. Thus

@

W= bk, 10}

Wy =@ W1+ W2 +a, ‘ @

are autoregressive models of orders 1 and 2, respectively.
Alternatively, we can make W, linearly dependent on a, and on one or more
previous a’s. We then have what is callcd a ﬁm‘te moving average model. Thus

P T L W =d— 01":- ‘ozav-z’ - < @

[ <

T e e X

are moving average models of orders 1 and 2, respectively. One mxght ask: can an
autoregressive model be used to represent moving average behaviour? The answer is
that this can be du.e but an infinite number of autoregressive terms are needed to
represent a finite moving average model and vice versa.

To ensure parsimony we may need terms of both kinds and we are thus led to the
general mixed autoregressive-moving average model of order (p, q), which may be written

""1""1“”4'1”-""#;“':-, =d,—91d,-,—...—0|ﬂ,-', (5)

where p and g would by 0, 1 or 2 in most applications. To manipulate models of this
kind it is convenient to define a backward shift operator B such that

Bw, = Wyo ge ‘ (6)
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Using the operator B, (5)§can be written »
7 : é)(B)“."t = 91(8)‘70 ’ ’ Cl 0]

$(B) = 1-6,8—$,8"...— $,B",
6(B) =1-6,B-6,B*...—-0,5",
are polyrnomials in B of degree p and ¢ respectively and ¢,(B) is calied the auto-

regressive operator and 0,(B) the moving average operator.
For example, the models of equations (1), (2), (3), and (4) could be written

where

AR 1: (1-4,B)w, =a,

AR.2: (1-¢,B—~¢,BY)W%, =a,

MA.1: L W, =(1-0,B)a,
M.A.2: j W, = (1=0,B—0,8%a..

Now consiaer the first order autoregressive model (1). The values of the series may
be built up recursively as follows:
r

Wy = ¢1‘§o¥“x,
V3 = ¢1“'1+§°z = ¢+ $1a,+a;,
Wa - ¢1Wz+as = $o+¢la, + 4,19, +a;,
¢.w,-,+a, - ¢\ W+ ¢4 a4+ ¢\ 2ay 4+ a,. @)

“We can ensure stauonanty for this series by requiring that ¢, lies between the values

~1and +1. If ¢, lay outside these limits (if for examplc, ¢, were equal to 2) then
we can readily see from equation (8) that the deviation w, would be dominated by
remote cvents led by W, and a, which would become more and more |mportant as t
became larger. On the other hand, if ¢, lay between —1 and +1, as we require, the
behaviour of w, would be dominated by the most recent shock a,, as is sensible.

A similar argument applied to the first order moving average model (3) leads to
the conclusion that 8, must liec between —1 and 41 if a, is not to be dominated by
remote events. If this condmon is satisfied the moving average model is said to be

- invertible. - . .

Now one way of expressing the condition that ¢, in the autoregrcssne operator

'1—¢,B lies between ~ | and +1 is to say that the roots of the equation 1 —¢,B = 0

(where B is regarded as a variable) lie ourside the interval —1 to +1.

The corresponding condition for stationarity und invertibility of the general mixed

autoregressive moving average model (5) is that the roots (which may be complex) of
¢(B) = 0 and 6(B) = 0 must lie outside the unit circle and we shall suppose in all that
follcws that this condition is imposed.

With these conditions satisfied the model (5) turns out to be a valuable device for, e

representing stationary time series. If the model is expressed in terms of the w,’s
themselves, instead of deviations from the mean, the general form of the model may
be written

$,(B)w, = 0,+0(B)a,, /@

where :
B0 = (1= ¢y — $3=.— 1. e
/

ez
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2.2. A General Model which can represent Stationary and Homogeneous
: . Non-stationary Time Series

T'xme series representing economic phenomena and disturbances in proccsm to be
controlled are often best represented by non-stationary models, There is an unlimited
number of ways in which a time series may be non-stationary. We now adapt our
models to take account of the kinds of non-stationarity which we have frequently met
in practice. Figure 1(a) shows one type of non-stationary series of common occurrence.
This series is homogeneous except in its level. By this is meant that apart from a
vertical translation, one part of the series looks much like another. A series z, which

is stationary in its first difference
Vz, = z,~2,, = (1 -B)z,

exhibits precisely this kind of behaviour. Again Figure 1(b) shows a second kind of
non-staﬁonarity which is frequently met. This series has neither a fixed level nor a
fixed slope but is homogeneous if one allows for differences in these characteristics.

We can reproduce such behaviour in a series z, by a representahon in which the second

difference
Viz, = zt"zz:-l+zl-z =(1 -H)zzt

follows a stationary model.
Finally then, if z, is the variable whose behaviour we wish to represent, it is as-

sumed that its dth difference Vz, = w, can be represented by the stationary and
invertible model of equation (9). Since V¢ = (1 - B)*, the model for z, becomes

$,(BX1~BY'z, = 0y+0,B)a, (10)
* which will be non-stationary unless d = 0. The model is said to be of order (p,t.,q)
where p, d, and g are usnally 0, 1, or 2.

(a) Mvv,./‘

: < 3 : . <
< N < 3 . [ N . <
3 - N . :

®

F1a. 1(a). A series showing non-stationarity in level such as can be represented by the

model $(B)Vz, = XB)ay.

Fi0. 1(b). A series showing non-stationarity in level and in slope such as can be represented
by the model $(B)V%z, = 8(B)a,,

~-641-
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The operator ®,, (B) = ¢,(BX1—B) is called the general autoregressive oper-
ator. - Since d of the roots of ®,,(B) =0 are unity, this non-stationary operator
will, of course, not satisfy the stationarity condition that all roots lie outside the unit
circle. In many practical cases where differencing is needed to obtain stationarity
(that is where d > 1), V¥z, = w, can be assumed to have a zero mean so that 8, in
(10) can be set equal to zero.

Suppose we wish to determine a suitable model for a series for which observations
24,23,23,... are available (where if possible there should be at least 50 and preferably
more than 100 observations). In practice such model determination has to be done
iteratively using a process of identification, estimation, diagnostic checking, refitting and
rechecking until a satisfactory representation is found.

2.3. Identification

Equation (10) supplies too rich a class of models to permit immediate estimation.
Therefore, using experience and the data we first identify a sub-class of models worthy
to be entertained.

The primary data-analysis tool at this stage is the sample autocorrelation function
of the original series and its differences. Suppose that n differences wy, w,,...,w, are
available. The sample autocorrelation coefficient at lag k for w, = Vz, is

n{w) = e,(w)fco(w),
where
"k

1 2
¢ = - Z (W~ Wy 4y~®) and % = - Z W,
R,;=y n.<

©

We shall use p,(w) for the corresponding theoretical autocorrelation. \

A suitable value for 4 may be inferred by finding the degree of différencing neces-
sary to induce the sample autocorrelation function to damp out fairly quickly. For
example, Table 1 shows the sample autocorrelation function of z, Vz, and V2z for a
series of IBM Common Stock Daily Closing Prices given by Brown (1962). While the
sample autocorrelations for the original scries are very slow to die out, indicating non-
stationarity, its first and higher differences behave like those of a stationary series
suggesting that we set d = 1.

Values to be entertained for p and ¢ may usually be deduced by inspecting the
sample autocorrelations using knowledge of the behaviour of the theoretical auto-

correlation function p, for various types of models. The characteristics of py(w) for™ .

c

o ‘ " Tamel , : ‘.
Sample autocorrelations for various differences of the IBM Common Stock
Daily Closing Prices
Source: New York Stock Exchange, May 1961-November 1962 (369 observations)

1 2 3 4 3 6 7 8 9 10

;, La 1-10 99 99 98 97 H6 96 95 94 93 92
11-20 91 91 90 g9 88 87 86 85 84 83

v, lass 1-10 09 00 -05 -04 -2 42 07 04 -07 02
z 112 0 05 -05 07 -07 42 12 05 05 07
¢, lag 110 -45 -02 -04 90 -07 11 -0 04 --10 02
z 11-20 04 04 -2 13 -17 13 05 -4 =01 09
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"models of order (1,4,0), (2,4,0), (0,d.1), (0,d,2) and (1,d, 1) are shown in Table 2. The

boundaries of the admissible parameter space are indicated by the inequalities. We
see from Table | that the autocorrelations of Vz are all small and appear consistent
with a model of order (0,1,0) or perhaps (0,1,1).

Of considerable help in judging the reality of sample autocorrelations is the follow-
ing approximate formula due to Bartlett for the standard error (S.E.) of r,, namely

SE. [rn] ~ J{;l; (l+2pf+2p§+...)}. (11)

Since we do not know the theoretical autocorrelations p,, they have to be replaced by
their sample estimates r,.

Thus, under the assumption that the first difference of the IBM series is a moving
average of order 1 (that is, the series is of order (0,1,1))

S.E. [n] = {/[xs {1+2(0-:09)*}] = 0-05.
Referring to Table 1, we see that only 3, that is 6 per cent of the sample auto-
correlations of Vz from the second onwards are greater than two standard deviations,
confirming that a model of order (0,1,1) is worthy to be entertained.

TABLE 2

Behaviour of theoretical autocorrelation function of dth difference of series
Jor various simple (p.d,q) models

Order ‘ e (4o  0,d,1)
Behaviour of p, pr = ¢k decays exponentially only p; non-zero
Preliminary estimates from T =y ' p = l—;—%’—,
13 RO
Admissible region ~-l< ¢, <1 -1<8 <1
Order 2,d,0) ©,4,2)
" . Behaviour of 'S o ) mixtucre of expo{hcntials or only ;, and p, nonizem
< damped sine vave | . ‘ e
. L ; ; . pll - py)) . pz-p,z . -0)(1-8,) - - -0, .
Preliminary estimates from | ¢, P $2 =0 ol " "‘J'l o102 P17 11y 8,210,
Admissible region -l< ¢y« ~l<d <l
é+¢, <1 0,48, <1
$:-4 <1 0,-9, <1
Order . 41
Behaviour of p, decays exponentially after first lag, p, = dpyy (k 2 2)
.. . (-8 X¢ -8)
Preliminary estimates from | p, T+03-24,0, P =
Admissible region ~t< ¢ <l 1<t <
-643=
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By substituting sample estimates for p, in Table 2, preliminary values for the model

* parameters (which, however, are in general not efficient estimates) may be obtained.

For instance, in the case of the IBM Stock Price series suppose that we tentatively -
entertain the model Vz, = (1 —0B)q, of order (0,1,1). Then, because r, of Vz, is 0-09,
a first guess for the parameter 0, is ~0-09 since this is the root of the equation
0-09 = —0,/1+6% which lies within the admissible region —1 <8; <1.

A complementary tool for identification called the sample partial autocorrelation
Jimction may also be used (see for example Box and Jenkins (1968)).

2.4, Fitting

Using efficient statistical methods we may now fit the tentanvely identified model,
or to be on the safe side, a shghtly over-parameterized version of it. :

On the assumpnon that the a’s are Normally distributed, a close approximation
to the maximum likelihood estimates of ¢ = (,,$3,...4,) and @ = (6,.0,,...9,) will

- be obtained by minimizing the sum of squares

5(4,0) = ¥ a}(¢,0)
The values a, (¢,0) for any ¢ and @ may readily be calculated recursively using
= Og+ 0,0,y +... + 0,8, AW~ P W~ =P,

with w, = V‘z, and when 4 # 0, 8, would often be set equal to zero. The proeess can
be started off by commencing with a,,, and setting 4,,2,_,,...4,_,+ ¢qual to their
expected values of zero. This procedure is adequate for most purposes but a more
exact calculation of the likelihood function will be described in Box and Jenkms
(1968).

& S(®
) 24000
23000
’ 22000 .
20004
20000
19000 -0 -02 00 02 04 8
Fig, 2. Sum of squares function for 1.B.M. data with approximate 959 confidence
region for 4.
-644-
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An approximate 1 —s confidence region for ¢ and 9 is enclosed by the contour

5,-d#.0) = S@D1 + {1} - (p+Iv}] B 2

where x3_(m) is the upper 1—¢ significance point of the chi-square distribution
having m degrees of freedom and v is equal to the number of a’s in the sum S(¢,0)
less the number of parameters fitted.

We illustrate again with the IBM data, using the tentatively entertained model
Vz, = a,~0a,.,. Figure 2 shows a plot of S(f) against @ with a minimum at
6= -009 a.nd S(6) = 19,216. The approximate 95 per cent confidence limits for 0
of —0-19 and 0-03 are those values for which

5(6) = 19,216 (1+3-84/367) = 19,417.

Complicating the model by adding an extra term on either side produced no appreci-
able reduction in the residual sum of squares. Hence the form of the model which
was finally accepted is Vz, = q,+0-1a,.,. Least squares estimates and approx:matc
confidence limits may be obtained without the use of graphical methods using iterative
non-linear least squares procedures described in Box et al. (1967). However, in general
graphs and contour plots of the sum of squares function S(¢,8), or of sections of it,
are of great value in illuminating the estimation situation.

2.5. Diagnostic Checks

If the form of the model is correct and if § and § are close to their “true” values,
then the estimated residuals 4, = a,($,4) will be (very nearly) uncorrelated random
deviates. Inadequacies of the model may be shown up for example by exammmg the
autocorrelation function of the residuals. A fuller discussion is given in Box and
Jenkins (1968).

2.6. Seasonal Mode!s

One often has to analyse time series in which recurrent patterns with known penod
8 occur, for example, yeaxly patterns in monthly sales data (s = 12). Here parsimony

< can often be achieved using multiplicative models of the type

$,(BYDH(BK1 ~ BY'(1 - BY’z, = 0(B)O(Ba,. (13)
To see how this model is arrived at, suppose we are analysing a series of monthly
sales data so that s = 12. Suppose we consider all the data at a fixed point in the
period s. For example, suppose we consider the sequence of January sales figures.
This series would be free of seasonality and might be described by a suitably chosen
medel of the general! form given in equation (10). Bearing in mind that successive
‘Januarys are s = 12 months apart and assuming that 6, = 0, we would have

OUBW, 2, = Og(BYe, (14)

V.2, =2z,~2,_, and Bz =z,

It could reasonably be assumed that February sales, March sales, etc. would
follow precisely similar models with the same parameters. However, it could not be

where

expected that the residuals e,,, from February sales would be independent of the

residuals e, from January sales. To allow for this dependence a second model may be
fitted to the “scasonal free” resxdua.!s e, in the form

$,(B)V%e, = 6B, 15)
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On elimirating e, between (14) and (15), we obtain (13). When s = 12 the model

‘embodies parameters which describe month-to-month variation (little letters) and

parameters which describe year-to-year variation (capital letters).

Procedures for identifying, fitting and checking such models closely follow those
described above. For instance, it was shown in Box er al. (1967) that the airline
passenger data of Fig. 4 was closely fitted by the model Ji

(1= BX1 - B'3)z, = (1—-0-4B)1 -0-68'%)a, ' (16) |

correspondingtop =0,P =0,s=12,d=1,D=1g=1,Q =1, 0, =04, and
©, = 0-6. The sum of squares plot for this example is shown in Fig. 3.

2.7, Forecasting

Suppose now that we have determined an adequate model for a given series and
we have new data z,,z,_,,... from the same series extending up to the present time ¢
from which we wish to make a forecast / steps ahead. We call this an origin  forecast

for lead time .
It may be shown that the minimum mean square error forecast for any lead time

is given by
2= ?[zul],
- 80
- ticd -254 %0 -218 228 P2 ] 258 ~h&0
—
701252 234 ne - 197 h\ -2 229 k.13
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FiG. 3. Sum of squares grid and contours of S (4, 8) for airline data with approximate
95%4 confidence region shaded

where {-: is the conditional expectation given the z’s up to time 1. It follows, in parti-

cular, that '
a, =z,~2,_,(1). un
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Thus the “shocks™ a, in the models (10) and (13) are in fact the forecast errors for unit
lead time. That for an optimal forecast these *“one step ahead” forecast errors ought
to form an uncorrelated series is otherwise obvious. For suppose these forecast errors
were autocorrelated; then it would be possible to forecast the next forecast error in
which case the forecast could not be optimal.

The required expectations are easily found because

l‘:'[z,,,] = 2(, l’:'[a,”] =0, JF=123,..
f[zl-l] =Zpep f[“l—j] =0y ==Ly J=01,2,. (18)

For instance, to determine the 3-month ahead forecast for the airline series, we
first use (16) to write down
Zy43 = Zp42+ 2492110+ 043~ 0-4a,, ; —0-6a,_9+0-244,_ 0.
Taking conditional expectations at time 7,
2(3) = 2()+2,-9=2,. 10~ 0-6a,.9+0:24a,_,,
and using (17),
2,3) = 2,(2)-{-:,_9—2",-10—0‘6{2,_9—2,_ 10(1)} +0'24{Z,_ lo"'f:-u(l)}’
that is
2‘(3) = 2,(2)'*‘0'42'-9—0‘763,- 10 +0'62,- 10(1) "'0'242,_. 1 ‘(l).
The forecast 2,(2) can be obtained in a similar way in terms of 2,(1) from E[z,,,].
t
R ' t ( ?
80| Lo ’ " ¢

620
6001
5804
5604
540
5204

e— Actual

o0 Forecasts made
in July 1957

5004

480

&60-
19 1950 1957 1952 1953 1954 1955 1956 1957 1958 1959 1960

Fi10. 4. Logarithms of monthly totals of international airline passengers with forecast made
origin July 1957 for 1,2, 3, . .., 36 months ahead.
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Similarly 2,(1) can be obtained from E[z,,,] which employs only values of the per-
.

viously occurring 2’s and a's. 'In prac’ice then it is a very simple matter to compute
the forecasts 2,(1), 242), 2,(3), ctc. recursively, using the forecast function

f[znd = F[‘ul—:‘*z-u—u‘Zcu-u"o"‘anx—x‘0‘5“x+:~u+°‘24"x+l-u]

and (18). Note that this form of computation is ideally suited for use on an automatic
computer. Using these methods, forecasts made at origin July 1957 for lead times
1,2,3,...,36 months ahead are shown in Fig. 4 where they may be compared with the
values actually realised.

The procedure provides a very convenient and efficient method for industrial fore-
casting. In particular, it is ideally suited for forecasting sales or inventory on a large
variety of products. Since only a very small amount of previous information need be
stored for each product a computer with only modest storage capacity may be em-
ployed. In those cases where a past history of 50 or so observations is not available
one can proceed by using experience and whatever past information is available to
yield a preliminary model which may then be updated from time to time as more
information becomes available.

3. Dynamic MobeLs

In this section we consider the estimation of dynamic models which describe the
relationship between a manipulated variable X and a controlled variable Y. Since
the dynamic model describes how changes in X are transmitted into ¥, it may be said
to describe the fransfer function between X and Y. Knowledge of the appropriate
transfer function is essential for the design of control schemes. However, dynamic
models of the type we now describe are also useful in forecasting a time series Y from
pm values of another time series .Y as well as from past values of Y. _

3.1. Linear Dynamu' ModeLs

Suppose that in the study of the dynamic characteristics of some system, such as
a chemical reactor, pairs of observations (X,. ¥}), (X3, ¥;).... are available of an
input X, such as gas feed rate and an output ¥, such as product vtscos:ty Suppose

further that over the operating ranges of vanatxon of Yand X thcre exists an appro;u-

mately hnear swady-state relationship - . .
Y=gX, R

where Y, X denote deviations from some average levels, and g is called the stéaély
state gain of the system (or the linear regression coefficient between Y and X).
The dynamic characteristics of such systems can usually be represented parsi-

moniously by linear difference equations of the form
§V) Yooy = 21X, -, 19
with
V) =145, V+.. 45V,
(V) =14+nV+..+9,7,
where b represents the number cf whole intervals of pure dead time (delay) in the
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system. Most systems occurring in practice can be represented parsimoniously with
. wand v at most 2. For instance, the simple model

A+EN V0, =g +10X, @)
or :
.t oy (tm, e
Yl-fl_l_*_: Y'+gl+C x‘ l+¢xl’l (21)

can represent a system whose response to a step change of X, in the input is to produce
an eventual change gX, in the output which is approached exponentially at a rate
depending on ¢ and delayed by an amount depending on n. Fig. 5 illustrates the

model (20) with & =1, g =4 and n =-0-5.
By solving the difference equation (19) the dynamic mode! can be written in the

alternative form _
YH.‘ = on,+le.‘,-|+-..

= V(B)X, : ‘ (22)

where the weights o, applied to past inputs are called the impuise response Junction of

the discrete system. The form (22) is not a parsimonious way of representing the
dynamic model, but is useful in identifying the model (19) as will be shown in section

32 -

] SR T TrTTL

~Y‘;__{:_[__[_J il

0 1 2 3 4 5 6 B

F16. 5. Delayed exponential response to a step change produced by
(1 4+VX Yy - 1'5) = 4(1 -0-5YXX; -2) or (14+V) ¥y = -65+4(1 -0-5V)X,

Dynamic models with added noise
The relationship (19) between the input and output will usually be obscured by
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noise due to measurement error and variation in other variables not under one’s

control. In this case, we can write (19) as

$V) YM! = X’I(V)Xn—n""E:H (23)
and (22) as i . ’ . . . .« «
Yt#l == V(B)X|+Fo+h 49

- where E,,, and F,, are supposed not correlated with the input process X,.

3.2. Hdentification of Dynamic Models

In the same way that the sample autocorrelation function can be used to identify
univariate time series models, the basic tool in the identification of dynamic models is
the sample cross correlation function. To describe a pair of time series by their cross
correlation function it is necessary to assume that both series are stationary. Hence
it is first necessary to difference both input and output 4 times until the resul.ing input
and output series are stationary.

If this differencing operation is applied to both sides of (23) and (24) the differ-
enced dynamic models become

E(V)¥isr = gn(V)x,-p+e, 2%

and
Jia1 = V(B)Yl+./;’ (26)
_ where y, = VY, x = vX, e=VE, f,=V'F,

Suppose that after differencing, n pairs of differences (x;.3,), (x3,33) ... (xn3,) are
available. Then the sample cross correlation function at lag + & is defined by

: cs(k)
k)= L k=0, +1,+2,... 2
Tk = 0 e, 00 0. +1.+ _.en
where
l -k :
. "x_v(k) = ;' Z| (-\'.—-"')()’.u“f')- . ’ . (28) }
and at lag ~k by
C"(-'k) = cyz(k)v
< where X, § are the means of the x and y series.
Prewhitening of the input series <L

Suppose that it is assumed that the input x, is uncorrelated wnh the noise in ("6)
Then, on multiplying throughout in (26) by x,_,., and taking expectations,

Yok} = V(B)yaalk=1). (29)
where +

7e,{k)s 7,.(k) are the theoretical cross covariance function and input autocovari-
ance function respectively, and B now operates on k.
Suppose now that we carry out the usual identification and estimation methods

as described in section 2 to obtain a model

HBY~'(B)x, = x; (30)
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which transforms the correlated input series x, to a white noise series x). Suppose
also that this transformation is now applied to both sides of (26), yielding,

Yisr = V(B)x;+f, @3y
where x} is white noise uncorrelated with f;. On multiplying throughout in (31) by
X;_1+1 and taking expectations, we obtain

Tey(k) = 0ol (32

In terms of the cross correlation function, (32) may be rewritten
c
o = pry(k) L. -3
Oy

Hence after “prewhitening”, the cross correlation function is directly proportional
to the impulse function.

The presence of small initial values of v, is indicative of pure delay or dead time.
Thereafter the presence of values of v, not following a pattern indicates that terms
should be introduced on the right hand side of the model (19) and the presence of
exponential decay or damped sine wave behaviour in v, indicates that terms should
be introduced on the left hand side of the model (19).

3.3, An Example of identifying a Dynamic Model
Fig. 6 shows continuous records of the input airfeed (X) and the output carbon

- dioxide concentration (Y) from a gas furnace.” The input airfeed was deliberately

varied so as to follow an autoregressxve process and the input and output records read
at 9-sec intervals resulting in 226 pairs of observations. .

Input Gas Rau
[ty ft/min}
07

08

Output
. %C0g)

1 2 1

o 3 10 5 20 25 timid

0. 6. Input and output records to a gas furnace.

The sample auto- and cross-correlation functions damped out fairly quickly in-
dicating that no diiferencing was necessary. Hence x, = X,, y, = Y¥,. The usual
identification and fitting procedure applied to the input indicates that it is a third
order autoregressive process
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: T (=i BB~ $:B%x, =
wnh&, =197, 3 = ~1:37, §; =034 and 53 = 0-0353
Hence the transformations
xt=(1-1978+ 1:378%—0-348%x,
¥, = (1=1-97B+1-3782-0-4B3),

were applied to the input and output series to yield the series x; and »] with
8, = 0188, s,, = 0-358. The sample cross-correlation function between x’ and y’
is shown in Table 3 together with the estimate of the impulse response function
obtained from (33), that is
0-358
b = 6—'1_88 r'o,l(k).
Fig. 7 shows the plot of v, versus k and indicates that there are two whole periods of

delay, then one or two preliminary values v, and v, which do not correspond to a
pattern, followed by a decay pattern which could be first or second order,

- v v o o o of

Fia. 7. Gas fumace data sample cross correlations after prewhitening.

TABLE 3
; Cross correlation function and approximate impulse response function for
, / > gas furnace data
/ k 1 2 3 4 s (] 7 L ]
Pk 008 -003 -028 -033 -046 -0 ~-017 -003
/ S.E.[r) 007 - 0-07 007 0-08 008 0-07 o0 007
o -009 =004 -0353 -063 -08 -0352 -032 004
y
T~
\
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SOME RECENT ADVANCES IN FORECASTING AND CONTROL

To help in the identification procedure, approximate standard errors for the
. sample cross correlations were computed using Bartlett’s approximate formula

oo {0y} % 3 5 (oerDor U+ =R ey U+ DR U=R) (9

Jéite ,
for the covariance between two values of the sample cross correlation at different lags

k and . On writing k = /in (34) and making use of the fact that the x’ series is white
noise, the variance of a single cross correlation coefficient is given approximately by

var {r,, 0} = & {1+J B pei+Rp —k)}. @5

The standard errors given in Table 3 are based on the assumption that the cross
correlations up to lag+2 and from lag+8 onwards are effectively zero. The one
standard error and two standard error limits are plotted on Fig. 7 and confirm the
identification of a dynamic model

(A+$,V+6V) Y, =1 +n, Y+, V)X, . (36)
(probably with & = 2) or some simplification of it.

3.4. Estimation of the Transfer Function
In the first instance n, was set equal to zero in (36) znd the mode! with added
noise written as

Va1 =B V48, 7:-1'jfﬁ:xa-t+ﬂ4x:—t~n+51+i- 37

If the errors E, were uncorrelated, then the parameters in (37) could be estimated by
linear least squares. Under the added assumption that the E, are Normal, these would
also be maximum likelibood estimates. In practice the E,'s would rarely be uncorre-
lated, and hence it would be necessary to arrive at a model by iteration as is now

illustrated for the gas furnace example.
Initially the model (37) was fitted by linear least squares for different values of the

delay parameter b assuming that the errors E, were uncorrelated. The minimum sum
of squares was attained when b =1, yielding the preliminary fitted model

Y., =1399,—-0557,.;~014X,_, ~034X,. ,+ £,
where the dot notation is used to denote deviations of ¥ and X from their z{vel'agc

. < values. The first ten autocorrelations of the residuals E, from this model are given

in Table 4.
TABLE 4
Autocorrelations of residuals from fitted dynamic model
k 1 2 3 4 5 6 7 8 9 10
n 24 18 00 -02 01 16 08 06 ~Q7 00

These residuals might be explained by a first order autoregressive noise model
Epyy = $E,+a14,.
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If so, then for an appropriate choice of ¢ we can rewrite the model (37) as
ST R AT AT S, 5 (e I (33

where §, = F,—~¢¥,.,, £, = X,— ¢X,_,, and g, is now white noise.

The model (38) was fitted to the transformed data Y,.,, =Y. —¢Y, and
Xis1=2X,41—¢X, for a grid of values of ¢ and 5. The minimum sum of squares
occurred at b = 2, ¢ = 0-7 yielding the model

foor= 090 §,— 019 F.,— 048%K,.,— 044 %,_,,
(£05) (£09) (£07) (2-10)
the figures in parentheses under the estimated parameters being their standard errors
obtained from the usual least squares formula. The autocorrelations of the residuals

4,4+, from this model were all small, confirming that the model is adequate.
Hence the final model is

(1-07BY(1-0-90B+0-198%) ¥,,, = —(1—0-7BY0-4852+0-448%)X,+4a,,,. (39)
Rewriting (39) as
$y, = —(0-488’+0-448’)X’,+ 4,44 ,
1-0-90B+0-198% "~ (1~0-7BX1-0-90B+0-198%)
we see that the fitted dynamic model is
(1-0908+0-198%) Y, .4 = —(0- 48B’+0 44B%)X,. @n

This model 1mphes transfer function charactcnstxcs which agree very closely with
those estimated in Jenkins and Watts (1968) using cross spectral analysis. In the
control engineer’s language it corresponds to a second order system with time con-

(40)

stants T, = 15-8 seconds and T, = 8:2 seconds, and a pure delay or dead time of .

22-8 seconds.
The model (40) also implies that the noise n,,, at the output of the system is a
third orde: autoregressive process

(1-0-70BX1—0-90B+0:198%n,,, == a,4,. - . (42

A more dlrect ﬁmng procedure which employs iterative non- -linear least squares,
and which is readily adapted to the analysis of muluple input data, is dcscnbcd in
Box and Jenking (1968). .

@
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CSP-V: A CONTINOUS SAMPLING PLAN WITH A PROVISION
‘ + FOR A REDUCED CLEARANCE NUMBER

Gary L. Aasheim

U. S. Army Ammunition Procurement and Supply Agency
¢ Joliet, Illinois

1. INTRODUCTION

The purpose of this paper is to introduce CSP-V, a continous
sampling plan which provides a means for reduced screening inspecticn.
The discussion will begin with introductory remarks about contintous
sampling plans in general and about some recint developments that have
simplified the formulation of mathematical expressions for continuous

sampling plans.
2, CONTINUOUS SAMPLING PLANS

A continuous sampling plan is a sampling plan in which inspection
is carried out as the product flows along the production or assembly line
without any grouping of the units of product into lots for inspecticn
purposes, The procedure alternates between sequences of screening (100%
inspection) and sampling inspection, where the severity of inspection is
dependent upon the discovery and spacing of defective units of product.
Units of product that have passed an inspection station, whether inspected

or not, are considered acceptable.

A continuous sampling plan offers certain advantages to a user. The
plan can be used as a process control device, providing a signal of possible
process difficulty immediately upon the finding of a defective unit. When
dealing with the manufacture of dangerous materials such as ammunition,
the use of a continuous sampling plan makes possible the avoldance of the
hazards of grouping large quantities of product in a starage area until a

°

lot 1s formed. i _ . A o .

<

Arcontinuoua 3ampling plan levies certain requirements upon the
manufacturing process to which it is to be applied. The process must
present a moving product to the inspector. There must be ample physical
facilities at the manufacturing site to permit 1002 inspection when neces-
sary. The inspection procedure must be relatively easy to carry out and
the manufacturing process must be one which is capable of producing a

homogeneous product.

3. TERMINOLOGY

Certain of the terminology peculiar to sampling plans i1s reviewed

here:
a. The Average Fraction Inspected (AFI) is the fraction of units

inspected over an indefinitely long period of time when the process
average is some constant value p.

Preceding page blank
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b. The Avérage Outgoing Quality (A0Q) is the percent of units in
the passed product which are defective when the process average is some constant
value p.

c. The Average Outgoing Quality Limit (AOQL) is the maximum value
that the AOQ assumes over the range of p.

d. Responsiveness is the reaction of a continuous sampling plan to
a sudden breakdown in product quality. The particular measure that is chosen
for this property is somewhat arbitrary. One of these measures will be de-
scribed later in the paper.

4. A BRIEF HISTORY OF CONTINUOUS SAMPLING PLANS

. Barold F. Dodge developed the first continuous sampling plan in 1943,
The plan, which has since been designated CSP-~1, simply provides for screening
ingpection until a predesignated number, i, consecutive items passing the in-
spection station are found defect-free. Clearing i in the screening phase
signals initiation of a sampling phase in which only a fraction, £, randomly
selected items passing the inspection station are examined. A procedural
diagram for CSP-1 is shown in Figure 1.

Dodge and others later developed more complex continuous sampling plans,
the main object of which was to reduce the amount of inspection without re-
ducing product quality. Another development, this one by Lieberman and Solomon,
was the use of Markov chains in consi_ucting the formulae to describe character-
istics of continuous sampling plans. Brugger and others subsequently developed
a simplified Markov chain apptoach for use in the problem of developing continuous

4samp11ng plan formulae.

5. THE SIMPLIFIED MARKOV CHAIN APPROACH

As continuous sampling plans grew in complexity beyond CSP-1, the.
difficulty in applying the Lieberman and Solomon Markov chain analysis also
grew., This method dealt with each unit of product individually as a state of

- the Markov chain. The simplified method groups together all units of product

ingpected under a particular phase of the sampling plan and then treats each
phase of the sampling plan as a state of the Markov chain.

The simplified Markov chain method can be used for continuous sampling
plans which:

" a. can be described by finite, ergodic Markov chains. For purposes
of the simplified Markov chain method, the condition of ergodicity will be
satisfied as long as there is a probabalistic path leading from each jth phase
of the sampling plan to every other phase of the plan and back again to phase
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" The screening crew inspects 100% of the units,

When i consecutive units are found free of the
defects concerned,

The screening crew is released from 100% inspec-
tion and the sampling inspector inspects a frac-
tion, £, of the units, where the sample units
are selected in a random manner.

" When the sampling lnspectot £finds one of the

defects concerned,

y
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* PIGURE 1. PROCEDURE FOR CSP-1 PLANS'
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be- havé no inspection phases other than those of the following types:

» Screening Phases: Units of product are inspected until a pre-
designated number, 1, of them are found defect-free. Inspection
is subsequently begun in a new inspection phase. .

3

Checking Phases: A predesignated number of units of product are
inspected. When this inspection is completed, one of two inspection

- phases, which shall be designated j; and j3, will be entered. Phase
J1 will be entered if nq defects were found during the checking phase;
phase j2 will be entered if a defect is found during the checking
phase.

i
i

Limited Sampling Phases: Sampling inspection 1is conducted at some

predesignated rate £ until (i) a defective unit is found or (ii) some

predesignated number k of units are found nondefective. The next

inspection phase entered depends upon the occurrence of (i) or (ii).

A phase of this type is limited in length, of course, to k inspected
. units,

Unlimited Sampling Phases: Sampling is conducted at rate f until a
"defect is found, at which time a new phase is entered. This type
of phase is unlimited in length since it terminates only when a
defective unit i{s found. ‘

y
It can be shown by a relatively simple derivation that continuous sampling plans
employing at most a finite number of inspection phases se2lected only from the
above list can be described by a finite Markov chain.

The simplified Markov chain method then allows us tp express the steady -
phagse probability Py, of each of the j inspection phases of the inspection plan
in terms of each of the steady state probabilities P} of the Markov chain de~
scribing the sampling plan and the expected lengths i(j) of the inspection phases
of the plan: :

© . i o
c - o .

L . .

o 2 € s ocw

(5.1 Py =By EQUIRLEW . .
We define the“steady phase probability, Py, as the long run pfopbrtion of time,
expressed in terms of all units reaching the inspection station, inspection is
conducted in the jth inspection phase. The steady state probability, Py, is
the long run relative frequency with which the jth inspection phase occurs.
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' " °  ° We then expréss each of the steady state probabilitieé as arfunptibn
of a single one of the steady state probabilitles, czall it Pj, so that

g

(5.2) g = th"

Heré, is simply the coefficient of Pj that arises when expréssing Pg in
terms o (5.1) can then be rewritten.

(5.3) Py = p; h4 E(j)/i P§ hy E(1)
= hy E(j)/i hy E(1)

— ————

We are also generally interested in finding an expression for the
average fraction inspected (AFI). By definition AFI = X fi Py . Substituting
from the final result of (5.3) we get

(5.4) AFI = I £ hy E(D/] by E(D)

where f§ is the sampling frequency of the ith inspection phase. The AOQ may
also be written in terms of the AFI and the population percent defective, p:

A = Lo -

(5.5) A0Q = pfl - AFI] when defective items are removed, and then replaced

(5.6) A0Q = p[l - AFI}/(1 - p AFI] when no replacement of defective units of
produce is made. ‘

6 . » CS P"V .

' ‘ 'CSP-V 13 a continuous sampling plan for use with a product with a

h . i good quality history where reduction in inspection has economic merit, but

reduction in sampling inspection does not. As was mentioned earlier, most

continuous sampling plans developed since CSP-1 had the objective of reducing

the AFI without sacrificing product quality. This reduction has been accomplished

- ‘" primarily by including in the later plans sampling phases with reduced sampling

< ‘ . frequencies. .

3
o
. TR A & mr

3

But consider the case of the 1solated sampling inspector who has no
tasks to perform other than his inspection duties, whose idle time only
X increases with reduced sampling. Introducing into this situation a sampling
' plan which reduces the amount of sampling inspection does nothing to improve
the efficiency with which manpower is utilized. If we instead reduce screening
inspection, we free screening inspectors, who are normally also production line
workers, for regular production line duties for a larger proportion of the time.
To provide a continuous sampling plan which would reduce the proportionate
amount of screening inspection in a situation gsuch as the one just described was

the objective in designing CSP-V.

T
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——® The screening crew inspects 100% of the units.

When i consecutive units are found free of the
defects concerned, .

SAl

The screening crew is released from 100% inspec-
tion and the sampling inspector inspects a frac-
tion, f, of the units, where the units are select-
ed in a random manner.

If i consecutiveksample
units are free of the
defects concerned,

If a defect is found

} !

a2 v

The sampling inspector continues to inspect a frac-
tion, £, of the randomly selected units,

When' the sampling lnspector f;nds one of the de-
fects concerned,

$C2

¢

- 'The screening crew beglns 1nSpectlon 100% of the .
wnits. - . : oo

If a defect is found If x consecutive units
in the next x con- are free of the defects
secutive units. concerned,

' l

FIGURE 2, PROCEDURE FOR CSP-V PLAN
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~ Figure 2 shows the procedural diagram for CSP-V. Inspection begins
with a screening phase, SCl, and then moves into a limited sampling phase, SAl.
The inspection procedure, in a good quality situation, can lead from SAl into
SA2 and S5C2. The reduced screening for which the plan aims is made possible
through the introduction of phase SC2 in which 1is employed a clearance number
x that 1s less than i of SCl. The formulae (AFI, AOQ, etc.) that are developed
for CSP-V in the' following paragraphs will reduce to these for CSP-1 for x=i.

6.1 Derivation of the Formulae

The transitional matrix” for the Markov chain describing CSP-V is
shown in Figure 3 and gives the probabilities of moving from one phase of the
ingpection plan to another. On these pages p is the fraction defective of the
units reaching the inspection station and q = 1l-p.

0
| sa sAl SA2 sC2
sc1 | o 1 0 0
sa1 | 1-q1 0 ql 0
FROM
sa2 | o 0 o 1
sc2 | 1-q* o* 0 0
PIGURE 3

1f, }rom the transitional probability matrix, we eipreks each of
the steady state probabilities as linear combinations of the other steady state

probabilities, we get:

(6-1-1) chjt - (l—qi) P'S'Al + (1'qx) chz
(6.1.2) Py, =P, +a* P, ’ : .
(6.1.3) P&, =alpg,, :

1f we now express these steady state probabilities in terms of ?§Az» we get:

(6.1.1)" P§c; = [(1-q*a®)/ql] PY,,



y——

- n o~ e

{ ' ‘ ] - -1

?
(6.1.3) PSa2 = PEao

"
SA2

Equations (6.1.1)'-(6.1.4)' will be recognized as having the form of (5.2)

where Py = PYyo in this case.

The next task will be to determine the steady phase probabilities (5.3),
the AFI (5.4) and the AOQ for CSP-V. In order to expedite the necessary
computations, a working table is constructed:

TABLE 1

" WORKING TABLE FOR FINDING
PHASE OCCUPANCY PROBABILITIES

(&) (2) (&) 4 (5)

Expected
' Number of Multiplication of Product of
. Multiplication of Units in Column 3 by Columns
Phase Coefficient Column 1 by qi Phase qui 2&4 )

sc1 (1-qiq%)/qt 1-qg* (1-ah/pet  £1-¢l) £(1-q1) (1-q1g®)
sa1 1-¢! 1 a-aby/tp  ql(1-qH) at1-qh
sa2 1 ol 1/%p ql | q2
scz 1 | ql £q21(1-q%)

a-gM/e  fal(-%

< . «

. Column (1) 1lists the coefficients, hy, of the indicated inspection phases as theirk
‘steady state probabilities P} were glven in terms of PgAZ' Column (2) is obtained

from (1) by multiplying each™ term in (1) by the least common denominator of all
terns in (1).

Column (3) is the expected number, E(}}, of units that reach the
inspection station during an occurrence of the indicated phase. Column (4) i3
obtained from (3) as (2) is from (1). Column (5) is the product of (2) & (4).

Pgays for example, may now be taken from column (5) according to (5.3):
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PSA]. - hsA]_B(SAl)/§ hj E(j)
= ¢ (1-od)/[£2-qD) <1-qiq‘>+q1<1-q*)+q2*+fq21<1—q=)1
and

APL = I £1 hy E(1)/} by EQY)

[£(1~q1) (1-qiq¥)+£qL (1-q1)+£q2L4£q 21 (1-%) ]
[£(1-q1) (1-q1q¥)+qL (1-q)+q? L4 £q21 (1-¢%) ]

= £[1-q1(q%q1) )/ [£(1-qi{1+q%~q1})+q1]

The A0Q formula may now be easily gotten from (5.5 or (5.6).

6.2 Responsivenes

In an earlier paragraph, the term responsiveness was mentioned, a
measure of the plan's obility to detect a drop in product quality te an un-
desirable level. The particular measure used by the Army Ammunition Procurement
and Supply Agency is the expected time for the plan to return from 1its most
liberal sampling phase to its most restrictive screening phase when the percent
defective of the product reaching the inspection station has some fixed value p.
In CSP-V we have somewhat arbitrarily called SA2 a more liberal sampling phas~
than SAl and have determined the expected length of time to return from SA2
to SC1 as the desired measure of responsiveness. .

We once again employ the simplified Markov chain approach to determine
the plan’s responsiveness. A procedural diagram for C5P-V s shown in Figure 4
to 1llustrate the Markov chain. Notice that the diagram is changed somewhat from

that shown in Figure 2: . PR e
in Figure 4, . P(SCl + SAl) - 0 and P(SCI + SA2) = 1‘
" in Figure 2, P(SCL + SA1) = 1 and P(SCI + SA2) = 0.

The change excludes all paths of the original model that do not lead from SA2,
as a starting point, directly or indirectly to SClL as a terminal point. The
change introduces one path, a recycling path in effect, which simply leads from
the terminal phase, SCl, to the initial phase, SA2.. .
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sc1 K3

The screening c¢rew inspects 100% of the units,

defects concerned,

When 4 consecutxve units arz found free of the

SAl

ed in a random manner

The screening crew is released from 100% inspec-
‘tion and the sampling inspector inspects a frac-
tion, £, of the units, where the units are select-

If a defect is found

If i consecutive sample
units are free of the
defects concerned,

v

SA2

v

The sampling inspector continues to inspect a frac-
" tion, £, of the randomly selected units.

fects concerned,

When the sampling inspector finds one of the de-

The screcening crew begins xnspectxon ,100% of *he

c

units.

If a defect is found
in the next x con-
secutive units.

If x consecutive units
are free of the defects
concerned,

J

FIGURE 4. PROCEDURAL DIAGRAM OF CSP-V PLANS ALTERED TO
ALLOW CONSTRUCTION OF RESPONSIVENLSS MODEL

l

'
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The

(6.2.1) Pggy = E(SC1)/{E(SCL) + EREST)]

expression for responsiveness is taken from the identity

which is just the proportion of time inspection is in SCl over the long run in

terms of the responsiveness procedural diagram.

E(REST) is the expected length of time to get from SA2 to SCl and is the

responsiveness term we want to evaluate.

FROM

Each steady state probab

<

(6.2.1) can then be rewritten:

In this expression for Pg(y,

The transitionél probability matrix for the Markov chain associated with
the responsiveness problem follows:

f T0
sCl SA1 SA2 sC2
sc1 o{ 0 1 0
SA1 1-qt 0 ql 0
SA2 0; 0 0 1
sC2 '1-43 q* 0 0

i

probabilities and other steady state probabilities.
is constructed in the same manner as was the table of 6.1, this time taking

PS5 = P¥ca- .

- c

TABLE II

c

“ WORKING TABLE FOR FINDING PHASE OCCUPANCY
PROBABILITIES FOR THE RESPONSIVENESS MODEL

-0

ﬁlity is expressed, as before, in terms of transitional
The following working table

(1) (2) (3 4)
Expected Number of Multiplication of Product of
Phase Coefficient Units in Phase Column (2) by qui Columns (1) & (3)
sC1  1-qig® (1~q1) /pqi £(1-q1) ffi;qi)(l-qiq“)
SA1 q* (1-q1)/£p ot (1-q}) - jfgf(l-q‘)
SA2 1 1/fp ql /oqt
sc2 1 (1~a")/p £pd (1-9%) qu(l_qﬁ,—\\\
-667- —_—
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E(REST) can now be determingd.

P(SCL) = [£(1-Y) (1-q1q®) 1/1£(1-q1) (1-g1q®) +qlq® (1-qL)+qlt£q (1-g™)]

First, from the working tabie

Then, substituting into (6.2.2) and simplifying

E(REST) = [f(l—q“)+qx(1-q1)+1]/fp(l-qiqx)

Figure 5 13 & display of responsiveness curves. Since CSP-1 generally
requires a greater amount of sampling than other continuous sampling plans and
is generally the most responsive of all continuous sampling plans, it is usually
the standard against which other sampling plans are compared. Hence, for compar
son purposes, we have included in Figure 5 the responsiveness curve for CSP-1
along with the responsiveness curves for CSP-V at i=2x and i=3x. Spacing betwee
the curves will vary with AOQL and sampling frequency; however, the position of
the three curves relative to each other remains unchanged.

6.3 Summary

A complete set of 1 values has been computed for CSP-V to be included

in a8 future revision of MIL-STD-1235.

This "complete set' includes computations

for x=1/2 and x=1/3. 1t was decided not to go below x=i/3, in choosing values
for x, since some of the x values for the small i-value plans would get, we
somewhat arbitrarily decided, too small. We restricted our attention to integer
multiples 2 and 3 for ease in remembering by the user.

CEP-V 1is currently undergoing plant tests at Pine Bluff Arsenal,
Arkansas, where early responses to the plan have been favorable. Specifically,
Arsenal representatives state that the amount of time production line workers
are needed to serve on screening inspection teams has been geduced.
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THE SELECTION OF THE MOST MEANINGFUL SUBSET OF RESPONSES

IN A MULTIPLE RESPONSE EXPERIMENT

Walter D. Foster _
Fort Detrick, Frederick, Maryland

ABSTRACT

A sensitive plant extensively used in experimental agriculture is the
black valentine bean seedling which has been used with a wide variety
of growth regulators in controlled énvironment experiments. ‘Some of
the responses to treatment that have been used are fresh and dry
weights of plant tops, roéts, total plent, plus a variety of height.
observations. The problem has been to select that subgroup of re-

sponses most informative in terms of statistical analysis.

Univariate approaches have included the magnitude of the F ratio as a
measure of relative sensitivity to treatment and the magnitude of the
coeificient of variation as a measure of efficiency, In factorial

experiments, the F ratio was examined separately for each main effect.

A multivariate approaci'consisted of following Smith, Gnanadesikan
' 1/

and’Hughés— mhltivariéte'anaiyéis of variance and isolating the

‘o

characteristic vector corresponding to the maximum root in the characteris-

tic equation where the size of the elements of the vector indicate re-

lative contribution to analysis after removal of the ccrrelations.

1/
= Multivariate Analysis of Variance. Biometrics, Vol 18 #1, p 22ff,
March 1962. |
naceding page blank
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INTRODUCTION: At the beginning of an extensive series of greenhouse experiments
with growth regulators, the question was raised conecerning the most appropriate
resronse measurements to make, Using the black valentine bean plant, the fol-
lowing resronses to environment and treatment factors were consjdered: fresh

and dry weights of tops, roots, plani, se§ond and‘fifth trifoliate leaves, and

height of rlant measured at 3, 7, 12, and 14 days after emergence, Tt was tte

. objective of this study to identify that subset of these resronsas showing both

the greatest gsensitivity to the treatment factérs and the most efficiency in the
sense of needing least rerlication for a given effect, ‘

Environment factors consisted of two temrer-tures, 25° and 30° C, in the
growth chambers; treatment factors were four levels of a growth inhibitor arrlied
as a liquid to the nutrient solution. Five separate pots rer treatment provided

the rerlication in a completely randomized desipen,

METHODS OF ANALVSIS: . : co

A. Univariate Approach.

Analysis of each resronse separately was proposed as the first arproach,

3

The F-ratio in the analysis of variance was used as a measure of relative sensi-

tivity of response to treatment on the basis of the following reasoﬁinq. Bach re-
sponse, beins part of the ﬁame bean plant, hadfseen Subjécted to the same treat-v
ments as éverv other ;?sronse{ A response pntgéffec§ed b7 treatment wés‘considered,(
to be insensitive and would be exrected under the null hyrothesis to hsave an ¥
ratio of unity. Conversely, the gre-ter the effect of treatment on a particular

resronse, the higher would be the F-ratio. This is illustrated in the following

table of expected meang squares for the desirn used in this experimeat,

-672-
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Source da.f. Expected Mean Square

Temperature t-1 g 2 + dw 9 ;
Dose L d-1 ’ 0'2 + tw Og
TxD (t-1)(d-1) el °§r
Vithin td(w-1) g 2

2 :
F-test for Temnerature: (6 + dw O )/6" under the null hYPOthBSiS
that e,r = 0. Thus the magnitude of F depends upon the size of GT

and similarly for the effect of Dose.

The next step was to select that subset of resronses with the highest
F-fatios. The following statistical analysis was rroposed for this selection.
A transformation 6f F to Fisher's oripinal Z-statistic,

2=(1/2) InF

.results in a quantity approximately normally distributedg/ with mean

E(Z) = <&( l/n:l - 1/n2)
and variance . r
7 v(z) = §(1/n +*1my) .
provided ny’ and n2, the dep'rees of fr’edom for numbeator and denominator of F,

are not small. Thus a test of two F-ratios as a device to pick the largsr could

« be accomrlishted by a t-test of the correspondineg Z's:

IR AR RV [v(zA) . v(zs) ~2Cov (zA,,B] 1/

<

c

k"’vo m'oblems arise with this use of t. Granted that the F-values are not

likely to be inderendent bacause the different resronses wers measured on the
same rlants, the t-test allows'/for a covariance term as indicated above., The

rroblem arrises in estimatihg the covariance. On the assump'&ion that any

T~
;\\ S
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meaningful correlation is likely to be positive, it is noticed that its.
pvaluation would serve to diminish the dernominator of t. Therefore, ignoring
the covariance term would b2 a conservative step. g

The second rroblem is the degrees of freedom to be used with the t-test.
If the F-ratios are cdnsiderei as a séﬁnle statistic, then it misht be inf&itively
acrropriate to takéc af = ny, * g Alternntivelv, it mipht be assumed that
the experimental desien, once designated, fixed the first and second moments of
F so that the variance of the 2 transform can bé cnnsidered to b2 known, Thus
df = oo would be anrrocriate. “v own observ-tion is ag follows: if the df
for T are not small as required by the Z-transform ~7 normalitv, then It should
make little ¥ .0fewvgaca an? the user could take 4 = oo and remain harpily
arvathatic to th2 rotential troubles of exactness of theory.

The ratiosnale for a t-test betwsen two Z-valuas can be extended to a
multirle ranee test for ;he crderinz of all of ths observed F-ratios, Thus,
a multiple range ordering of tﬁe Z's and hence the F's should serve to order
t%e relative sensitivitics of the variosus resronses to the treatments.

_Thé second objective of the univgriate arproach was to identifjﬂthe
mos£ efficient resronses in the sense of distinquishing a treatment effect gith
minimam rerlication, This aorroach is identified with that of Neyman-Pearson

¢ H

and the concept of power of the tgét.L The(roﬁer of the familiar t-test is

" _written as 1 - B where B, the probability of accepting a false hypothesis

when a sre~ified alternative hypothesis is true, i1s estimated by
t=(p - D)/ s n-1/2 ; where
Py - alternative hyrothesis, and
D = value in X-3scale corresrondine to the decision

value of t under the null hyvpothesis and a given
level of alpha,
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To relate the concert of the rower of the t-test to the coefficient of
variation, the latter is rewritten as
'8 =X (CV) and

s 1s substituted in the exvression above for t:

t = k/ CV where

k=N/2 (p -D)X,
Thus, the efficiency of detectin~ a difference of a given size is in&ersely
related to the coefficient of variation when the experimental desien has been
stated and the parameters experimentally estimated: namely, N, the alternative

hypotresis, level of alpha, and the experimental mean response.'

B. Multivgriate Approach.

Smith, Gfnanadesikan and Hughesl;/ multivariate analysis of variance (VAV)
is a2 technique desirned to test for treatment effects where multiple responses
have been observed. It also gives a rrocedure by which the most effective subset
of the responses may be identifiad--which is the objective of this raper. This
proc;dure co;sists of comrutine the characteristic vector associéfed with the
maximum characteristic root; The lafgest absolute va:.es in fhe cﬁaracteristic

vector are asgociated with the responses sugrested to e the most effective

subset fof &eteéting treatmént differences, analogous " to the way' that the

.

fmagnitude of the atandard partial regrgésion éeoff#cientscare indicative of

the most effective predictors in mulirle regression,
While the flow chart for their MAV is verv effective, it Aid not

include the computation of the characteristic vectors., Adding this as a

printout to the MAV rrosram makes this portion of their aleorithm applicable
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to the analysis here, Because multivariste techniqnes in general and this one
specifically allows for linearly correlated resronses, they are especially

arplicable to problems like these.

APPLICATION OF METHODOLOGY:

These msthods were comruted for the growth chamber experiment on black
valentine beans with two temrerature levels and four dose levels in factorial
arrangement,. The seven responses observed in the experiment reported here
were coded as follows:

Fresh Veisht Dry Welght

Tops YT T
Roots FWR LWR
Flant FWP P
Crowth AHt-14

The results of the univari-te analvses of variancs hove been condensed as

F-ratios for Temrerature anﬂ Dose in the followinz table which also gives the CV

for each rss*onse, their rankings, and the rank of the absolute magnitude of the .

values of the characteristic vector in the MAY,

T FWVR F¥P HT MR TP AOHT
Temp 25.14 oolq . 113.8 6.7 1 0 6 0 ,-1.2
Dose . ’ '400 36.7 17.0 2-7 17 8 ) )OI o 202
cv . 1.2 1.6 2.8 15.L 1B 1 18,3
Rank of F:
Temp 1 7 2 3 6 L 5
Dosa S 1 3 6 2 b 7
Rank of CV:
2 7 1 5.5 5.5 3 L
Rank of MAV:
2 1 - L 5 - 3
. =676~
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The ranks -of F ratios for Temrerature were highly consistent with

those of other similar exrariments, corfirmine these results.

The use of

' Fishér's LZ és suggested in the methodology was not followed because of the sinecle

degree of freedom in the numerator of F, Results very similar to these for

the ranks of ¥ for Dose were also found in other exreriments,

transform was not computed.

Again the 2

¥hat was of primary interest was the almost

diametric failure of the temrerature and dose effects to agree for FWT and

FYR,

Vhen I rointed this cuf to the plant physioloegist, he set out to con-

struct a functional model based on the tops being more responsive tot he

temperature effects ani the roots more responsive to doses which had been applied

directly to the roots in the nutrient solution.

Moreover, these results confirmed

a long established practice of analyzing top and root tissues separately,

depending upon the importance n® water content in the plant tissues,

¥hethier or not to choose Fresh or Dry was left to the experimenter's judoment

Little

is said n® the results for the co=fficients of variation; they seemed to

£911~w closaly ths resulis for temperature.

The L' van&imgsrcnfarved that the ﬂerarv information lay in

<

c
3

[

fresh wblg}t of tops »nd roots, tiat for +he dry weisht qppa*emly belng

rathar hie»l corralated +ith that for the frezh waishis--1n exrected

a-ul

Aarks

include it as a responzs may b’ hatter unswercd by 1ts importance =xper1menta11y,

“ha addition of growth 2s i third respinse 1; sugnesbed by the "AV

vas3 no* strongly hackad by the' unlvqriﬂtn analvsps.

9

e.2, does tallness matter, or by the cost of measuring it.

1.

2.
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RESPONSE SURFACE ANALYSIS FOR DUAL RESPONSE SYSTEMS

Raymond H, Myers
Department of Statistics

Virginia Polytechnic Institute
and State University

ABSTRACT

The purpose of this work is to develop the theory associated with a
duai response surface model.» A dual response surface system is assumed
and the theoretical framework is developed for arriving at "optimum"
conditions on a set of independent variables.

The approach i1s to find conditions which maximize a "primary
respoﬁse" subject to the comstraint thét a "secondary response" takes
on some specified or desirable va;ue. An algorithm is outlined whereby
a use; can generate simple two dimensional plots to determine(the conditions
of constrained maximum ptimary response subject to the secondary response

taking on any value he wishes. He, thus, is able to reduce to simple

plotting the complex task of exploring the dual response system,

- In certain aituationa it becomes necessary to apply a double constraint,

< . <

the second being that the located operating conditions be a certain "distance"

from the origin of the independent variables, {or the center of the
experimental design).

The procedure applies to optimizing in caées where it 1s desirable to
employ two measures of effectiveness, coat often being the prime candidate
for the secondary response and a single measure of performance as the

primary response.

Preceding pags biank
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Introduction

;“the eitimatiog of (1.1) involves findiﬁg ;hé:stationary poiﬁ:k

RESPONSE SURFACE EXPLORATION IN PROBLEMS
INVOLVING TWO RESPONSES

£

Much has been written concerning the exploration of an experimental region

using response surface methods. Basically, a polynomial type response function

is uged to graduate a mechanism given by

ae- g(xli *2' LR | xk)
in some experimental region. The most frequently fitted response function and
the one to be used here is the quadratic model which gives rise to a fitted re-

sponse function of the form

ys by *+ x'b + x'Bx, (1.1)

where x is & vector of independent or design variables and y is the estimated
response, The elements in b and B represent least squares estimators, the lat-

ter being a k x k matrix

— f—

211 b12/2 ere blk/Z

b22 vos b2k/2

- ek ]
where the bij are gecond order coefficients. The total exploration following

2y = - B b2

and conducting a canonical analysis to determine the nature of the stationary

point., Discussions of these procedures are given in { 1 ), [ 2 ], and [ 5 ].
Quite often the researcher 1s confronted with the problem of simultaneous

optimization of two or mure response variates. It i{s not unusual in this
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situation to obtain a solution, x, which is optimal for one response and far
from 6pt1mal or even physically impractical for the other(s). The task is
then to arrive at some compromise conditions‘involving the two responses. The
problem is a natural one but orly a few papers dedicated to it haQe appeared

in the statistical literafure. See for example { 4} and [ 6 1.

The Dual Response Problem

Let us suppose that the experimenter has a primary response, with fitted

response function given by

~

|4

and what we shall refer to as a secondary responge (although indeed the two re-

B0y ‘ @

- bf," +xp® 4 x

spongses may be equally important) with response function given by

-

s

The expression in (2.2) may have been obtained from the same experiment through

) b;z) +xp@ 4 x5@ 4 (2.2)

the use of multivariate multiple regression or perhaps externally. The latter
may be the case when the secondary response is thg cost variébie in say a yiel&-
cost study. Indeed,’éhe cﬁefficients 1n;(2.2)7may possibly not be random variables
The solution proposed and discussed in the sequel is to find the conditions
on g_vﬁicb optimize ;P subgect to 93 - k,(where k is some desirable or acceptablen

¢’ Tn @

value of the‘éecoﬁdary response, (Actually; there are situations in which it is

necessary to consider a double constraint. This will be discussed inca later

section). To arrive at the solution mentioned above, Lagrangian multipliers are
needad. Thus, we consider
N ] )
L= bél) + 2(1) x + EfB(l)i - u(bSZ) + 2(2) X + 5'3(2)5 - k)

and require solutions for x to the set of equations

ALl.p-
3Ix —

which results in the foilowing:

— ‘ / -681 -
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It is important at this point to study the nature of the "stationary point"
generated by equation (2.3). We begin by considering the matrix of second par-
tial derivatives, the (1, j) element of which is
. 32L
ax, 9 x

17
It follows immediazely that

(1, 1= 1,2,....k):

M) = 2080 - w82y | (2.4)
Much of the development that follows is somewhat similar to the approach taken
by Draper [ 3 ] in Ridge Analysis. 1In fact, one can consider Ridpe Analysis in
which it is desired to maximize an estimated respui.3e, }. subject to the con-
straint E.il' Rz, as a special case of the dual respbnse problem. However, in
the duél response problem, the solution must depend on the nature of the matrices
B(l) and B(Z).

It is well known that if the matrix of second partial derivatives given by
equation (2.4) is negative definite, the value of x gen;rated by equatfon (2.3)
will give rise to a local maximum on §p (local minimum if the matrix of second
partials is positive definite). Therefore, rather than fixing ;s = k, an appro-
priate procedure would be to select directlv values of the Lagrange multiplier,
¥, in the region which gives rise to operating conditions on x from (2.3) that

result {n absolute maxima on yp, conditional on being on a surface of the secon-

dary response given by (2.2). In shat follows, we make use of the following

theorem.

Theorem 2.1: Let X and x, be solutions to equation (2.3), using Y and

-~

- - ’
u, respectively and let y =y .« If the matrix (B‘l) - ¥ B(z) i8 negative
2 8,1 8,2 1

(2)

definite then ; > ; . It also follows that {f (B(l) -y, B'77) 1is positive
Pl 7p,2 1
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; . : fu . def;ni;e{ then Yp,1 < yp’z. L‘ 4 . o
Proof
1f x5 and x, give rise to the same value of the secondary response, then
(2) _ * o(2) ¢ RSN ¢ V@, @ (2.5
by X, B bE B mxy BT xybxpy DU 4 by
; Consider now p,1 - Yp,z. We can write
- . N I ¢ L oY
Vo1~ Yp2 R B X TEH PRty mxp )b

By adding and subtracting u) 52'5(2312, we obtain ‘ .

v S 2 L TR N ¢ S IR ¢ 3 TN '@
Vo1~ Yp2" X1 B KX b BTxy w2y BX
+(x," -z, B, (2.6)
From equation (2.3) with u = u,; and x = x,, ve have ‘
* a(1) - v . (2) , C () gLt D
) Bk rux BUE bR Y D iz b .f
j
¢ ‘ "whiech from (7.5) becomes ;
X | oY) - @ .. '@ ' ,,m' 4-
x, B X, " ¥y Vg =¥ b T EM X 2 % x; . 2.7 7
p !
: From (2.5) we also have |
1
2 - v L2 2 |
52' 3(® X, = ¥g " X2 E( ? - bé ): L / S (2.8?’ :
. Hence, from (2.7) and (2.8) it follows that : . . |
S TS Vo) v @) |y L (1) ) ‘
2 3z mu xR xp e xy BT b rx b l
Thus, {2.6) becomes :
!
- - . ' v (2) _ (1) - v (1) - (2) ’
l Vo1~ Yp,2” Ep THE ) (P b -x, (B uy BUx, |
: From equation (2.3), we have 3!
1
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2.1

- ~ . L}
and, as a result yp,l = Yo.2 - (52 - 51) (3(1) -y 5(2)) (51 - 52)

-y -zt 8D Py - x- (2.9

vhich is positive if B(l) -y B(z) is a negative definite matrix and negative if

B(l) - ¥ B(z) is a positive definite matrix.

Theorem (2.1) indicates that in the quest for values of x which yield con-

1) (2)

strained maxima (minima) we can limit ourselves to values of py which make B* "'~ u B
negative deflnite (positive definite) assuming that such values exist. It shall be
demonstrated that this "workfng region” in u does often exist and that its location

depends on the nature of the matrices B(l) and B(z). Equation (2.9) also indicates

o1~ ;p,z - -z 60 -y 3 (x) - %))

cannot

vhich fmplies that while B(Y) - b 82 14 negative definite, (1) - u, (2

be negative definite unless both give rise to the same solution for x. It will

become apparent later that the latter cannot occur.

3(2) Positive Definife

Suppose that the stationary point of the secondary response results in a mini-
num, implying that B(z) is positive definite. Consider the quadratic form with
matrix given by M(x), i.e.,

s -y,

q=u'(
Since 8(2) is symmetric positive definite, there exists a nonsingular matrix R

(Rao [ 7 1) such that

2 3R - atagr ), 2y, e 3
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R B R. Ik‘
Performing the transformation

u =v R

we have

*

q= v diag (Xl -4, Az “ Uy ceey lk - v, (2.10)
The A's are merely the eigenvalues of the real, symmetrir matrix
- o Ly

Here Q 1s the orthogonal matrix for which

(2) | | (2.12)

QB Q =D,

and Dz is the diagonal matrix containing the eigenvalues of B<2). We use the nota-

tion Dg ) to denote a diagonal matrix containing the reciprocals of the square

roots of the gigenvalues of B(Z). From equation (2.10), it is clear that we can

insure a negative definite M(x) 1f u > Ak (positive defirite 1f u < Al) where

11. 12. ooy lk are the eigenvalues of the matrix S arranged in ascending order.

In what follows, it becomes apparent that this indeed defines the working region

for y and, in fact, any By > kk yields %y which gives rise to an absolgte maximum

(abgolute minimum for L < Al) conditional on being on a surface of secondary

RN c
response given by
- 'o(2) v ()
Yo, 0 “Po * X BT Ax B oxg.

It turns out that by choosing u values in this region one generates x's which give

all possible values of ;s‘
The following thenrem will be useful in obtaining an understanding of the

relationship between the Lagrangian multiplier, u, and the resulting estimated

-~685~
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~value of the secondary response funcéion.;

<

 Theorem 2.2 : Let x be a solution to (2.3) where B(z) is positive definite,

Then 32

§s with the equality holding only in the limit as u approaches t =«
»
) > 0 ,

Proof :

Differentiating both sides of equations (2.2) and (2.3) with respect to u

_yields
3;’-b.3_é+2.3(2)d5 | 2.13
dw 22 Fu x TV (2.13)
and
e -y 3‘2)),;_:.“,_24-3(2’ x. (2.14)

Upon taking the second partial in (2.13) and (2.14) with respect to u, one can

write
- L}
2y, s P LE SN SN
* 7 "b 2|z B —5+4 B _ (2.15)
3 p 2y ap2 auw 2 1
32 X
I u I u
' a2 ' 3 '
Upon premultiplying (2.14) by X and (2.16) by X and subtracting the result-
A
au I u
ing equations we find that
2 J 2
y X ) AX (2) 3 x oy ¥ X (2.17)
a3y » 3w 2 o
20X
Substituting the expression for 22 from (2.17) into (2.15) results in
9
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" Hence, the asymptotes at the A

R B . . . L . ‘
3 yﬁ ‘- 6 3 E B(Z) 2 i : . )
2 u2 d u FIEM)
I x
which, of course, is positive except when -— = 0, From (2.3) and (2.16)

I u

[-%

x

5—% = 0 only in thé limit as u approaches either plus or minus i{nfinity.

It is importént to note that the relationship between g and u is of the form

{ilustrated in Figure (2.1). 1In the flgure, Ys.0 is the value f the estimated
. 4
secondary response functior at its stationary point, the latter being a point of
minimum response. The existence of the asymgtotes 1is easily seen since from (2.3)
-1
lim x 3(2) 2(2)
R S

which is the center or stationary point for the secondary system. As u approaches

Ai (L =1,2,...,k), e approaches infinity since

IB(I) - xi B(Z)’ = Q. (1 - 1,2,...'k)

i
Theorems (2.1) and (2.2) indicate that the "workiug region" for u resulting in

a maximization of §p, subject to specific values of Vg is u > XA and v < Al for

k

minimization. In a practical situation, interest would only be centered upon that d

e <«

Eﬁrt of the working regibn that generates‘values of 95 and thus x in the region of
the experiment which generated either or both response functions. The procedure
of detefmining operating conditions can be reduced to one of constructing a few
simple graphs. Numerical examples of this piocedure are given in a later sectién

(2)

following the discussion of the problem for the case where B is negative definite.
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2.2

5(2) Negative Definite

When 8(2) is negative definite, the stationary poeint for the secondary re-
sponse function is a‘point of maximum response. Much of the development given in

the previous section carries over, with a few modifications that deserve some at-'

. tention. Consider again the matrix M(x) given in equation (2.4) and theﬂassociated

' orthogonal transformation

quadratic form q = g' (B(l) -n B(z))g. Again, there exists an orthogonal matrix -

Q for which

2
vhere D2 is a diagonal matrix containing negative values. Let the matrix

Q' 8@ qap (2.18)

. . : ,
Dz - - D2 and make the transformarion

x(~%)
e =QD, 'y,

*(-
where Dz( o 1s diagonal containing reciprocals of square roots of the diagonal

elements of D} Therefore, the quadratic form q can be written as

2-

Desrutly : | (2.19)

' ' (
q=y {P B
*(-%) )
wvhere P = Q D2 . The matrix P & P is real symmetric and thus there exists
an orthogonal O for which ‘ : .
: .
) E' A ;]o . At (2.20)
. [ ]
where A* 1s a diagonal matrix of eigenvalues of P B(l) P. We can then make the

o

y=0z (2.21)
and as a result
] *
q=z (A +p1] 2z (2.22)

1f we call A the diagonal matrix containing the eigenvalues of the symmetric matrix
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o S=Dp e BT ADY,

ce

which 18 real in spite of the fact that D;-&) contains purely imaginary values,
A .-, | | (2.23)
thus
' .
q= i [u 1 - A] Et (2.24)

So in order to render q negative definite, and thus find x from (2.3) which maxi-
mize ;p subject to a constraint on 9‘, we are led to choosing values of u which are

smaller than the smallest eigenvalue of S. On the other hand, if our desire is to

minimize ;s’ we find conditions by choosing uw larger than the largest éigenvalue
of 5.
A theorem analogous to Theorem 2.2 is again helpful in showing that constrained

absolute maxima (minima) are obtained by choosing u < Al (u > Ak).

Theorem 2.3: Let x be a solution to (2.3) with B(z) negative définitg. Then
a2 Yy
3 <0, with the equality holding in the limit as u approaches * o,
Iy

Proof: The proof is similar to that of Theorem 2.2
. As a ;esulg, the gature of the plot of ;s against uhis an inverte§ version of
rthat éiven in Figu;é 2.1, That is, ;s will approach - ©as u approacheg an eigen-
value of S, For values of p smaller than Al, ;s will increase with decreasing p
and asymptote to §s,0 which 1s its maximum value. Hence, the 'working region" {s
u < Al for constrained maximization of ;p and u > xk for constrained minimization

of .
Yo
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Summary and Example for Case where 8(2) is Definite

Perhaps the best way to summarize the results obtained when B( ) is definite

{s to ontline th~ procedure which would be followed when it is of interest to ob-

tain operating conditions resulting in a constrained optimum primary response

variable., Following this outline will be a numerical example.

Once the parameters of the two response functions have been obtained, the

eigenvalues of the matrix S should be determined. If one is interested in the con-

strained maximization of §p and B(z) is positive definite, then values of v > Ak '

should be substituted into equation (2.3) and stationary values of x generated.

These values of x represent points of absolute maximua response conditional on the

estimated secondary response being given by equation (2.2). If minimization is

desired, then values of uy < Xl should be chosen. If 3(2) is negative definite,

values of u < Xl provide constrained maxima and values of u > Xk provide constrained

minira,
Explora:ion of the dual response system can be carried out simply and concisely

by constructing plots of x, vs. ys, x, vs. ys, cees X, V. ys, and YB vs, YP- When

" these simple two dimensional graphs are available to the experimenter, it will be

possible for him to make a decision regarding what operating conditions should be

used, In particular, for any value of the secondary response chosen, values of

oo

4

the x's are found which gi\;e rise to the mazcimuu; (or einimum) orimaty résponse.

" One must be careful, of course, to consider as relisble only those results
corresponding to values within or on the periphery of the experimental region.
In addition, caution must be exercised in placing heavy reliance on results where

either or both response functions are derived from empirical data that may have
large random errors associated with them. (This too is a hazard with Ridge Analysis

as pointed out by Draper.)
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3.1 A Numerical Examole

Consider a dual response surface problem where yp and Ve depend on three
independent variables X3 le and Xs. The follewing two response functions were

fit to a set of experimental data

a 2 2
q - -
yp = 65,79 + 9.24x1 + 6.36x2 + 5.22x3 7.23x1 7.76x2
- 2 - -k
13.11x3 13.68x1 xz 18.92x1 x3 i .b8x2 x3.
s. . 2 2
Ve 56.42 + 4.65x1 + 8.39x2 + 2.S6x3 + 5.25x1 + 5.62x2
+ 4,22 2 + 8.74 + 2.32 + 3.78
-22x4 . xl.x2 -32x) x4 -78x, x4
giving
5.25 4.37 1.16
(2)
B = 5.62 1.89
svm 4,22

"with eigenvalues of 5(2) being (10.553, 3.557, 0.979). Thus, the secondary response

function yields a stationary point which 1s a point of minimum response, with the

stationary point and the estimated response st the stationary point being

0.5194 |

- o371 p@ ; ;-
5_3’0 B '—2' -1.178 |» ys'o 52.79
0.0814
< Por the primary response function
-7.23 -6.84 -9.46
3 . -7.76 -7.34 | (elgenvalues are 0.1765, -2.6304 .
-25.6460)
P -13.11

-

’ yp o" 50,4849

’

e




<>

'

52

EXPERIMENTAL |
—~— REGICN =

X, Xy,

s

Fig. 3.1 CONDITIONS OF CONSTRAINED MAXIMA ON PRIMARY RESPONSE
FOR FIXED VALUES OF ¥,.
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A
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Fig. 3.2 MAXIMUM ESTIMATED PRIMARY RESPONSE AT SPECIFIC
VALUES OF THE SECONDARY RESPONSE.
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s = 0¥ o' 51 q ol

5' For this example, we have

] 0.3078 0 0 0.64276  0.69381  0.32478
f
; s=|o 0.5302 0 -0.34969 -0.11148  0.93021{ 8} g
i 0 0 1.0105{! 0.68159 -0.71147  0.17097
-

' .
; — —
! - -2.0338 -1.4100 -0.7715
-1.4100 -1.4566 -1.3899

~0.7715 ~1.3899 -1.4861

The eigenvalues of S are

A = =4.0617 xz - -0.9%5 A, = 0.08017

T B g g

~

of .constrained maximum primary response. Corresponding values of Yo and ;s were

]
PR

with center at 5p 0 which is outside the experimeﬁtal region. The goal of the in-

Y, to become too large. It was felt that values of the secondary response larger

than about 65 would probably bz excessive. Recall that the matrix S is given by

; " indicates the locus bf operating conditions giving absolute maxima on the primary

Prom these results, it follows that the primary responge system is a "saddle system"

vestigation was to determine operating conditions which maximize ;p but do not allow

(-%)
2

Equation (2.3) was used with u > 0.08017 to generate values of x representing points

computed and the plots given in Figures 3.1 and 3.2 were constructed. Figure 3.1

response for various fixed values of the estimated secondary response. Figure 3.2

gives the value of the maximum estimated primary response for values of the estima~

ted secondary response.
' §p’ conditional on §s = 65.0 are found in Figure 3.1 to be
X = 2.07; Xy = - 1.15; X3 = - 0.6

with an estimated primary response found in Figure 3.2 to be approximately 74.

~695~
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These two dimensional plots can be very revealing in exploring dual response sys-
S N . tems and the method of course can be used for»any‘number of independent variables.

A computer algorithm can be easily altered to handle the case where 3(2) is nega-

’ ) tive definite. One merely needs to change all! the ligna from negative to positive
of th; eigenvalues of 8(2) in forming D to lvofd lmaginarf values. %heh all 6f the
aigns of the elements in the resulting S matrix should be changed and the A's ob-
tained as the eigenvalues of this matrix are appropriate. Points of maximum ;é are
then obtained by choosing u < Al and points of minimum §P are obtained by choosing
u Xk.
4.0 3(2) Indefinite
When 3(2) is indefinite, situations exist for which it is impossible to obtain
» a solution to the dual response optimization problem as {t is currently stated.
This will become obvious to the reader who attempts to maximize a two dimensional
primary response svstemﬂthat is ellipsoidal in nature with a minimum at the center,
given some specific value of a secondary variable with the latter having a saddle
L point system, i.e., B(z) is indefinite. No solution 1; found without further con-
straints.

(2)

b o In the case of a B which is indefinite and the desire is a constrained max-

! imization of ;P (constrained minimization is discussed in section 5.0), a solution
- Cooe ci{sts 1f the primary respoﬁse system yields a haximum af the(center,?i,e., B(l) is
negative definite. Likewise, a constrained minimization 1s possible if the primary

system yields a minimum at the center (constrained maximization is discussed in

section 5.0). For the foruer case, consider the matrix of second partial derivative
(1) 2)

M(x) = 2(B -3 B*""). To make M(x) negative definite, we require that the

quadratic form

be pogitive definite. Again, we make use of the fact that there exists a non-
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singular matrix R for which

R 3D R - diag (po eees A

R - -1,

the roles of 8(1) and B(z) having been reversed. The )'s are the eigenvalues of

the matrix

]

(‘8) [] (2) (‘3)
s« D P D1 ’ (4.1)

1
where P is the ortﬁogonal matrix for which

P -3V p . D,

B(l)).

and Di-k) contains reciprocals of the square roots of eigenvalues of (-

Letting u = R v, we have

.

q®= !f (v diag (Xl, ceey Ak) + Ikl !- c

The values of u required to insure a local maximum on y are those for which
'} 11 »-1 (1 =1,2,...,k) and, as a result, are the values of u to employ 1n (2. 3)
From the definition of S* and since 8(2) is indefinite, the signs of the A's will

be mixed. Thus, the appropriate values of u to use are given by the inequality

1 5 1 . - < :
-3 > > - ) ) (4.2)
1l xk : . ' : o "

Again, a plot of Vg against u in the working region of u, is very revealing.
Figure 4.1 indicates the appearance of this plot. 1In this case, the asymptotes will

not be at y = Xi but rather at u = _ %_ ({ =1,2,...,k), where a solution to equa-
i
tion (2.3) does not exist. To show this, we first consider

Thus, we have
-697-
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Thus, 1f b = - -;’:.IS' +-:- 1] = 0 and thus [3) -, 3P| <0,

The first derivative ° Js 1s negative 1in thg working region of u, f.e., in the -
: "

region given by equation (4.2), for we can write, by combining equations (2.13)

and (2.14) ‘
3y ;
et s 28D M) ., 3@ M@ + 282 . i

o - -
oo

The derivative cannot be other than negative in this region since B(l) -y 5(2)

is negative definite and(g(z) + 28(2))5.can only be zero when u is infinite. | i

Again, the methodology involves choosing values of u, this time in the region
given by equation (4.2), generating x values from (2.3), computing ia and iP and

plotting graphs similar to those in Figures (3.1) and (3.2) to descxibe the dual

response system in the experimental region and using these plots to arrive at ap-
propriatc operating conditions.

1f 5(1) is positive defini:e, operating canditions can be found which minimize

yp for specific values of f,. The procedure involves using values of u in equation

(2.3) for which.u Ai < 1 (4=1,2,...,k) where again the 1A's are eigenvalues of the -

matrix S" as given in (4. 1) In this case, P is the orthogonal matrix for which

w5, .
p'sMp D1 :
So the range of u to use in this case 1is given by E
(4.3) ;
v et i
1 k i
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3.0

Double Conatraint Exploration

c

tn the irovlouc sections, vQ have connidered the ;ivl;rntion ot(thc duﬂl
response aystem vith the goal of [inding conditions that optimize the primary
response vith & simple constraint, namely, that the secondary response takes
on a specific value., MNHowever, the experimenter will encounter ;4ny situations
vhere mathematically the solution 1s valid but the r;co-cndcd operating con~
ditions x fall outside the region of the experiment that generated the estimated
response functions and thus, would not de considered reliable. In the example
|l§cn in section 3,1, the method would not have been successful if the operating

conditions given in Pigure 3.1 for ;. ® 65 hu& fallen outside the experimental

vegion.
1t seems that an appropriats procedurs to follow would be to apply the
' R
additional conastraint JEI xf - lz (using x = 0 as the origin in the design vari-

ables) and employ the procedure where R is small enough to {nsure a solution inside
the region of the designed cxpcr!nent;

In fact, {f .(2) is indefinite, there are cases when such a procedure is
necessary. The solutfion to the problem as it has now been stated is obtained by
enploying, again, the method of Lazrangian multipliers. Hence, we consider the

function

L .,; - u(;. - k) - y(x'x - lz)- (5.1)

o v

The equation :

+

® 0 fmplies that

a® -us® oy xelap® - (5.2)
Perhaps the most effective method for solving (5.2) {s to choose values of u
and y directly, making appropriate choices to insure that the values of x repre-

sent operating conditions where the maximum (ur minimum) on ;’ is achieved. For
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5.1

a given value of u, the matrix of second partials

. 1s made negative definite (and thus, a local maximum achieved) by selecting

m u B‘ ) [See

Yy > Xk. vhere Xk is the largest eigenvalue of the matrix B
Draper { 3 ]}. Values of v < 11 should he taken for local mintma. In fact,
for u = 0, the problem reduces to Ridge Analysis where the locue of coordinates
generated by (5.2) represents points of absolute maxima on vp without the con-
straint on y..

The choice of u essentially defines the direction taken as one moves away

from x = 0. Again, various two dimensional plots describe the dual response

system. This will become apparent in the following section.

Eiamgle_

Two responses were fit to a set of experimental data involvinp k = 2 inde-

pendent variahles. The two response functions we:e found to he the followfng:

r 2

yp = 53.69 + 7.26x, - 10.33x2 + 7.2?x1 + 6.63!2 + 11.36xl xz.

1
- - - 8.61x 2 _ 2 _
y, = 82.17 - 1.01x, g * 1.40x] = 8.76x - 7.20x x,.

The method can be used for any value of k, the number of independent variables.
The above example was used so that the response contours can be drawm for illu-

strative purposes. The center of the primary and secondary systems are given by

r ~3.7197 . -0.439
%07 | 4. 0801 8.0 7 1 o, 311]
B(l) has eigenvalues given by 12.5187 and 1.1313 and thus, x p,0 represents a
point of minimum response. The'eigenvalues of B(2) are -9.9063 and 2.5463 and so

the secondary response system is hyperbolic in nature. Figure 5.1 shows the dual

regpongse gystem, Of course, in this example, it is impossible to find conditions
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A
vhich maximize ;’ subject to specific values of Yy However, by applying the
| ~ additional restriction that x'x = Rz equation (5.2) can be used with different
values 6( b and varfous values of v exceeding the largest eigenvalue of

(1), 4@

to generate values of x satisfying the constraints and giving
rise to opttnil operating conditions. The two dimensionsl plots in Figures
(5.2), (5.3) and (5.4) are helpful in providing anicxploritlon of the ly;tem
and providing a recommendation for future operating conditions.

Suppose for example that we wish to find condftions in the experimental
region which maximize ;P but we also require 84 <« ;' < 83. Figures (5.2) and 4
(5.3) indicate ‘candidates’ for operating conditions, The u = 0 line represents
maximization of yp lﬁbiect only to x'x = Rz. The line u = =2 at R = 1.0 appears

to be the proper choice. Figure 5.4 gives the values of the coordinates, x, = 0.85

1
and X, " =0.6, with the estimated responses at these conditions given from Figures

(5.2) and (5.3) as

A -
’p - 67, Y. " 87.8
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OPTIMIZATION OF INPROCESS STORAGE DEVICES
USING A GERT III-Q SIMULATION

Ray L. Peterson1
US Army Munitions Command,

Frankford Arsenal, .
Philadelphia, Pennsylvania

ABSTRACT, The purpose of this paper is to define storage devices, huffers,
to insure continuous operation of the subsystem and optimize output

efficiency for the entire system,

The optimization was achieved by using the simulation program GERT
III-Q. A Delphi type method of gathering data was used to obtain imputs
for this event type simulation.

The study shows that buffers contribute greatiy to the total effi~
clency of the entire system by smoothing out the discontinuities in
product.ion due to fallures, The optimum buffer size was approximately
twenty minutes and the initial level shou‘d be full at the beginning
of each day to maximize efficiency.'

INTRODUCTION. During the Korean conflict there.was little change'in

ammunition or manufacturing methods from those used in World War II and
no real process changes of significance were made during the post-
Korean period, New weapon systems gradually . began to come into exis=-
tance: the M-60 machine gun, the M-14 rifle,’ the M-16 rifle, and the
minigun, These weapons required two.new cartridges, the 7.62mm NATO
and the 5.56mm rounds. Thus, when the Vietnam conflict began to involve
more United States' forces, the World War II- Small Caliber Ammunition
Production Base was once again called upon ‘to ‘mass produce ammunition,
The reactivating of existing production lines ‘was complicated by the
need to convert the equipment. to manufacture a new family of small
caliber ammupition. The conversion’ program was both costly and time-
consumirg. The age and ¢ondition of the ecuipment, coupled with the
required modifications, dictated a major retuild program. This required
extensive retro-engineering and in-house‘manufacture of conversion and
repair parts, . .. .o *t

As a result of the- increased requirement fot Vietnam, it became
apparent that improvement in production *quipment was’ necessary. The
slow production of cartridges was not compatible wifh the rapid-fire
weapon concept currently gaining favor. Several studies were Initiared
to determine methods and meaus qQf imp:dving “and modernizing cartridge
production. Results Wwersa promising. The search for modern technoicgy
of the small caliber ammunition production was initiated in mid 1968
at Frankford Arsenal when the United Stadtes Army Material Command imple-
mented a program which establiehed the §..11 Caliber Ammunition Modern~

-....

1 See Pootnotes at the end of this atticle.. ;" '
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ization Program (SCAMP), The present manufacturing techniques employed
to produce small caliber ammunition were outdated due to the slow pro-
duction, high costs, and the large storage areas required between
operations, By providing a continuous process flow of raw materials
and finished products, SCAMP intends to show its superiority over the
batch process presently in use,

Due to the continuous flow nature of the SCAMP process, it readily
lends itself toward an event type simulation, The following is a block
diggram of the SCAMP process as applied to the 5,56mm production line.
(Mod A)

The SCAMP process for the Mod A line 1is actually broken down into
five discrete processes (submodules), Therefore, it can be easily
seen that a breakdown in any one of the five submodules causes a disrup-
tion in the flow of the others, However, if an inprocess storage area
was set aside for each of the submodules, a source to achieve continuous
operation of the entire process could be provided, From this point on,
the storage area will be referred.to as the buffer level. Modifying
the first flow chart, Figure 1, to include these buffer levels, it now
takes on the following appearance (Figure 2).

_ The question that now presents itself i{s: What should be the
optimal size and initial level of the buffer to insure comtinuous
operation of the subsystem and optimize output efficiency?

The purpose of this paper 1s to develop a decision risk-analysis
for the Mod A line to be utilized by the SCAMP management, and to show
the effectiveness of GERT III-Q as applied to operations research type
problems,

METHODOLOGY, In order to find the optimal buffer level in the Mod A
line, an estimate efficiencies of the subsystems, a GERT III-Q simula-
tion was chosen, (See Appendix A for a description of GERT III-Q).

Like any simulation, GERT III-Q needs input data from each submodule,
The types of data needed are: the estimated availabilitles for each sub-
module, the estimated repair times for each submodule, and the operating
speed of the Mod A line. Since Mod A is8 a new preocess, there is no ex-
isting data available on the reliability of the submodule, so the data
was gathered subjectively using a Delphi type3 method. »

This judgemental data, subjective ratings, were obtained from a
series of Delphi type questionnaires administered to a group of ten ex~
perts frcm Frankford Arsenal and Government contractors., Three rounds of
questionnaires requiring the same ratings were administered, In the
second and third rounds, the experts were asked to reconsider their own
ratings in the previous round in the light of the feedback information

-summarizing the groups ratings in the previous round, This mean was used

to represent the concensus among the experts, (Appendix B is a sample
questionnaire),
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Figure 3 1z the data in reduced form that was obtained from the
questionnaires,

- Using the data from Figure 3, a series of 16 simulations were made

. using the mean values of the estimated availabilities with several differ~

ent buffer sizes and levels, The size of the buffer is measured in minutes
of production that it is capable of holding, The series was repeated

for the three sigma limits of the availabilities., The upper bound on the
availabilities became 100%Z for each submodule, which is a trivial case so
the upper limit was changed to 95% available for a realistic performance.

Figure 4 shows the combinations of the simulations and their results
which were carried out using the GERT I1I-Q program and exercised on the
CDC-6400, Each simulation represents ten days production and the average
efficiency for this period is calculated, Where average efficlency is
defined as: the number of good pieces out divided by the number of good
pleces possible., (Appendix C is a sample of the type output of this model),

Figures 4, 5, and 6 are graphs plotting average efficiency in percent
versus the buffer sizes in minutes,

The differences between Figures 4, 5, and 6 are: Figure 4 represents
the simulation with the mean values of the availabil!lties for the submodule,
Figure 5 represents the simulation with the low values of the availabilities
for the submodules, and Figure 6 represents the simulation for the 952
availabilities for the submodules,

. The differences between the graphs appears to be that the curves tend
not to bend as sharply the higher the availability, Therefore, that tends
to show that the size of the buffer i1s not as critical to efficiency at

the higher avallabilicies, For example, the change in efficiency from a ten-

minute to a twenty-minute buffer, the low availability value is approxi-
mately 7%, while the change in the 9527 availabilities is approximately 2%,

Another {mportant observation made from the graphs is the full buffer,
independent of the sizes or the availabilities of the submodules is more
efficient, This can be observed in Figures 4, 5, and 6,

- The third and most important observation made is the optimal buffer
size, From the graphs it can be seen that the curves level off after
approaching the twenty minute size, So the optimum buffer size Js approxi-
mately twenty minutes, since at this point the percentage increase in
efficiency decreases to almost zero, while the costs (time, space, and
nuoney) of making a larger buffer is going up.

Some of the assumptions of this study are: when the submodule is
available it can be run at 1200 pieces per minute, no unacceptable pieces
are formed by the submodules (which would decrease efficiency), the number
of pleces that balk (overflow from a buffer) is not relevant to the optimum

size, and that the repair times fit a Beta distribution around the mean
for each submodule,

=713~

[ - e s T TN

e S S
R e e KN T X,
Mt e SPSNTI T A

b i b 1 e

y
i

$
-3
5
fig




3

TYPE OF
SUBMODULE

CASE

BULLET

PRIMER INSERT
LOAD & ASSEMBLE

PACKAGING

TYPE OF
SUBMODULE

CASE
BULLET

PRIMER INSERT
LOAD & ASSEMBLE

" PACKAGING

FIGURE 3

TABLE OF ESTIMATED AVAILABILITIES

X or AVERAGE

TABLE OF

ESTIMATED
AVAILABILITIES
in PER~CENT

3

78.0
85.0
93.5

90.5

94.0

1 ¢ -
3 . o

Y or STANDARD DEVIATION
of ESTIMATED AVAIL-
ABILITIES

8.1 |
8.1
2.4
5.5

2.1

ESTIMATED REPAIR TIMES

AVERAGE
ESTIMATED
REPAIR TIMES
in PER-CENT

15'0

11.5

10.0

8.0

15.0
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( - .
|
TABLE LISTING SIMULATIONS AND RESULTS
BUFFER SIZE in MINUTES, USING USING USING

and LEVEL at BEGINNING X X-3Y 95% f
of EACH DAY " EFFICIENCIES IN PER-CENT i
¢
10/ £ull 70.7 46.2 887 ;
- 10/half-full 69.5 454 ' 87.6 !
10/empty 66.5 42.0 - 86.5 ?
15/£ull 76.4 49.9 2.7 ;
15/half-full ' 76.3 ~ 48.9 o7 | '
15/empty 70.3 451 88.2 o
20/ £ull | 78.7 51.7 943 Z
20/half-full 76.2 50.4 93.4 1
20/empty 71.9 46.3  88.8 3
30/full 79.8 52.7 95.2 %
30/half-full | 77.4 51.1 94.5 %
30/empty 72.9 46.7 89.2 .

40/full 80.0 53.0 95.3

40/half-full . S 77.60 51.5 < 94.7

40/empty 73.1 . 41.0 . 89.5

Infinite/empty 73.5 . 48. 1 | 89.7

 PIGURE 4.
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CONCLUSIONS, In summary, the conclusions of this paper are:

. 1. The optimal buffer level is approximately twenty minutes, indep-
endent of availabilities, ) S

2, The optimal buffer level at the beginning of each day is full,
independent of availabilities and the size of the buffer.

3. The higher the availabilities of the submodules, the less critical
buffer size is to efficiency.
Other possible follow-up studies are: what effect does defective component
parts have on the buffer; what effect would it have on efficiency to change
the modular array of the submodules; the results should be updated when
better repair times, availabilities and their distributions become available,

APPENDIX A
GERT III-Q

The GERT III-Q program performs a simulation of a network by
advancing time from event to event (event simulation)., The events and
symbols associated with GERT III-Q network are:

1) Start of the simulation
2) End of an activity
3) Completion of a simulation of the network:

4) Storage capability or queue node

The start event causes all source nodes to be realized and schedules
the activities that emanate from the source nodes according to the output
type of the source node, The output type for all nodes ig either Deter-
ministic or Probabilistic, In the former case, all activities starting
from the node are scheduled, If an activity is completed that preceeds a
Q-node, there are two things that can occur: the activity following the
Q-node can be initiated; or the number in the queue can be increased by
one, The Q-node can serve only one item at a time, If the node 1is in the
process of serving an item, then the number in the queue increases by one.

Scheduling an activity means that an "end of activity" is caused to
occur at some time in the future, The simulation proceeds from event to

event until the simulation of the network is completed.

The above process is_then repeated until the number of simulations of
the network is completed,

The following, Figure 7, is the nodal network of the Mod A production
line used in the simulation, This figure also shows how it correlates to
the block diagrams of the 5.56mm production line ghown in the introduction,
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" 5) PACKAGING

APPENDIX B
MOD A DECISION PROBLEM

NAME

ORGANIZATION AND/OR DEPARTMENT

©

NOTE: The suéplementary material titled "Definition of Terms" has been
distributed for your easy reference in completing this questionnaire,

1, Prankford Arsenal has these objectives in modetnizing its submodule
system: -

1) minimize system component scrap rate
2) maximize system production rate

Rate the importance of these objectives relative to each other, Each rating
must lie between O and 100, and must be a multiple of 5, The sum of the
ratings must be 100, Note that a higher rating represents a more important

objective.

Objective : Priority Rating
Minimize Component Scrap
Msximize Production Rate

TOTAL : 100
2, The effectiveness of Mod~A will be traceable to the quality of certain
submodules, Consider the five submodules.
1) CASE
2) BULLET
3) PRIMER INSERT
4) LOAD & ASSEMBLE

Rate the submodules relative to how they meet Frankford’s objectives,
The ratings must lie between 1 and S, There is no other constraint.

3. Which one of the following would you rate the most important in
maximizing the production rate, .
1) in-process storage devices (buffers)

2) batch system
3) through process

Rate the above relative to Frankford's objectives. The ratings
must lie between 0 and 7, The sum must add to 7.

T L L1 TR, A s L 0P e ek e




4, 1If there is to be a buffer between each of the subrodules, what

size do you feel it should be to meet Frankford's objective?
Give your answer in minutes of producing 1200 pieces per minute.,
The answer should be in intervals of 5 minutes., Infinite is a valid

" answer,

minutes

"5, Give estimates to the following questions naséd on the "2,5 million

run" phase of Mod A,

1) Based on two shifts a day five days a week, How many minutes do
you feel the submodule will be available in an eight hour day? There are
480 minutes possible,

CASE minutes
BULLET

PRIMER INSERT

LOAD & ASSEMBLE

PACKAGING

2) In the 480, how many failures do you expect?

(number)

3) What type failures do you expect to occur most oftea? How
many of each do you expect in two (2) eight hour shifta? (number)

©

(a) Rotary failure (degrading type)

(b) Serial failure (catastrophic type)

6. If the failure is rotary (degrading), how long dc you think it will
take to repair one such failure, to include purge and start up time.
Convert time estimates to minutes,

minutes

¢

<o

7. What would you consider to be an estimate of the effic‘ency of Mod A
during the "2,5 million" run? . Cee . .

4

Rating should be given in percent and be ia multiples of 5,

Note efficiency is defined as good pieces out divided by good pieces
in, or ?7/1200 ppm,

where (?) represents good pieces out per minute,
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8, How many pieces of component scrap do you expect in an eight hour
shift given the submodule is producing 1200 per minute, when it is
producing, . o

CASE : (scrap rounds)

BULLET

" PRIMER INSERT
LOAD & ASSEMBLE
PACKAGING

9. How many minutes of an eight hour shift do you expect the submodule
to be down. There are 480 minutes in an eight hour shift,

CASE minutes

BULLET

PRIMER INSERT

LOAD & ASSEMBLE

PACKAGING

10, 1If the failure is serial (catastrophic), how long do you think it
will take to repair one such fallure, to include purge and start up
time, Convert time estimates to wminutes,

minutes
\_\\\\
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FOOTNOTES

ﬁllay Peterson, SP/4, Project Engineer of Systems, SCAMP office,

Prankford Arsenal, Philadelphia, Pa,

25SAMUCOM, The New Generation Small Caliber Ammunition Production
Equipment Concept VOL I, 15 April 1969.

3Prank11n Institute Research Labs, Applying the Delphi Method to the
Collection of Risk Analysis Data, Dec, 1971

‘Dt. Erwin Kreyszig, Advanced Engineering Mathematics (John Wiley and
Sons, Inc,, New York, 1968), 2nd Ed., Chapt 18, pp 732,
5Dr. Alan B, Pritzger, The‘GExT Simulation Program

Also

Dr, Alan B, Pritzger and Gary E. Whitehouse, GERT, Part II, Probabillistic
and Induatrial Engineering Applications, The Journal of Induatrial
Engineering, Volume IXL, No, 1, 1966, pp. 61-66,
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BIASED SAMPLES FOR TESTING

*- John Fargher, Jr.

U, S. Army Munitions Command
Frankford Arsenal
Philadelphia, Pennaylvania

INTRODUCTION, The 5asic tools of the reliability and quality con-

trol engineer are attribute and variables sampling inspection plans,
These tools, as useful as they may be, have presented a major obstacle
in the automation of many complex processes, These obstacles are:

1. Parts are pulled for samples and cannot be returned to the
process flow,

2. The sample size required to maintain consumer and producer
risk is too large to be handled economically on off-line
gaging.

Because of these obstacles, costs for Inspection is not decreasing com=-
mensurate to the drop in production costs realized through automation,

AUTOMATED INSPECTION, The area of automatic gquality assurance en-
compagses and is interfaced with all phases of the production process,
With the advent of more sophisticated and complex production systems, on
line collection of data is becoming commonplace. Inspections are per-
formed 100X on a go-no go basis (attributes)., Because of the high pro-

duction rates, variables data is unobtainable, Current methods of on-line’

automated inspection are limited to simple feedback arrangements in

. which limited switches are activated when a production item enters the

inapection station, The limit switch arrangement is usually a one sided
test, either a dimension is too large or within tolerance, or too small
or within tolerance, Two sided tests are accomplished on two separate
Automated Inapection Stations, The general scheme for inspection by
attributes (accept or reject) is shown in Figure 1 for one inspection
station on line,

On line . < c e ‘.
Computer
System

Geertbutes) T (sommo 50)

Automated )
loput > Inspection (Accepted
; Station Pie?es
} — e e e ]
{Calibration | ¥ pgajects

Figure 1. Diagram of Automated Inspection

Preceding page blank -727-

iyt s TN ek ....—-w-’-a-»..‘_ -

S i

T g i 0 e gt S Y R

oy ot

R

S A g s AN W SDp0

@




L]
e

As can be seen from Figure 1,, there are really two basic elements.
1, An on-line computer system
2, An inspection station with calibration
The operating aspects of the calibration test set and calibration
- error are discussed in detail in Rusinoff's book! and the Proceedings of

the Instrument Society of America (ISA): 19692, There are two outputs
from the automated inspection, accepted and rejected pieces, The accepted
pieces continue through the production flow., Rejected pieces are normally
not reworked but are discarded, Pieces from the process flow are pulled
‘for samples somewhere after the inspection station for variables control
charting and to check on the operation of the inspection station. Figure

2 1llustrates the general scheme for 100% on-line inspection and feed-
back from off-line gaging. : :

On line
Computer "\\\vnriables.
[ \‘!I.ta"
‘ | Off-Line
2. aging
é__ <O Gaging
™ Avtumated :
' Inspection Production Flos
Input | .
—PU e Station o Accc?%fd P Sampler  f———i
i | Pieces

-l

L-_a--;-\\*RQmw‘

Figure 2, Diagram of Automated Inspection with off—line.gaging of Pro-
duction Flow.

The automated inspection station is considered to have several to
many sensors for quality assurance measurement, Each inspection has a
probability of accepting "out of tolerance" pieces, B, & rejecting
"in tolerance" pieces, a, An operating characteristic curve for each
inspection 1s {llustrated in Figure 3,

Probability (accepting/out of tolerance) = B

Probability (rejecting/out of tolerance) = 1-8 . » oo

1Rusinoff, S. E., Automation in Practice, Chicago, Ill,, American
Technical Society, 1957,

zwilliams, T.J., & Ryan, R.M,, Progress in Direct Digital Control,

Pittsburgh, Pa,, Instrument Society of America, 1969,
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Figure 3. Operating Characteristic Curves for Individual Inspections

Probability (rejecting/in tolerance) = a.
Probability (accepting/in tolerance) = l-a
If several classes of defects are inspected for within an inspec-

tion station, each defect (or defect class) is judged independently of
all other defects (or defect classes). This means that screening may
be in effect for certain defects (clagsses) while at the same time sampl-
ing may be in effect for other defects (classes) at the same station,

Inspection may be set up so that the results are cumulative over
all stations for a given defect class or so that results at each sta-
tion are considered independently, It must be pointed out that the in-
spection results and judgments therefore must be individual defects for
which the AQL or AOQL is specified. If inspection is stopped where the
results are cumulative over the stations, all units which have not
reached the last inspection station must be removed and/or screened and
presented as resubmitted material, ‘

From this, considering all inspections are independent, the pro-
.babilities for the automated inspection station become )

n ,
* (1-8,) = 1-g* L e ‘
1-1 . . . ’ e e . i
o ‘ ) .
1= (1—81) =8
1=1,

vhere B* is the probability of accepting an "ocut of tolerance" piece, and

n

r 1~ mi) =1 - ak
=]l
n
1- v Q- ui) = gk
i=]1
-729-
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wheee 0% is the probability of rejecting an "in tolerance" plece, The
operating characteristic curves would be similar to Figure 3 but with
less of a gradiant (slope).

‘ Now, a new sampling technique is 1nttoduced, sampling from the pro-
ductlon flow and using all of the rejects as samples, Figure 4 illus-
trates this technique.

On line
Computer
System
5 —— (variables)
2
a Automated
5 | Inspection accepted ’J | Production qu;
Station prce Sampler
U,
rejects
Off-Line ,
Gaging ‘

FPigure 4. Diagram of Automated Inspection with off-line Gaging of acceptod
and rejected production flow.

The advantages offered by this sampling technique are:
1. Calibration of the Automated Inspection Station is checked
without the use of masters.

2, Fewer "in tolerance" pieces needed for the sample.
Because of the smaller sample of "good" pieces, fewer pleces are lost
from the production flow, fewer voids are introduced, and a greater
produccion efficiency results, Also, a periodic check on calibration
of the Automated Inspection Station is obtained without losing produc-

.tion time for the master gage, As this topic is further researched,

more advantages should be found, This makes sense as "rejects" should
tell more about the process than good" pieces.

CONTROL OF PROCESS AND ON-LINE INSPECTION. An example of a typi-
cal characteristic (dimension) probability density function is given
in the left hand side of Figure 5, The right hand side of Figure 5
illustrates a typical reject population, The normalized probability
density function of the accepted population, Figure 5, has the area
under the acceptance region of

1-x-p+8

8CChec © l-a+28-~p
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vhere p is the peréint defective divided by 100, and the area under
the rejection region of

"?ncc " T-a+2e-p .

The total area under the accepted population sums to 1,

The rejected normalized probability density function, Figure 5, has

an area in the acceptance region of
/ acc - —2 T
| - %Crey T Ta¥p-s

vhere a is the percentage of good pileces rejected, B is the percentage
of bad pieces that are accepted and p is the percent defective (area
to the right of production limit),
The area in the reject region is

-8
rejtej - E:;;B

' The total area of the reject population also sums to 1,

Looking at the reject population, given a = 1/1,000 = rejected "good"
pileces, B = 1/10,000 = accepted "bad" pieces, p=1Z%.

Percentage of rejected pleces = p+a-f= 1X + ,1X2-0,012
=1,092

The percentage of good pieces in the reject population is

rej = 1 -l a9.17g
acc 1+.,=,01 1,09
1-,01 .99 20,832
rej - - -
rej

1+,1-.,01 1.09 100,007

The signal from the on-line inspection station to the reject station
can be characterized by a binary code, Z, .

< < e

1, y> X
z-{’ P

0 otherwise,

where Xp is the production limit. The value for y is given by

y = X+e,

-732-
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. : vhere X is the actual measurement and ¢ is the srror term associated

. with gage r.oise, This error term is assumed to be an ensemble of error - L
-/ terms that is described by a Gaussian probability density function. A ’ i
priori probability of the parameter y is given by

2
exp (--(1:]9-2—')

2n o, 2<1y

where X {8 the mean value of the ensemble and ayz is 1ts variance,

The probability density function for the reject population is found,

uuing Bayes formula,
f,,(X,2=1
£ (X,1) = ..’E.z..(.......)
Xz fz(Z-l)

f(y) =

[ )
r

£
l Jx, y1x

r -

(y|X) £, (X)dy

P
J [; fz'x (y|x) fx(x)dydx

‘ “ - 02 ° 2 :
et - Ry L e (- g | |

. ‘X/Z?cv 9% 2% o, 20 :
- y ) x " x' X . H

r' (y-x) (x-uz2

T exp ( - ) exp (- ~~5~) dydx
. )X /i-o Z.Jz Vfi't-ux 20
~733-
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-X

exp (—i"—ﬂ-)n-o(——)l
/5;'ox Zax y

) © Xex
ru—-"-:')o(-l—-a ) dx
- X 4

But the denominator of this final expression is one minus a func-

“tion of the chosen values of cxz, g 2, U, xp but not on X, In the

analysis of the probability denaity function, 1 - K(a

2
X Tz 0 W xp) is

only a scale factor and will be signified by K,

2 _
r .r-l exp ‘(-E%L_)’forx-ro,
T K 9 Zax :
2
(X _-u)
£(X|2=1) = < 1 ( - -L——), for X = X_,
2/2r K o x
3
0, for X » -,
Therefore , S : :

2 2
£@|z-0- § e T r exp (-5 de.
- . Q. c P . .
‘ X (x -x)/a

The node of the distribution can be found by setting the partial of
£ (XIZ = 1) with respect to X equal to zero and solving

“ ‘ B 2 © ' °
af(x|y >X ) (x- ) C i (X=n) , 2
¥ Lo w () W = -3 exp ( - 3 )I exp(-;—')dt
) 4 k O 20 © (X «X)/o
X P Y

2
2 x -x)
+_1_,exp(_(x zu) - 12 ).
ko 20. 2
y x Ty
* Now that we have the probability density function, the mean can
be found from
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B(X) » I X £(X) dX
" (X=) 2 3 e2
- I -k-gxp(- 5 ) I exg(--z——)dtdx.

20. '
X (l!p X)/ o

I: can be shown that the function exists in closed fotn whenever 7x
s Uy and xp are chosen, Likewise, ‘the tolerance can be found such

%
that
R | * 2
J ;m(-?—-EL) I exp (- Mt dX =g
% X -X)/o, '
By , - ) |
I e (- &0, f exp (-3)dtax=1-3
— ZGx (XP-X)/UY '
“and © .

P[nLCL<x<RUCL]- l-a
This can be used for calculating the range on X (See Duncan, Table E2,
Page 874) and the R value for the range chart, where P(RLCL<R~RUCL)- .50.

To obtain a cell height for the x and Kolmogorov-Smirnov goodness
of fit teat, the function is integrated from X to xﬁax for each cell

1nterval

“ e . . c . <

. Co - L . : : e g

X, +AX . 2 p4

1 Lam :
J exp( - 2 exp(- £ dedk, 1=1,2,...,1,

20

X X =X)/o
. ( P )/ y
for n cells. AX should be chosen to assure that the interval is suffi-

clently large to allow at least 5 counts per cell whenever the statisti-
cal tests are run on actual data,
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Once the "reject inapection plan" is in effect, ie, p, X and range

-charts are being kept, tests of trends on the recorded values should

be implemented to test for trends in the measurement,

CONCLUSIONS, Application of this technique should be simulated

‘before actually applying it to a process to check for sensitivity to

the process and inspection parameters as opposed to the sampling plans
now in effect.
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METHODS TO EXTEND THE UTILITY OF LINEAR
DISCRIMINANT ANALYSIS*

: CPT Lawrence E, Larsen . .
Walter Reed Army Tastltute of Research
Division cf Neuv~psychiatry
Dept, of Microwave Research
Walter Reed Army Medical Center
Washington, D, C, ' : A

ABSTRACT

When attempting to apply multiple group discriminant analysis in the
setting of unequal population variance/covariance matrices, we propose a
method which may improve classification success., The method is based on
pre-clustering the groups according to similarity of their sample disper-
sion matrices, When such clustering is possible, a sequential discrimina-
tion of the groups in each cluster may allow substantially lower error

rates than a straightforward discrimination of the groups in one shot, due

to more appropriate pooling., This proposition is fllustrated with data
taken from an FEG (multiple group) pattern recognition problem where error
rate estimates (unbiased) were impressively improved with the strategy of
a layered decision process according to the above principles. Discussion
emphasizes the role of components analysis of the separate, sample disper-
sions to direct the clustering between groups, and the effect of segmenta-
tion on the "common" variance/covariance matrix at each layer.

©

AR R i kN A

<
c

In previous studies (Larsen & Walter, 1969; Larsen & Walter, 1970) a
method described as "the two astage machine" was employed to improve classi-'
fication success in a testing data set (Larsen et al,, 1971). It was based
on the idea of a layered decision process aimed at first discrimipating two
aggregates of g-oups followed by a later discrimination for the groups with-
in each aggregate taken separately, The aggregates of groups were determined
on the basis of cross~group clustering in a reduced diseriminant space of two
dimensions, This communication reports further studies on a possible theore=-
tical basis for the efficacy of the two-stage machine as well as a means to )
determine aggregate structure and when the technique zay be profitably employed.

*This paper was presented at the Seventeenth Conference on the Design
of Experiments in Army Research, Development and Testing.
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METHODS TO EXTEND THE UTILITY OF LINEAR
DISCRIMINANT ANALYSIS*

e

! CPT Lawrence E, Larsen
Walter Reed Army Institure of Research
Division of Neuropsychiatry
Dept, of Microwave Research
Walter Reed Army Medical Center
Washington, D, C.

ABSTRACT

When attempting to apply multiple group discriminant analysis in the
setting of unequal population variance/covariance matrices, we propose a
method which may {mprove classification success, The method is based on
pre-clustering the groups according to similarity of their sample disper-
sion matrices. When such clustering is possible, a sequential discrimina-
tion of the groups in each cluster may allow substantially lower error
rates than a straightforward discrimination of the groups in one shot, due
to more appropriate pooling. This proposition 1is illustrated with data
taken from an EEG (multiple group) pattern recognition problem where error
rate estimates (unbiased) were impressively improved with the strategy of
a layered decision process according to the above principles., Discussion
emphas{zes the role of components analysis of the separate, sample disper-
sions to direct the clustering between groups, and the effect of segmenta-
tion on the "common" variance/covariance matrix at each layer.

: L JE T QRS ] c

!
In ptevious?studies {Larsen & Walter, 1969; Larsen & Walter, 1970) a
method described 'as "the two stage machine' was employed to imp-ove classi-
fication success ‘in a testing data set (Larsen et al,, 1971), It was based
on the idea of a layered decision process aimed at first discriminating two
aggregates of groups followed by a later discrimination for the groups with-
in.each aggregate taken separately, - The aggregates of groups were determined

©

-on the basis of cross-group clustering in a reduced discriminant space of two

dimensions, This communication reports further studies on a posaible theore-
tical basis for the efficacy of the two-stage machine as well as a means to
determine aggregate structure and when the technique may be profitably employed.

-
*This paper was presented at the Seventeenth Conference on the Design
of Experiments in Army Research, Development and Testi;gi
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It should be noted that when all the assumptions urnderlying linear
discriminant analysis are met, there cannot be any advaitage to segmenting a
multiple group discrimination problem, The relevant asgumption underlying
classical linear discriminant analysis is that the m groups being discrimi-
nated are samples from m Gaussian propulations with equgl variance/covariance
(dispersion) matrices. Anv differences are limited to unequal mean vectors,
(The mean vector is an cidered one dimmngional array composed of within-
group means for each variate on which the measurement space constructed, The
dispersion matrix is a symmetrical two dimensional array of numbers contain-
ing the variances for each variate in the main diasgonsl and all possible

b pair-wige covariances in the off diagonal elements,) The dispersion matrix

and mean vector occupy importance because these two parameters completely
define a multivariate normal distribution, This statement is analogous to
the fact that the distribution of a single Gaussian variate is determined by
the population mean and variance, The assumption of equal within-groups
covariance matrices allows for optimal discrimination (i.e., minimal losses
vhen costs of misclassification are equal) with linear boundaries. When
this assumption is violated, the optimal boundary is no longer linear; rather,
the optimal boundary (in general) is quadratic, The linear boundary obtained
by BMD 0/M (Dixon, 1968) in such a setting is, therefore, not the optimal
boundary nor is it, in general, even the best possible linear boundary.
This results from the fact that the program pools across the individual groups
to estimate the so-called commou covariance matrix (cem), To the extent that
the assumption of equal dispersion matrices is true in the population sense,
such a pooling (or "averaging" of within-group dispersions) makes for a
better estimate of the population dispersion matrix than any one of the in-
dividual within-groups dispersion matrices taken alone, When this assumption
is violated, the resulting ccm does a variable amount of violence to the
separate population values, The extent of misrepresentation depends upon
how much the separate population dispersions differ, i

One_way to find the best linear boundary, or at least a better boundary
than the one determined by simple pooling, 1s to weigh the estimated within-
grouns dispersion matrices prior to pooling (Andersonm & Bahadur, 1962).
While this approach has generality, the determination of weights necessary
to find the best linear boundary ‘in a multiple group discrimination with
unequal within~group dispersions) 1is .ot always a simple exercise,

In certain settings, another approach proposed by Rao (1966) is possible.
The required conditions are that the differences in dispersion are arranged
in the test space such that dispersions are homogeneous within either of two
subsets, but heterogenecus between subsets. In this case, the optimal bound-
ary between subsste is quadratic, but the optimal boundary within subsets is
linear; thus, two "common"” covariance matrices result, each one common only
to the groups within the subset, This framework is the one which we believe
underlies the efficacy of the two stage machine, P

1Note that while a quadratic boundary is, in general, optimal for the
separation of such subsets, it may not perform appreciably better than a
linear one if the subsets do not extenaively overlap in measurement space,
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Rao's formulation is a tractable specialization of the more likely
situation that the subsets have greater similarity of dispersion within
subsets than across subsets, This presents additional measurement pro-
blems since testing equality of dispersion is simpler than indexing simil-
arity due to the variety of ways different within-group dispersions may )
still be (colloquislly) similar, At this point, it may be useful to note
that one cannot reasonably use the failure of tests for homogeneity of
dispersion to judge similarity of non-equality dispersions. Such a proce-
dure would only indicate the violence with which we reject the hypothesis
of equality, It is not reasonably extendable to the assertion that strength
of rejection may be used to group similar dispersions by strength of rejec-
tion of equality to one or a set of "standard" dispersion matrices. Such
a statement is analogous to the fact that the significance of Wilks' lambda
cannot be used to quantitatively judge group separation., Rather, a statis~-
tic such as Mahalonbois' distance is required,

When covariance matrices are examined for equality, all parameters of
description (the elements in the main diagonal and upper, or lower, triangle)
resolve to a single, dichotomous, dimension--equality or nonequality., When
dispersions differ, it seems reasonable to seek some summary indices rather
than an exhaustive examination of elements in the main diasgonal and upper
triangle, Therefore, we propose to parameterize the dispersions in a way
which capitalizes on geometric coicepts (as an interpretive aid) and not
to consolidate these measures, but rather to consider them separately
with some empirical guides for determining their relative importance,

Other than size (the volume contained in a given hyper-ellipse of equal
likelihood), which may be measured by generalized variance (determinant of
the dispersion matrix) for dispersions which are equal otherwise, we pro-
pose two indexes of dispergion: shape and orientation, We further propose
that principal components analysis of the estimated within-group dispersion
matrices may provide such a summarization.

Thus, we propose to cluster groups into aggregates on the baais of
greater similarity of dispersion within clusters than between clusters, The
technique may, therefore, be described as cluster seeking subset generation.
The objective is to provide more appropriate pooling at the level of discrim-
ination within the aggregates and to employ wither linear or quadratic bound-
aries for discrimination between aggregates depending on earlier considerationms,

In the setting of multivariate normal dispersions (with different cen-
troids) which are equal except for rotations of their hyper-ellipses in mea-
surement space, the most extreme dissimilarity would occur when the two major
axes are orthogonal, The effect of pooling in this extreme situation would be
to circularize the ccm, To the extent that the separate dispersions approached
isotrophy, i.e. as the separate dispersions approximate circularity as evi-
denced by equal or near equal eigenvalues, the pooling would be of little harm,
However, when the separate dispersions are strongly anisotropic, the poten-
tial error from pooling and consequent ccm circularization becomes more serious,
In this way, anisotropy (i.e., shape) becomes an antecedent for characterizing
similarity, That is, to the extent that the major axis of the hyper-ellipse
is long relative to the minor axes, then the dispersions may be described, ex-
cept for size, by the orientation (i.e,, direction cosines) of the major axis.
Consequently, similarity of dispersion may become similarity of orientation
of major axes when the dispersions are strongly anisotropic,
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If dispersions have been successfully clustered in this fashion, the
effects of unequal size are easily dealt with by translation of the deci-
sion boundary for discrimination either within or between clusters, The
optimal decision rule for discrimination when dispersions differ only in
size is obtainable from the likelihood ratio,

Principal components analysis serves two roles: a determination of
anisotropy by the inequality of the eigenvalues of the within group disperaion
matrices; and description of the orientation of the major axis of the hyper-
allipse by its direction numbers, which are the elementu of the eigenvector
corresponding to the first eigenvalue,

Principal components analysis consists of a rotational transformation
of co-ordinate axes with the object in mind that variance is maximized along
the new axes, The set of new axes constitute a set of normalized linear
combinations (sum of squares of coefficients equal to unity) of the old co~-
ordinates, That is, in the population sense we have a p-dimensional random
vectorl in the original co-ordirate system

- J
X={x), x, ...xp}
where Zps Xy ...xpare random variates,
The random p-vector has a mean of zero,
E(X) = 0
and a dispersion matrix
E(ix_') = [Z].

The linear combination is implemented by a p~dimensional column vector
of coefficients .o .

: © B = (b,b,, ...bp}“
The linear combination is made by the following

U = blx1 + b2x2+ ces + bpxp .

U=3B"'X

- The | transformation B carries the random vector X into a random scalar

<

variate U. The variance of U is ) ; . o
E(U)Z - E@.rz)z .
- EEX'D)

B'[z]B

1A random vector 1s the multivariate analog of the random variate in
univariate statistics,
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Thus, the variance of U depends on the coefficients of thé combination
and the dispersion matrix in the original coordinate system,
It is these variances, one for each set of coefficienta, which are

naximized lubject to the condition that

P2

x = 1.0

" - and that the sets are mutually orthogonal. That is, the 1hner'ptoducts

are zero.
39 L 3™ Lo for 1,5 = 1,2,.00p

and i#)
or equivalently,

4
I bk(i)bk(j) = 0 where k indexes variates and i J index sets of
kel coefficients

The column vectors of coefficients which maximize the above variances
are found as the vectors which are invariant under the linear transformation
fL], That is, invariant vectors are those which are changed only by a
scalar multiple with the given linear transformation:

[£] B = 2B

where A is a scalar constant, The invariant vectot(s) are foudd by solving
the following set of homogenecous equations .

(218 = 28
(Z]13-2 =0
(Iz] - (1B = 0

A non~-trivial solution exists when the coefficient matrix 13 singular,
That is, when

c e < e ’( ' ’f\j I:‘AII-O = - ©

The values of A which make the determinant zero are found by expanding the
above determinant to produce a polynominal in A,$ (1), of degree p., The roots
of $(\) are substituted separately into the coefficient matrix in order to
find the corresponding B. Thus, there are p sets of B(i) i=1,2,...p
corresponding to the p roots of ¢(A). Furthermore, under the above conditions,
the variance of composite, scalar variates U(1) = B(i X can be shown to be
equal to the value of the corresponding root, That is

2 _ N

E(U(i)) .
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If the ro;t. of ¢()) are rankéd in decreasing magnitude, 11> Az> ...>Ap.

The first principal component, 2‘1). makes the one linear combination with
maximum possible variance. The Y riate values on this coordinate are
covered by the random variate U( with variance of Al‘ Further, 1f X is

“'fron a iultivatiiie normal population, the first principal component corre-

sponds to the major axis at the hyperelipse of equal likelihood for the
multivariate "scatter diagram”,

Severs. additional features are of interest: 1) the roots of the charac-
. teristic polyaominal ¢()\), are real and non-negative; 2) the p sets of co-

efficients B(1) { = 1,2,...p produce p random variates U 1), i=1,2,...p
which may constitute a random vector

u=@®, v@, o)
Similarly, the ordered set of column vectors B(i)
formation matrix,

may constitute & trans-

U= [Bx

P.: ) 2: ‘2’...3’ ®)

The transformation matrix 1s non-singular and ortﬁogonal

|B] ¢ 0, [B][B'] = [I] = [B'][B]

where © [B] =

It caries the random vector X into the random vector U, This matrix of
normalized eigenvectors is known as a factor pattern matrix when the eigen-
vectors are multiplied by the square root of their corresponding eigenvalues,

1{2
. [A} - (BJ[A " ]

¢ - . <

where

Later presentation of the components analysis will be in terms of the factor

pattern matrix since the squared length of the vector will then equal the

corresponding eigenvalue and thus be an analog of variance on the component.
The random vector U in the new p-space has a dispersion matrix given by

EQ@U') = [A]
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That is, the dispersion matrix in the transformed space is diagonal with
the eigenvalues of the characteristic equation down the main diagonal, The
generalized variance is invariant, That 1s, the determinant of the two dis-

persion matrices are equal:
Al = |z

Lastly, the number of non=zero roots to ¢(\) depends on the rank of [I]. If
{L] 1s of full rank (rank equal to order) there are p non-zero roots to ¢(R).
If the rank, r is less than the order, p, then there are r<p non-zero roots

to ¢(2); thus, there will be r co-ordinate axes to the new space. This is

one possible route to dismensionality reduction, Another route is to select
the m largest roots of ¢(\) according to some criterion which most often
operates on the notion that the p-m smallest roots are either indistinct (i.e.,
equal or nearly equal) or constitute an empirically unimportant proportion

of the trace,

Other approaches to development of the principal cotponents solution in-
clude the following: 1) Pearson approached the problem from the point of view
of fitting an orthogonal subspace of q-dimension to a swarm of n points in
p-space where q<p. The criterion used was the subspace should minimize the
sums of squares perpendicular distances from the points to the subspace., The
solution is the first q eigenvectors of [Z]. 2) Hottelling approached it from
the random vector treatment where the object was to find a dimensionality re-
ducing transformation matrix such that the transformed random q-vector is the
best linear predictor of the original random p-vector where q<p, Again, the
solution is the first q eigenvectors of {IZ]. (See Rao, 1963 for further
development), .

At this point, let us consider some 2 and 3 dimensional examples! with
standardized variates: -
Consider the following variance/covariance matrix fsll

( 1.0 0.9] : -
[S,] = [R.] = ' . ‘
L 1 0.9 1.0

<
c

1n these examples, the variates are standardized (to have mean zero and vari-
ance unity) to simplify the fizures and exposition, This has the consequence
of making the covariance and correlation matrices equal, Furthermore, in the
two dimensional examples, the principal component is constrained to make a 45°
angle with abscissa, either in quadrant I or II, The fact that unities are in
the main diagonal means that the total variance to be modelled is p where p is
the order of the matrix. In general, the components analysis solution is not
invariant with normalization of variates, Also, distributional properties of
eigenvalues and eigenvectors of correlation matrices are not as well treated
as for the dispersion matrix (see Andersom, 1965),
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the eigenvalues are °

Al = 1,9

12 - 0.1

Note that the sum of the éigenvalues'equnll'the sum of the élemencawof the
main diagonal, i.e,, the trace of the matrix '

P
I Xi = 3z ’jj where p is the order of .[S].
" {=} j=1 ‘ :

The eigenvectors are

v, = [+0.70711,+ 0.70711)"
V1 «fv; %]

¥y " [-0.70711,+ 0,70711]'

Note that these are normalized

P .
X vi =1,0
=1

The factor pattern is
(A] = (V] [A}/2)
(A] = [0.7071 -0.7071]  [1.3748 0
; 0.7071  0,7071 0 0.3162

- 0. 97&5 "0. 223 N
(Al [0.9745 0.2233

If we take the columns of [A)} as locating two vectors in a two dimensional

test space, we have the following plot: (see Figure 1)

X2

~0 1

i .
¢ < . < /- Qaase

4o 5 /5 o

--3

10

FIGURE 1

Major and minor axes of a bivariate gaussian swarm with dispersion matrix isll.
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Note that the sign of 5, determines the quadrant in which the principal
component will be, When 82 is positive, the first component will be in

quadrant I, When it is negative, the first component will be in quadrant
II, Furthermore, the squared lengths of vectors are equal to the eigen~-
values, These, in turn, are proportional to the fraction of total variance

-explained on each axia, Given a bivariate normal scatter diagram, the

ellipse encloses lo of variance on each axis as generated by the corresponding
(nevw) composite variate, If the samples were from a bivariate gaussian
population, the first and second compcnents would be the major and minor
axes of any two-dimensional ellipse of equal likelihood. The high positive
correlation (and equal variances) puts the major axis in quadrant I, and
implies a long major axis relative to the minor axis,

We may check the effect of sign on location of the first principal

component by analyzing the following matrix:

9
(s, = ‘-0.9 1.0

with [81] for comparison

The corresponding factor patterns are

A = ] 0,975 -0.223
E 10,975 0,223

0.975 0,223

¢ e - < " :
¢ o © s © - ° L3
< o °

A, = l-o.975 0.223!

The change in sign of covariance (correlation) moves the first principal
component from quadrant I to quadrant II, :
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FIGURE 2

Major and minor axes of a bivariate gaussian swarm with dispersion macrixglszi.

The effect of change from a high positive covariance (correlation) to an
equally high negative correlation was to rotate the principal components co-
ordinate system 90°, The "shape" (ratio of lengths of major and minor axes)
of the bivariate swarm is unchanged, Thus, the sign and values in the first
column of [A] determine the direction of the first principal component in
the test space.

Components analysis also provides information concerning shape of the
test space hyper-ellipse by way of the relative sizes of the eigenvalues. We
noted before that a high correlation, regardless of sign, implies that the
test space has a long major axis relative to its minor axis. However, once .
out of the bivariate case, it 1s more informative to consider the proportion

- of total variance generated or explained by each component as an index of

relative dispersion along that axis, Thus, we can determine something about
shape of the multivariate swarm in measurement space., Consider a third two-
dimensional example:

(550 = [:5 2:3] = 18
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'The direction of its principal component is identical to the one for [S 1.

However, the shape of the ellipse is much rounder than before,

Xz
ri0

FIGURE 3
Major and minor axes of a bivariate gaussian swarm with dispersion matrix [S 1.

This is in contrast to 52 wherevshape was identical to Sl. We can summarize

this information in a table or plot of eigenvalues as proportionate contribu-
tion to total dispersion as in £ig, 4 and table 1,

FIGURE 4
A plot of the eigenvalues of [81], [82], and [83] as percentage of the traces,
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TABLE 1
Eigenvalues for 3 Tuo-by-Two Dispetaion Matrices
- 1.9 (951) 11 =1.9 (952)

1 §p8
12 . 0.1 (52) Ay = 0.1 (5%)

Ay = 1.5 (752)

“n
.

3 Y, = 0.5 (257)

Lat us consider two additional examples in three dimensions, Given the
variance/covariance matrix [84] written in upper triangular form,

1.0 0.7 0.5 ,
C[s,] = 1.0 0.9 {- [R,]
4 1.0 4

we have the following eigenvalues

Al = 2,41 (80%2), 12 = 0.524 (182),‘13 = 0,06 (22)

< ¢ R <

The factor pattern in

0.80 -0.59 0.06
0.97 0.12 -0,19
0,90 0.&0 0.15

s oc r © < < - s & .
T . T . . - B 3 oo & (S o
P N B < ) I . N . b o€

[a,) =

‘Direction of principal component and shape of distribution are seen 1n
the test space-as in Figure 5.
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FIGURE 5

Axes of a trivariate normal swarm with dispersion matrix [54].

The relative shape is further illustrated in Figure 6 by plotting the
cumulative proportion of total dispersion against the index i,

% Tr
00 ¢
n-

0=

FIGURE 6
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A plot of percentual eigenvalues for [84].
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We form a second variance/covariance matrix by interchanging the third
ment of the second row and the second element of the first row, Thus,

1,0 0.9 0.5] - ©
1.0 0.7 = [R]

1.0

[s) =

The eigenvalues are unchanged from before, but the orientation of the
factor ellipse is slightly changed by rotation toward the X, axis (See
Figure, 7). In the factor pattern, the first and third rowd have been
interchanged,

FIGURE 7 ‘
Axes of a trivariate normal swarm with dispersion
Matrix [SS] which 1s related to [541 by interchunging

elements 8,3 and 312. ’ .
/
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0.90 0,40 0.15
0,97 0.12 =-0.19
0.80 ~0.59 0.06

(A

5]

Thun; (s,] and (Ssj do not differ at all in shape and differ only slightly

in orientation, As a further index of similarity of orientation, we pro-
pose that the "coincidence" between the two principal components (as mea-
sured by the cosine of the angle between them) may be a useful guide when
similarities of orientation are not obvious by inspection of the factor
p‘tt.mo o . ' L
Given the coordinates of each first principal component [2., 2,, essf ] !

1’ "2 "p
or specifically ,

s,: [0.80, 0.97, 0.90]"

Sg:  [0.90, 0.97, 0.80]"
we convert these direction numbers, L, to direction cosines e, and B1 by i

dividing each with the constant C defined below:

e 1
thus, ¢ = 0B F (0,902 ¥ (0.90)2

C=1+v ,64 + ,94 + ,81
C=v 2,39 = 1,546
The diréction cosines are

SA’ [°1'°2'°3]

JJo.80 0.97 0.90|_ Y
SA'[TTEE » T55 0 153~ [0.5174, 0.6274, 0.5821)

Ss‘. [Bl’ sz 83] ) . . Ce O,’

[0.90 0.97 0.807_ ey
S5 255 » T35 » T35~ [0-5821, 0.6274, 0.51741".

The cosine of the angle between these two vectors is given by the sum of
the products of the direction cosines |

P
cos 6= % a, B

1-1 i1
= (0.5174)(0.5821) + (0.6274) + (0.5821)(0.5174)
- 0.2677 + 0,3936 + 0.3011

cos 6 = 0,9624
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which confirms the impression that interchanging the two elements leaves the
test space orientation of the first principal component essentially unchanged,
We see that principal components analysis provides information con- ,
cerning direction of the major axis of the hyper-elipse and shape of the ,
multivariaste swarm, We propose that this informatiom, in conjunction with the
presence of clustering among centroids in the test space, may provide a rea-
sonable basis for deciding the use of cluster seeking subset generation,
Moving now to the 5 variate sleep-stage data (Larsen & Walter, 1970) and
a consideration of shape, we find the following plot of eigenvalues as cumu-
. lative proportion of total dispersion,

. .,._;,' .

v mm e g m—— ——— o

coim ec—
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FIGURE 8
Plot of eigenvalues as percent of their trace fqt 6 sleep stages. S e

s . : . ¢ o

Clearly, groups 2, 3 and 4 are strongly anigsotropic with the fitst
principal component containing over 95% of the trace for any of the disper-
sions, Groups W, 1 and REM while leas anisotropic than the others are still
dominated by the first principal component to extents ranging from 70% to
80X of the trace. In this setting, inappropriate pooling could introduce
substantial error if the dispersions are substantially different in' orienta-
tion, Thus, the stage is set for characterizing similarity of dispersion by
.similarity of orientation of the separate first principal components, The
object in mind being to aggretate groups in such a way that the dispersions
are similar within a subject and dissimilar between subsets,
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The elements of the [irst principal componenc ror eacn group are
given below after applying the constant multiplier, k = 100|21|/21l11|, to

the loadings, (This has the effect of removing absolute size,

TABLE 2

First Principal Component
Direction Numbers for 5 Sleep Stages on 5 Variates

w 1 < R 2 3 4
6.25  40.65 41,30 74,50 - 95,30  95.95
26,25  46.60  34.00  8.85 3,11 1.985
61.70 6,55 18,65 4,27 0.99  0.10
0.29  4.50 0,389 0,70  -0.24  0.06
0.25 0,16  0.231  0.66 0.29  0.04

)1,2

Since these are also direction numbers, we may proceed to calculate the

cosines between selected pairs of principal components. Simp

le inspection

reveals that Stages 2, 3 and 4 are similarly oriented in terms of their

first principal component., Among members of the DESYNC set,
REM are more similarly oriented than either is to Stage Wake,

Stages 1 and
Vle will cal-

culate the "coefficient of co-linearity" for selected pairs of principal

components, The direction cosines are:

TABLE 3

First Principal Component
Direction Cosines for 5 Sleep Stages

W 1 R 2 3 4
A1 .093 4652 .728 .992 .999 .999
82  ,390 747 .601 118,033 .021
¢3 916 °,.105 .329 © ,057 - ,010 .001
814  .004 .072 .007 .009  -,002 .001
825  .004 .003 .004 .009 .002 .001

< c . AR

INote that we are not using the raw first eigenvector, Rather we are using

eigenvector,

2Removing absolute values obscures distributional properties of the loadings.,

. the first component which is a normalized and weighted version of the first

However, we do not make use of these properties in present or later calcula-

tions.

We do lose sight of the fact that eigenvectors associated with large

eigenvalues will have more sampling variation in their loadings than vectors

associated with smaller eigenvalues (Lawley, 1963).
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The cosine of the angle between two p dimensioaal vectors is given by:

P
cos O = I a.f .
1-1 1 1 ) A o

which leads to':hebfollowing table of selected comparisons
TABLE 4

Cosines Between Selected Pairs of First Principal Components

cos 9",1 = 0,448 cos ewlz = 0,191
Fou Owlx = 0,603 cos 81/2 = 0,741
cos °1/a = 0,959 cos 02/4 = 0,994

Note that the orientation of the first principal component for stage Wake
is rather unlike all other stages, but is most similar to stage REM,

On the basis of similarity of dispersion, it would appear that the
groups 2, 3, and 4 should be aggregated into one cluster, named SYNC for the
synchronous (slow, high voltage) appearance of the EEG; whereas groups W, 1
and REM should be aggregated in another cluster, named DESYNC for the
desynchronous (fast, low voltage) appearance of the EEG, The groups in the
SYNC subset have dispersions with principal components which are quite similar
within (the lowest being 2/4 = 0,994) and dissimilar between subsets ( the
highest being 1/2 = 0,741)., The picture in the DESYNC cluster is not as
clear; nevertheless, for each group the highest "coefficient” is still within
the DESYNC set. The highest within subset similarity being 1/R = 0,959, the °
lowest similarities are for those comparisons involving stage W. Yet the
highest coefficient is for W/1 = 0,448, whereas the best comparison across
subsets is still worse at 0,191 for W/2., Certainly, the average relation-
ship is higher within a get rather than across sets.,

It is interesting to compare the principal components for each group
against the first component of the various pooled covariance matrices, We
begin with calculation of direction cosines for the following poolings: 1)
combining all 6 groups into one common covariance matrix; 2) combining W,

1 and R into a DESYNC "common" covariance matrix; and 3) combining 2, 3, and
4 into a SYNC "common' covariance matrix. The direction cosines of the
principal components for these 3 ccm are as follows: .

<
< <

TABLE 5

Direction Cosines of the First Principal Component
for Various Poolings of Covariance Matrices

s D S
«999 .706  ,999
.024 .684  ,036
.006 .165 ,001
91004 0069 .008
.002 .028 ,002

NN
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Selected "correlations" are

TABLE 6

Cosines Between Selected Pirst Principal Components of
Groups and Pooled Covariance Matrices

4

2/(D + S) = 0,994 2/s = 0,996
W/D = 0,484 1/n = 0,994 R/D = 0,980

W/ (D + S) = 0,099 1/( + S) = 0.665 S

It is plainly apparent that the groups which benefit most from seg-
mentation by cluster seeking subset generation are W, 1 and R, Their repre-
sentation by the DESYNC ccm 18 much more realistic than representation by
the [D+S] cem, It is also these groups in which error rates improve the
most after segmentation.

When we consider both orientation and shape, it becomes clear that
clusters containing 2, 3, and 4 in SYNC; and W, 1, and R in DESYNC do pro-
vide a more reasonable basis for pooling than lumping both sets together,
The dispersions of SYNC and DESYNC subset members are more similar within
clusters than across clusters., We would expect pooling in the DESYNC
cluster to do somewhat more damage than pooling in the SYNC cluster because
R 18 less anisotropic and W is different in orientation.

ACKNOWLEDGEMENTS

The Computations reported herein were performed at the Division of
Computer Research and Technology of the National Institutes of Health
under an inter agency liason between WRAIR and DCRT. It is a pleasure to
acknowledge the helpful review of this manuscript provided by D, B. Tang,
Ph,D., a senior statistician, Division of Bilometrics, WRAIR, It is also
a pleasure to acknowledge the patient typing and figure preparatiun pro- '(
vided by Mrs, L, Mayer and Dept. of Audio VIzual Services, WRAIR, res-

‘pectively,
L REFERENCﬁS : . N c“g

Anderson, T. W. (1963) Asymptotic theory for principal components analysis

6

" Anderson, T. W. and Bahadur, R. R, (1962) Classification into two multi-

variate normal distributions with different covariance matrices. Ann.
Math. Stat., 33: 420-431

Dixon, W, J, (Ed.) (1968) BMD, Biomedical computer programs, HIlth, Sci.
Computing Facility, UCLA School of Medicine, Los Angeles,

=755~

T s TN e S T,




. ot

e ey

REFERENCES (C.n'd)

o

(Larlen, L., E., and Walter, D, O. (1969) On automatic methods of sleep

staging by spectra of electroencephalograms., Agressologie, 10 (numero
special): 1-14,

Larsen, L., E. and Walter, D, O, (1970) On automatié methods of sleep
staging by EEG spectra. Electroenceph. Clin, Neurophysiol,, 28:459-467.

Larsen, L, E,, Walter, D, O,, McNew, J, J,, Adey, W, R, On the problem
of bilas in error rate estimation for discriminant analysis, Pattern

Recognition, 3:217-223,
Lawley, D, N, and Maxwell, A, E. (1963) Factor analysis as a statistical

method, Butterworths, London,

Rao, C. R. (1963) The use and interpretation of principal components
analysis in applied research. U, S, Office of Education contract report
2-10-065.,

Rao, C. R, (1966)., Discriminant function between composite hypothesis
and related problems, Biometrika, 53:339-343,

~756-




LIST OF ATTENDEES

EIGHTEENTIl CONFERENCE ON THE DESIGN OF EXPERIMENTS
"IN ARMY RESEARCH, DEVELOPMENT AND TESTING

“US Army Ammunition Procurement & Supply
Agency, Joliet, Illinois
USAECOM, Fort Monmouth, New Jersey
National Security Agency, Fort Meade, Md.
Defense Research Establishment Valcartier,
Courcelette, P, Q., Canada
Picatinny Arsenal, Dover, New Jersey
US Army Ballistics Research Laboratories
Aberdeen Proving Ground, Maryland
University of Delaware, Newark, Delaware
US Army Ballistics Research Laboratories
Aberdeen Proving Ground, Maryland
National Security Agency, Ft. Meade,Md,
US Army Munitions Command, Edgewood
Arsenal, Maryland
US Army Materiel Systems Analysis Agency,
Aberdeen Proving Ground, Maryland
US Army Materiel Systems Analysis Agency,
Aberdeen Proving Ground, Maryland
USAECOM, Fort Monmouth, New Jersey .
University of Wisconsin, Madison, Wisconsin
US Army Munitions Command Edgewood
Arsenal, Maryland
US Army Construction Engineering Research
Laboratory, Champaign, Illinois
US Army Materiel Sysctems Analysis Agency

' Gary L. Aasheim = ¢
M. Acker

Ronald C. Adamowicz
Claude Angers

Louis Avrami
Paul G, Baer

K. S. Banerjee
Norman E. Banks

David R. Barton
Walter J. Bauman

Ray Bell

Alan W, Benton
Erwin Biser
G. E. P, Box
Barry H, Bramwell
Roger L. Brauer ¢

‘0: P. Bruno

Jagdish Chandra
L. D. Clements

-A. Clifford Cohen

Jacob L. Cohn

Eugene A. Cogan < o .
Norman P. Coleman, Jr,

E. Covert

Paul C. Cox

Larry H. Crow

Leo Davis

=757~

Aberdeen Proving Ground, Maryland
ARO, Durham, North Carolina

Yuma Proving Ground, Yuma, Arizona
University of Georgia, Athens, Georgia
US Army Combat Development Command
Fort Belvoir, Virginia .
George Washington University, = ..
Alexandria, Virginia

US Army Weapons Command, Rock Island, I1l.
Degeret Test Center, Fort Douglas, Utah

White Sands Missile Range, New Mexico

US Army Materiel Systems Analysis Agency

Aberdeen Proving Ground, Maryland
US Army Combat Development Maintance
Agency, Aterdeen Proving Ground, Md,

o= TR Y g et

AN -
A



e et

‘Hany 8, Dea US Army Materiel Systems Analysis Agency,
. ' Aberdeen Proving Ground, Maryland
L, Richard J. D'Accardt USAECOM, Fort Monmouth, New Jersey
L I. A, de Armon Edgewood Arsenal, Maryland
‘ Faust Denicola . . US Army Materiel Systems Analysis Agency,
. Aberdeen Proving Ground, Maryland
D. Dense USAECOM, Fort Monmouth, New Jersey
Douglas Depriest Office of Naval Research, Arlington, Va,
William de Rosset US Army Ballistics Research Laboratories,
, o _ Aberdeen Proving Ground, Maryland
e "+ Gerard Dobrindt US Army Test and Evaluation Command,
Aberdeen Proving Ground, Maryland
‘ Reed E. Donnard Frankford Arsenal, Philadelphia, Pa.
\ } John J. Dougherty Boeing-Vertol, Philadelphia, Pa,
| . Francis G. Dressel Duke University, Durham, N. C.
P : John Dziobko, Jr. , US Army Munitions Command, Dover, N.J.
: ' Churchill Eisenhart ' National Bureau of Standards,
Washington, D. C.
Henry Ellner US Army Materiel Command, Washington,D.C.
Bernard F. Engebos US Army Electronic Command, White Sands :
Missile Range, New Mexico !
Oskar M. Essenwanger US Army Missile Command, Redstone ‘
Arsenal, Alabama ¢
Glenn Estell ’ Land Combat Materiel Test Division, White
Sands Missile Range, New Mexico ‘
Clagence F. Ey US Army Small Arms Systems Agency,
. Aberdeen Proving Ground, Maryland
Harry Ferngold US Naval Ships, R&D Center, Carderock,Md.
J. A, Feroli US Army Materiel Systems Analysis Agency,
. Aberdeen Proving Ground, Maryland ;
. James J, Filliben ‘ . National Bureau of Standards, : 4 |
t , Washington, D. C. e
, Richard Fischer . Edgewood Arsenal, Maryland :
i R. A. Figher : US Army Test and Evaluation Command, ?
{ ‘ . . . ‘Aberdeen Proving Ground, Maryland
‘ Edwards N. Fiske ' Edgewood Arsenal, Maryland
' Pe Walter D. Foster Port Detrick, Frederick, Maryland
Fred Frishman Office, Chief of Research and Development, it
. Washington, D. C,
o William F. Fulkersom . US. Army Weapons Command, Rock Island, Il11. s
S "A. S. Galbraith ‘ ARO, Durham, North Carolina
e SSG Bruce W, Geff o National Security Agency, Ft. Meade, Md
L Aaron H. Getzel L ' Frankford Arsenal, Philadelphia, Pa.
: Henry Goldstein Biomedical Laboratory, Edgewood Arsenal,
. Maryland
. Benjamin S. Goodwin US Army Test and Evaluation Command,
' Aberdeen Proving Ground, Maryland
Pamela C. Gosnell National Security Agency, Ft. Meade,Md.
Harry Greveris Frankford Arsenal, Philadelphia, Pa.
Maj. David S. Grieshop Hq., Combat Development Command,

Fort Belvoir, Virginia

~758-

R




o

Allan H., Layman
Stuart Layman
JaméncLechQ;r :

Major Dick T, Leclere
Charles T. Lempke, Jr.
William G. Lese, Jr.
Raymond B. Loecke
Charles C, Lozar

Dale A, Madden

C. Maloney

James M, Mario
Joseph M, Marlia

Jack Martin

Charles E. Mattes
Chester H, McCall, Jr.

W. A, McCool
Bruce McDonald
Richard McGauley

William McIntosh

Georges J. McLaughlin

David R. McVeigh
Martin Messinger
Robert Mioduski

< James N. Mitchell’

J. Richard Moore

Paul More
Col, George T. Morris, Jr.

Walter L. Mowchan

Leslie Murray
Raymond H., Myers

-760-

Agency, Aberdeen Proving Ground, Md.

US Armmy Combat Development Maintance
Agency, Aberdeen Proving Ground, Md,
Night Vision Laboratory, USAECOM,

Fort Belvoir, Virginia

National Bureau of Standards,

Washington, D, C.

US Avmy Infantry Board, Fort Benning,Ga.
National Security Agency, Ft. Meade,Md. .
US Army Materiel Systems Analysis Agency,
Aberdeen Proving Ground, Maryland

US Army Management Engineering Training
Agency, Rock Island, Illinois

US Army Construction Engineering

. Laboratory, Champaign, Illinois

Food and Drug Administration, Rockville,
Maryland

Food and Drug Administration,

Rockville, Maryland

Picatinny Arsenal, Dover, N. J.

Air Defense Materiel Test Division,

White Sands Missile Range, N. M. N
US Army Combat Development Maintance Agency,
Aberdeen Proving Ground, Maryland
Consuldyne, Inc., Bethesda, Maryland
Internal Careers Institute, Los Angeles,
California

~ White Sands Missile Range, New Mexico

Office of Naval Research, Arlington,Va.

. US Army Test and Evaluation Command, ’

Aberdeen Proving Ground, Maryland

US Army Test and Evaluation Command,
Aberdeen Proving Ground, Maryland

Defense Research Establishment Valcartier,
Courcelette, P, Q. , Canada

National Security Agency, Ft.Meade, Md.
Picatinny Arsenal, Dover, New Jersey

US Army Combat Development Maintance

Yuma Proving Ground, Yuma, Arizona

" US Army Ballistics Research Laboratories,

Aberdeen Proving Ground, Md.

Frankford Arsenal, Philadelphia, Pa,

US Army Test & Evaluation Command
Aberdeen Proving Ground, Maryland

US Army Materiel Systems Analysis Agency,
Aberdeen Proving Ground, Maryland

US Army Weapons Command, Rock Island,Ill.
Virginia Polytechnic Institute & State
University, Blacksburg, Virginia



L

e s e 7 o e e £ ees

Beatrice S. Orleans

Maj. William J, Owen
Rudolph J. Pabon

Geza Pao
Jack L. Pcrrin‘

James E, PerryL

Elliot G. Peterson
SP/4 Ray L., Peterson
Colonel Jack M. Pollin
Colonel Lewington Ponder
Paul Randolph

Robert C. Raybold
Barry H. Rodin

Arnold J. Rosenthal
Edward W. Ross, Jr.
Alan Rowberg

George Schlenker
MAJ. W. A; Schmidt
Ralph E, Shear
Victor E. Shely

J. Shea
Gregory Sliwa

Royce Soanes
Hetrbert Sélomon

C. E. Sperry
David J. Sookne

Walter H., Squire
Todd Stevenson

Arthur Stuempfle
Douglas Tang
Malcolm S. Taylor

-761~

Naval Ships Systems Command,

Washing ~a, =, 1

US Army Infantry Board, Ft. Beaning, Ga.
US Army Combat Development Command,

Fort Belvoir, Virzinta

Picatiuny Arsenal, Dover, New Jersey

US Army Topographic Laboratorles,

Fort belveir, Vigini.:

Night Vision Labcratery, USAECOW

Fort Belvoir, Virginia

Deseret Tect Center, Port Douglas, Utah
Frankford Arsenal, Phi;adnlphla Pa,

US Military Academy, West Point, N.Y,

US Army Test and Evaluation Coemand,
Aberdeen Proving Cround, Maryland

New Mexico State University, Las Cruces,
New Mexico .

National Bureau of Standards,
Washington, D, C.

US Army Ballistics Research Laboratories,

"Aberdeen Proving Ground, Maryland

Celanese Research Corporation,

Summit, New Jersey

US Army Natick Laborvatories, Natick,Mass.
US Army Medical Research Institute of
Infectious Diseases, Ft, Detrick,
Frederick, faryland

US Army Weapons Command, Rock Island, Ill.

US Military Academy, West Point, N.Y.

US Army Ballistics Research Laboratories,
Aberdeen Proving Ground, Maryland

Night Vision Laboratories, USAECOM

‘ Fort Belvoir, Virginia

Physics Intetnatioual Company
US Army Aviation Test Board,

Fort Rucker, Alabama
Watervliet Arsenal, Watervliet, New York

- Genrge Washington University,

Washington, D, C.
Deseret Test Center, Fort Douglas, Utah

National Bureau of Standards,
Washington, D. C.

Frankford Arsenal, Philadelphia, Pa.
US Army Test and Evaluation Command,
Aberdeen Proving Ground, Maryland
Edgewood Arsenal, Maryland

Walter Reed Army Institute of Research,
Washington, D. C.

US Army Ballistics Research Laboratories,
Aberdeen Proving Ground, Maryland

e . E o e SO




“

Jarry Thomas
James W, Thompson

W, A. Thompson, Jr.
Peter A. Thornton
Robert M, Thrall
Edward A, Timsans
Chris P. Tsokos

J. W. Tukey

Lt. Col, Luke Vavra
Edgar P, Virene

V. V. Visnaw

Mary Ann Wali

G. S. Watson
Gertrude Weintraub
Larry West

Edward F, Wilsey

Gary Witzling

US Army Combat Development Command,
Fort Belvolr, Virginia

US Naval Weapons Laboratory,

Dahlgren, Virginia

University of Missouri, Columbia, Mo,
Watervliet Arsenal, Watervliet, N, Y.
Rice University, Houston, Texas
Edgewood Arsenal, Maryland

University of South Florida,

Tampa, Florida -

Princeton University, Princeton N.J.
US Army Combat Development Maintance
Agency, Aberdeen Provinyg Ground, Maryland
US Army Small Arms Systems Agency,
Aberdeen Proving Ground, Maryland

US Army Materiel Testing Directorate,
Aberdeen Proving Ground, Maryland

US Army Natick Laboratories,

Notick, Massachusetts

Princeton University, Princeton, N, J.
Picatinny Arsenal, Dover, New Jersey '
US Army Test and Evaluation Command,
Aberdeen Proving Ground, Maryland

US Army Ballistics Research Laboratories,
Aberdeen Proving Ground, Maryland
Picatinny Arsenal, Dover, New Jersey

-762-




