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The Army Mathematics Steering Committee (AMSC) sponsors, on behalf of the Chief of Research, Development and Acquisition, the series of conferences entitled, "Design of Experiments in Army Research, Development and Testing." It delegates the responsibility for the conduction of these meetings to its Subcommittee on Probability and Statistics. At the 30 November 1973 meeting of this subcommittee it was recommended that appropriate steps be taken to celebrate the twentieth anniversary of the design of experiments conferences. After some deliberation it was decided to ask members of the Program Cominittee to increase the usual number of invited speakers from five to eight, and to invite Army scientists to contribute many papers for both the technical and clinical sessions. In addition, some person should be asked to give a history of these conferences and their importance to the statistics used by the Army. This individual should point out the role played in these conferences by Professor Samuel S. Wilks, and also discuss his many contributions to the Army and to the other armed services. The Chairman of the Subcommittee, Dr. Walter Foster, reported that the coming conference would probably be held at Fort Belvoir and he hoped for confirmation of this in the near future.

In a letter under date of 20 February 19/4, Lieutenant Colonel Harold P. Hoefekamp issued a formal invitation to hold the conference at Fort Belvoir on 23-25 0ctober 1974. We quote the following paragraph from his letter: "The Operational Test and Evaluation Agency and the Engineer Center considers it an honor to host the Army's 20th Design Conference. Every effort will be made to insure that the best facilities and support are made available for this historic event. Both the Operational Test and Evaluational Agency and the Engineer Center are fully aware of the conference's significance, not only to the Army's scientific community, but to the Army as a whole." The sentiments expressed in this letter certainly guided the hosts in their handing of this meeting as it was one of the best conferences in this series. This was no doubt due largely to the expertise with which Fort Belvoir handled the arrangements and the visitors. Mr. Walter Hollis, Chairman on Local Arrangements, is to be commended on a very fine job. Unfortunately, he had to be out of the country on the dates of the conference. In his absence, Captain Stanley Dahlin took over his chores. He deserves special recognition for the manner in which he performed his assigned duties.

Each year the Program Committee is instructed to select invited speakers who can discuss in an informative and stimulating manner statistical areas of current interest. At least one of the speakers, who has expertise in areas of special interest to the host installation, is asked to present new developments in these fields. These selection criteria were certainly met by the gentlemen giving the talks in the General Sessions. The titles of their addresses are noted below:

```
Samuel S. Wilks and the Army Experiment Design Conferences
    Dr. Churchill Eisenhart, National Bureau of Standards
Multidimensional Contingency Tables
    Professor Solomon Kullback, The George Washington University
Multivariate Data Analysis
    Professor Herbert Solomon, Stanford University
Order Statistics
    Professor H. A. David, Iowa State University
Reliability
    Professor Gerald Lieberman, Stanford University
Ranking and Selection Procedures
    Professor Robert Bechhofer, Cornell University
Maximum Information from Experiments
    Dr. Marion R. Bryson, U.S. Army Combat Development Experiment Command and
    Dr. William Mallios, McDonald Service Company
```

The tenth Samuel S. Wilks Memorial Award of the American Statistical Association was presented to Mr. Cuthbert Daniel for his many outstanding contributions to the applications of statistics. The presentation of the meda1, citation and honorarium was made by Professor Jerome Cornfield, President of the American Statistical Association. More details about this award appear in the body of these proceedings.

Probably the most valuable phases of these conferences are the technical and clinical sessions. In the technical sessions Army scientists announce their successes in handling a few of the many technical problems they face, while in the clinical sessions they have a chance to get help from nationally known scientists on ways to cope with some of their unsolved design problems. This year there were thirty-four (34) technical papers and eight (8) clinical papers on the agenda. We are pleased to be able to print many of these contributed papers in this technical manual.

Members of my Program Committee (Marion Bryson, Gerard Dobrindt, Walter Foster, Fred Frishman (Secretary), Walter Hollis, Badrig Kurkjian, Clifford Maloney, Herbert Solomon, Douglas Tang and Robert Thrall) are due my thanks for outlining the main events of this meeting and for selecting such an outstanding list of invited speakers. I would also like to express my appreciation to Francis Dressel for serving as secretary during the final phases of this conference.

FRANK E. GRUBBS
Conference Chairman
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The U.S. Army Operational Test and Evaluation Agency and the U.S. Army Engineer Center

*     *         *             *                 * Wednesday, 23 October * * * * *

0800-0900

0900-1130
REGISTRATION - Main Lobby of Humphrey's Hall

GENERAL SESSION I - Auditorium of Humphrey's Hall
CALLING OF CONFERENCE TO ORDER
Walter Hollis, Chairman on Local Arrangerents, U.S. Army Operational Test and Evaluation Agency

WELCOMING REMARKS

CHAIRMAN OF SESSION 1
Dr. Ivan R. Hershner, Jr., Office of the Chief of Research and Development and Acquisition, The Pentagon, Hashington, D.C.

SAMUEL S. WILKS AND THE ARMY EXPERIMENT DESIG' CCNFERENCE SERIES
Dr. Churchill Eisenhart, National Bureau of Standards, Gaithersburg, Maryland

MULTIDIMENSIONAL CONTINGENCY TABLES
Professor Solomon Kullback, Department of Statistics, The George Washington University, Washington, D.C.

1130-1300 LUNCH

1300-1445 CLINICAL SESSION A - Auditorium of Humphrey's Hall

## CHAIRMAN

Douglas B. Tang, Department of Biostatistics/Applied Mathematics, Walter Reed Army institute of Research, hashington, D.c

CLINICAL SESSION A - (COnt'd)
PANELISTS
A. Clifford Cohen, Institute of Statistics, University of Georgia, Athens, Georgia

Churchill Eisenhart, National Bureau of Standards, Gaithersburg, Maryland
Bernard Harris, Mathematics Research Center, University of Wisconsin, Madison, Wisconsin
J. Richard Moore, U.S. Army Ballistic Research Laboratories, Aberdeen Proving Ground, Maryland

NEEDED-MULTI-DINENTIONAL, NON-GAUSSIAN, RANDOM PROCESSES WITH SPECIFIED COVARIANCE AND PROBABILITY DENSITY FUNCTIONS

James W. Wright, Advanced Sensors Directorate, U.S. Army Missile FD\&E Lab, AMICOM, Redstone Arsenal, Alabama

DESIGN OF EXPERIMENTS FOR THE EVALUATION OF MATERIEL PERFORHANCE IN WORLDWIDE ENVIRONMENTS
B. O. Benn, Waterways Experiment Stations, Corps of Engineers, Vicksburg, Mississippi

STATISTICAL TESTING OF ELECTROEXPLOSIVE DEVICES SUBJECTED TO SHORT PULSE STIMULI

Burton V. Frank, Picatinny Arsenal, Dover, New Jersey Ramie H. Thompson, Franklin Research Institute Laboratories, Philadelphia, Pennsylvania

1300-1445 TECHNICAL SESSION 1
CHAIRMAN
William L. Shepherd,'Instrumentation Directorate, U.S. Army White Sands Missile Range, White Sands Missile Range, New Mexico

TARGET VISIBILITY AND DECISION OPTIMIZATION
Timothy M. Small, U.S. Army Mobility Equipment Research and Development Center, Fort Belvoir, Virginia

OPTIMIZATION OF A PRODUCTION LINE
Eileen Weigand, Manufacturing Technology Directorate, Frankford Arsenal, Philadelphia, Pennsylvania

AN APPLICATION OF THE WEIEULL-GNEDENKO DISTRIBUTION FUNCTION FOR gENERALIZING FRAGMENT CONDITIONAL KILL PROBABILITIES

William P. Johnson, Modeling Branch, VL, Ballistic Research Laboratories, Aberdeen Proving Ground, Maryland

## CHAIRMAN

Fred K. McCoy, Metholology Branch, Test Design Division, U.S. Army Operational Test and Evaluation Agency, Fort Belvoir, Virginia

PSEUDO-BAYESIAN INTERVALS FOR RELIABILITY OF A SERIES SYSTEM GIVEN WEIBULL COMPONENT DATA

Ronald L. Racicot, Research Directorate, Benet Weapons Laboratory, Watervliet Arsenal, Watervliet, New York

THE UNIQUE APPLICATION OF BAYESIAN STATISTICS TO HIGH RELIABILITY TESTING

Charles Pleckaitis and Erwin Biser, Electronic Engineer, Avionics Laboratory, USAECOM, Fort Monmouth, New Jersey

ANALYTICAL APPROACH TO ROBUSTNESS FOR BAYESIAN DEVELOPMENTS IN RELIABILITY

Chris P. Tsokos and A.N.V. Rao, Department of Mathematics, University of South Florida, Tampa, Florida

A BAYESIAN APPROACH TO RELIABILITY GROWTH ANALYSIS
John G. Mardo, Product Assurance Directorate, Product Assurance Technology Division, Picatinny Arsenal, Dover, New Jersey
$1445-1515$
$1515-1700$

BREAK

CLINICAL SESSION B - Auditorium of Humphrey's Hall
CHAIRMAN
A. Clifford Cohen, Institute of Statistics, University of Georgia, Athens, Georgia

## PANELISTS

0. P. Bruno, Reliability, Availability and Maintainability Division, U.S. Army Materiel Systems Analysis Agency, Aberdeen Proving Ground, Maryland
Cuthbert Daniels, Rhinebeck, New York
Bernard Harris, Mathematics Research Center, University of Wisconsin, Madison, Wisconsin

## CHAIRMAN

Badrig Kurkjian, U.S. Army Materiel Command, Alexandria, Virginia EXPERIMENTAL COLLECTION OF STATISTICS BY COMPUTER SIMULATION: THE 'AUTOVON NETWORK
Egon Marx, Harry Diamond Laboratories, Washington, D.C.
AN ANALYSIS OF BUFFERS IN A PRODUCTION SYSTEM
Anton Hauschild, Manufacturing Technology Directorate, Frankford Arsenal, Philadelphia, Pennsylvania

## RATE DEPENDENT FAILURE PROCESS SIMULATION

Martin Roffman. and Robert Kuehn, Manufacturing Technology Directorate, Frankford Arsenal, Philadelphia, Pennsylvania
STATISTICAL MODEL FOR CONTROLLER PERFORMANCE MEASURES FOR AN AIR TRAFFIC AUTOMATED CENTER (ATMAC)
Erwin Biser, Avionics Laboratory, USAECOM, Fort Monmouth, New Jersey
1515-1700 TECHNICAL SESSION 4
CHAIRMAN
Edward W. Ross, Jr., U.S. Army Natick Laboratories, Natick, Massachusetts

A FLEXIBLE, GENERAL PURPOSE COVARIANCE CONPUTER PROGRAM
Clifford J, Maloney and Lucille Carver, Bureau of Biologics, Bethesda, Maryland

OBSERVATIONS ON THE ALGEBRA OF NON-NORIAL FUNCTIONS
Donald M. Neal, Mechanics Research Laboratory, Army Materials and Mechanics Research Center, Watertown, Massachusetts

COMPUTATION OF MOMENTS OF A LOG RAYLEIGH DISTRIBUTED RANDCM VARIABLE.

William L. Shepherd, Instrumentation Directorate, U.S. Army White Sands Misslle Range, White Sands Missile Range, New Mexico

ON THE TYPE I| ERROR OF THE $2 \times 2$ CONTINGENCY TABLE CHI-SQUARE STATISTIC

Robert L, Launer, Procurement Research Office, U.S. Army Logistics Management Center, Fort Lee, Virginia

1900-2000

2000-

SOCIAL HOUR - Mackenzie Hall (Officer's Club)

BANQUET
PRESENTATION OF THE SAMUEL S. WILKS MEMORIAL AHARD
Dr. Frank E. Grúbbs, Ballistic Research Laboratories, Master of Ceremonies

CLINICAL SESSION C - Auditorium of Humphrey's Hall
CHAIRMAN
Boyd Harshbarger, Department of Statistics, Virginia Polytechnic Institute and State University, Blacksburg, Virginia

PANELISTS
A. Clifford Cohen, Iostitute of Statistics, University of Georgia, Athens, Georgia

Larry H. Crow, U.S. Army Materiel Systems Analysis Agency, Aberdeen Proving Ground, Maryland

Gerald Lieberman, Department of Operations Research, Stanford University, Stanford, California

CLIMATIC CHANGES FOLLOWING VOLCANIC ERUPTIONS
John Bart Wilburn, Jr., Instrumentation and Methodology Branch, U.S. Army Electronic Proving Ground, Fört Huachuca, Arizona

VALIDATION OF ENGINEERING SIMULATION MODELS
Roland H. Rigdon, Rodman Laboratory, Rock Island Arsenal, Rock Island, Illinois

0830-1000 TECHNICAL SESSION 5
CHAIRMAN
Gerard T. Dobrindt, U.S. Army Test and Evaluation Command, Aberdeen Proving Ground, Maryland

PREDICTING METASTASIS BY DISCRIMINANT FUNCTION WHEN SMALL OPHTHALMIC MELANOMAS HAVE BEEN DIAGNOSED

Waltor D. Foster and Ian McLean, Armed Forces Institute of Pathology, Washington, D.C.

FORECASTING MODELS FOR MOSQUITO POPULATION BEHAVIOR
Stephen Smeach and Chris P. Tsokos, Department of Mathematics, University of South Florida, Tampa, Florida

CURVE FITTING OF DISCRETE POINTS BY LEGENDRE POLYNOMIALS
O. M. Essenwanger, Physical Sciences Directorate, U.S. Army Missile Command, Redstone Arsenal, Alabama

TEHCNICAL SESSION 6

## CHAIRMAN

Paul C. Cox, Quality Assurance Office, U.S. Army White Sands Missile Range, White Sands Missile Range, New Mexico

1300-1415 TECHNICAL SESSION 7 - Auditorium of Humphrey's Hall

## CHAIRMAN

Richard J. D'Accardi, U.S. Army Electronics Command, Fort Monmouth, New Jersey

SKIP-LOT PROCEDURE FORMULATION USING THE SIMPLIFIED MARKOV CHAIN METHOD

Richard M. Brugger, RAM Assessment Division, U.S. Army Armament Command, Rock Island, lllinois

## SEMI MARKOV CHAINS APPLIED TO CONTINUOUS SAMPLING FLANS

David L. Arp, Naval Weapons Center, China.Lake, California

1300-1415 TECHNICAL SESSION 8

## CHAIRMAN

Gertrude Weintraub, Ammunition Development and Engineering Directorate, Concepts and Effectiveness Division, Picatinny Arsenal, Dover, New Jersey

PREDICTING RELIABILITY GROWTH
Larry H. Crow, U.S. Army Materiel Systems Analysis Agency, Aberdeen Proving Ground, Maryland

MINIMUM VARIANCE SOLUTION OF A POLYNOMIAL FUNCTION OF TWO NOISY RANDOM VARIABLES

Oren N. Dalton, Mathematics Services Branch, U.S. Army White Sands Missile Range, White Sands Missile Range, New Mexico

1300-1415 TECHNICAL SESSION 9

## CHAIRMAN

CPT Lolt D. Prolgler, Analysis Branch, Technical Support Division, U.S. Army Operational Test and Evaluation Agency, Ft. Belvoir, Virginia

THE PROBABILITY OF MOTOR CASE RUPTURE
Ronald S. Downs and Paul C. Cox, Quality Assurance Office, U.S. Army White Sands Missile Range, White Sands Missile Range, New Mexico

ON THE NONEXISTENCE OF SOME INCOMPLETE BLOCK DESIGNS
Alan W. Benton, U.S. Army Materiel Systems Analysis Agency, Aberdeen Proving Ground, Maryland

1415-1445 BREAK

1445-1700 GENERAL SESSION III - Auditorium of Humphrey's Hall

## CHAIRMAN

Professor Herbert Solomon, Department of Statistics, Stanford University, Stanford, California

ORDER STATISTICS
Professor H. A. David, Department of Statistics, lowa State University, Ames, Iowa

## RELIABILITY

Professor Gerald Lieberman, Department of Operations Research, Stanford University, Stanford, California

0830-0915 TECHNICAL SESSION 10 - Auditorium of Humphrey's Hall

## CHAIRMAN

Boyd Harshbarger, Department of Statistics, Virginia Polytechnics Institute and State University, Blacksburg, Virginia

SIMPLE STATISTICAL ALTERNATIVES TO THE METHOD OF LEAST SQUARES FOR THE DETERMINATION OF X-INTERCEPT, AND SLOPE

Joseph F. Hannigan, Research Institute, U.S. Army Engineering Test Center, Fort Belvoir, Virginia

A STATISTICAL APPROACH TO THE LOADING ANO FAILURE OF STRUCTURES
Ronald Merritt, Construction Engineering Research Laboratory, Champaign, lllinois

0830-0915 TECHNICAL SESSION 11
CHAIRMAN
Lang P. Withers, Analysis Branch, Technical Support Divislon, U.S. Army Operational Test and Evaluation Agency, Fort Belvoir, Virginia

STRAIN GAGE INSTRUMENTATION FOR AMMUNITION TESTING
Paul D. Flynn, Pitman-Dunn Laboratory, Frankford Arsenal, Philadelphia, Pennsylvania

DATA ANALYSIS OF AUTOMATIC TRACKER TESTING
Nicholas P. Marasco, Robert T. Volz and Thomas G. Kelley, Photoelectric Branch, Fire Control Developnent and Engineering Directorate, Frankford Arsenal, Philadeiphia, Pennsylvania

0830-0915 TECHNICAL SESSION 12
CHAI RMAN
Roy C. Schmidt, Test Design Division, U.S. Army Operational Test and Evaluation Agency, Fort Belvoir, Virginia

STATISTICAL INVESTIGATION INTO PULSE CHARGING OF NICKELCADMIUM BATTERIES

Walter Kasian and Erwin Biser, U.S. Army Electronics Command, Fort Monmouth, New Jersey

OPTICAL CHARACTERIZATION OF SURFACE ROUGHNESS
E. L. Church and J. M. Zavada, Frankford Arsenal, Philadelphia, Pennsylvania

0915-1045 GENERAL SESSION IV - Auditorium of Humphrey's Hall
CHAIRMAN
Dr. Frank E. Grubbs, Chaiman of the Conference, U.S. Army Ballistic Research Laboratories, Aberdeen Proving Ground, Maryland

OPEN MEETING OF THE AMSC SUB-COMMITTEE ON PROBABILITY AND STATISTICS

Dr. Walter D. Foster, Computer Services Division, Armed Forces Institute of Pathology, Washington, D.C.

RANKING AND SELECTION PROCEDURES
Professor Robert Bechhofer, Department of Operations Research, Cornell University, Ithaca, New York

1045-1115 BREAK

1115-1215 GENERAL SESSION IV (continued)
MAXIMUM INFORMATION FROM EXPERIMENTS
Dr. Marion R. Bryson, U.S. Army Combat Developments Experiments Command, Fort Ord, California
Dr. William Mallios, Braddock, Dunn, McDonald Sérvice Company, Fort Ord, California

SAMUEL S. WILKS AND THE ARMY EXPERIMENT DESIGN CONFERENCE SERIES

> Churchill Eisenhart Senior Research Fellow Institute for Basic Standards National Bureau of Standards Washington, D.C. 20234

ABSTRACT. A biography of Professor Samuel Stanley Wilks (1906-1964) of Princeton University, with particular attention to his early life, notes on the persons who shaped his professional development, review of his many facetted professional career and his role in initiating and launching the U.S. Army's annual series of Conferences on the Design of Experiments in Army Research, Development and Testing.

1. BIRTH, FAMILY, AND EARLY YEARS. Sam Wilks was born on the 17th of June 1906 in Little Elm, Denton County, Texas, the first of the three children of Chance C. and Bertha May Gammon Wilks. His father trained for a career in banking, but after a few years chose instead to make his livelihood by operating a 250 -acre farm near Little Elm. His mother had a talent for music and art; and a lively curiosity, which she transmitted to her three sons. The predilection of their father, Chance $\mathcal{C}$. Wilks, for alliteration is manifest in the given names of all three: Samuel Stanley, Syrrel Singleton, and William Weldon (Wilks).

Syrrel, less than two years younger than Sam, was his boyhood companion; studied biology (B.S., 1927) and physiology (Ph.D., 1936); became Associate Professor of Physiology at the Air Force School of Aviation Medicine; and passed away early this year (1974). In consequence of Sam's and Syrrel's initials being the same, their publications are sometimes lumped together under "S. S. Wilks" in bibliographic tools, e.g., In the successive volumes of the Science Citation Index.

Sam's "baby brother," William, was eight years younger. He also took a B.S. degree; became a research advisor to Bell Aircraft Company in Fort Worth, Texas; and is still living. The choice of "Weldon" for his middle name is merely a happenstance of his father's effort to achieve a triple alliteration, and has no genealogical significance: there is no known connection between the Chance Wilks family and that of the pioneer biometrician, W. F. R. Weldon (1860-1906), who died in London in April of the year in which our blographee was born; or with any other Weldons.

Sam began his early education in a typical one-room rural school house where, in the seventh grade, he had as his teacher William Marvin Whyburn, who became a distinguished mathematician, the president of Texas Technological College (1944-1948), and the chairman or head of
two university departments of mathematics (UCLA, 1937-1944; University of North Carolina, 1948-1956, 1960-1965)--the first of an extraordinary number of prominent people who had a part in Sam's education. He attended high school in Denton, the county seat and the site of North Texas State Teachers College (now North Texas State University), and of a College of Industrial Arts for women (now Texas Woman's University). During the week he roomed in Denton, and went home on weekends, walking the 15 miles to his father's ranch when necessary. During his final year of high school, it was noticed that he was absent repeatedly from study hall. Inquiry revealed that he was skipping study hall in order to take a mathematics course at North Texas State Teachers College.

Following graduation from high school, Sam continued his studies at North Texas State Teachers College, where he followed an industrial arts program, with particular attention to mathematics. He received an A.B. in architecture in June 1926, a few days before his 20th birthday. A large drinking fountain, designed by $S$ an and a friend, on the campus of the College attests to his talent and serves as a reminder of his one-time interest in architecture. But believing his eyesight inadequate for the life of an architect, he turned to a career in mathematics.
2. TEACHING AND GRADUATE STUDY. During the school year 1926-1927, Wilks taught mathematics and manual training in a public school in Austin, Texas, and began graduate study of mathematics at the University of Texas there. He continued his studies at the University of Texas as a part-time instructor in mathematics 1927-1928; and received an M.A. in mathematics in 1928. His first course in advanced mathematics at the University of Texas was set theory, taught by R. L. Moore (1882-1974), renowned among mathematicians for his research in topology, his unusual methods of teaching, and the vigor and resoluteness of his opinions. Wilks was fascinated by the unfolding of this beautiful theory from a few simple definitions and axioms, but Moore's espousal of pure mathematics as a discipline wholly divorced from application, and Moore's scorn of applied mathematics as work on a level with washing dishes, were incomprehensible and unacceptable to him. Had Moore's attitude been otherwise, Sam might have become a topologist. But, as Alex M. Mood́ㅣㄴ has said in his note on Sam's philosophy about his work, "Sam's character demanded that his work be immediately and obviously useful [and] Moore was the last man to persuade him that point set theory was useful." (MOOD 1965, p. 953) Much more in keeping with his "character" were probability and statistics, to which he was introduced by Edward L. Dodd (1875-1943), an inspiring teacher and distinguished scholar, noted for his researcheg, on mathematical and statistical properties of various types of means.

An aside on Sam's views with respect to pure mathematics and pure mathematicians seems appropilate at this juncture, before taking up the next step in his education. To this end 1 can do no better than to
quote further from Mood's note:
"Wilks...saw little sense in pure mathematics unless it had some ultimate application. He generally believed that most pure mathematics would eventually justify itself in this way and was delighted when that did happen in his own work or that of others.... The set theoretical foundation of probability theory developed by Kolmogorov gave Sam no end of pleasure partly because of that early course, perhaps, but more likely because it was a good piece of evidence that pure mathematiclans were not, after all, wasting their time.
"While Sam was generally optimistic about the eventual utility of pure mathematics he became less and less patient over the years with pure mathematicians themselves-especially those in the United States. For one thing he belleved that their general refusal to apply their intellects even briefly to important practical problems was less than patriotic, to say the least. He rarely missed an opportunity to point out that almost all top-level Soviet mathematicians had at one time or another turned to an important field of application thus placing themselves, in his eyes, quite above many of America's leading mathematicians.

[^0]Iowa ${ }^{3 /}$ under Henry L. Rietz (1875-1943) ${ }^{4 /}$, the leader of his generation in American mathematical statistics.- Wilks stayed on at the University of Texas as an instructor in mathematics during the summer of 1928, and the academic year 1928-29; applied for a fellowship at the University of Iowa; and to pick up some ready cash, served as a monitor for State bar exams given at the University.

In due course, Sam was offered, and accepted, a fellowship at the University of Iowa, in Iowa City. He arrived in Iowa City in the summer of 1929 to begin a two-year program of graduate study and research leading to a Ph.D. degree in mathematics, with a minor in education. During the second summer (1930), he was joined by two others whose names were later to become well-known in probability and mathematical statistics circles: Allen T. Craig and John H. Curtiss.

Curtiss had just received his A.B. In mathematics at Northwestern University, and had come to the University of Iowa to study actuarial mathematics preparatory to choosing actuarial work as a career. He was assigned to one of two desks arranged back-to-back in the Mathematics Department Library, the other occupied by Sgm. He has a closeup picture of Sam taken from this vantage point. ${ }^{\text {- }}$

Allen T. Craig, in contrast, had returned to the University of Iowa in the summer of 1930 for the express purpose of completing his doctoral thesis "On the Distribution of Certain Statistics Derived from Small Random Samples". I say "had returned to the University of Iowa" because Craig had been there during the academic year 1928-29, but had left Iowa City in the summer of 1929 to accept a position as an Instructor in mathematics at his alma mater, the University of Florida, in Gainesville, for the academic year 1929-30. Drawn together by common interests, Allen Craig and Sam Wilks immediately became close and lifelong friends. Craig, in his thesis (CRAIG 1932), gave a number of general results on the distributions of such statistics as the arithmetic mean, harmonic mean, geometric mean, median, quartile, decile and range of samples of small $n$ items selected at random from a rather arbitrary (continuous) universe, together with a large number of explicit results for sampled universes of special types. Sam often said that his own work on the theory of nonparametric or distri-bution-free methods--an area in which Sam made a number of truly outstanding contributions ${ }^{7}$-had its origins in the general formulas given by Craig for the distributions of the 'median, quartile, decile, and range".

Sam's doctoral dissertation was, likewise, a contribution to "the theory of small samples". Entitled "On the distributions of statistics in samples from a normal population of two variables with matched sampling of one variable" (WILKS 1932a), it provided the small-sample distribution theory required to answer a number of questions drawn to

Sam's attention by Professor E. F. Lindquist, Professor of Education at the University of Iowa and Director of the Iowa Testing Programs, who had used the technique of "matched" groups in experimental work in educational psychology, and whose lectures Sam had attended.

Sam's thesis was preceded by a short note by Sam on "The standard error of the means of 'matched' samples' (WILKS 1931), published in the March 1931 issue of the Journal of Educational Psychology, where it was accompanied by an article by Lindquist (LINDQUIST 1931), describing the use and importance of "matched" groups as a statistical technique in experimental psychology and educational testing. Sam's predoctoral note and his doctoral dissertation were the first of a series of papers on multivariate analysis suggested by real-1ife problems in experimental psychology and educational testing, and mark the beginning of Sam's life-long assoclation with the latter field.

Sam and Allen Craig both received their Ph.D.'s from the University of Iowa in June 1931--Sam in Mathematics, with a minor in Education; Allen, in Mathematics alone. "Father Rietz" was mighty proud of his "twins". Theirs were the first doctoral dissertations written at the University of Iowa on aspects of "the theory of small samples", the new area of mathematical research, initiated in 1908 by "Student" (William Sealy Gosset, 1876-1937) and developed to full flower by R. A. Fisher (1890-1962) between 1915 and 1928, to which an increasing number of American mathematicians were devoting attention at that time-notably C. C. Craig (at the University of Michigan in Ann Arbor), Harold Hotelling (at Stanford University, in California), Paul R. Rider (at Washington University, St. Louis), and Rietz (at the University of Iowa, in Iowa City). 8 Rietz was doubly proud of their accomplishments; not only had each made a first-rate contribution to "the theory of small samples", but also the mathematics in their dissertations was intelligible to American mathematicians--which was a great deal more than onc could say about the papers of R. A. Fisher. 97 He therefore held out two "prizes" to his deserving "twins": (1) an appointment as an Associate (a rank between Instructor and Assistant Professor) In his department, and (2) his endorsement for a National Research Council Fellowship. Allen chose the appointment in the Department of Mathematics--stayed on to become a full Professor in 1945, and retired In 1970; Sam, the NRC Fellowship, and made plans to continue research in multivariate statistical analysis under Harold Hotelling (1895-1973), a pioneer in this field, and the individual in the United States most versed in the mathematics of the Student-Fisher theory of small samples. $10 /$

After receiving his Ph.D., Wilks stayed on to attend the lectures given, and seminar conducted, during the first half of the summer session, 8 June - 16 July, by the British mathematical statistician,

Egon S. Pearson; and gave a talk in the seminar series. Pearson's two papers with Jerzy Neyman on "The use and interpretation of certain test criterla for the purposes of statistical inference" (Part I, Biometrika, Vol. 20A (1928), pp. 175-240; Part II, ibid, pp. 263-294) had been well received by mathematicians interested in statistical theory. As you will recall, it was in these papers that they introduced and explored their likelihood-ratio technique for more or less automatically discovering "good" tests of various statistical hypotheses. 11/

Wilks also met R. A. Fisher, who came over to Iowa City from Ames for a day during this period. By an extraordinary coincidence, R. A. Fisher was "in residence" that summer at Iowa State College, at Ames, 90 miles distant, giving a "competing" series of lectures on the material in his two books, Statistical Methods for Research Workers (3rd edition, 1930) and The Genetical Theory of Natural Selection (1930), during the first half of their summer session, 16 June- 24 July. The overlap of the two programs, and the distance between the two institutions, made it physically impossible for faculty and students to take in both programs in their entirety.
3. MARRIAGE AND POSTDOCTORAL STUDY. Sam returned to Texas in midsumer 1931, and on September 1 married Gena Orr of Denton. The Wilks and Orr families had been friends for many years. Indeed, about one year before Chance Wilks finally won the hand of Bertha, she was being courted by Will Orr, while Chance was away from Little Elm, trying his hand at the banking business. But Chance returned in time to prevent my story from ending before it began--and in due course Gena was fathered by Will; and Sam, by Chance.

Sam and Gena had known each other from childhood. They attended the same high school in Denton; she was a student at the College of Industrial Arts, in Denton, at the same time that Sam was attending the North Texas State Teachers College there; and they both received their A.B. degrees in 1926; but they did not start "dating" until that summer. What brought them together was the wedding of Sam's cousin, James Hodge, and Jessie Hill, at which Sam was Best Man, and Gena a bridesmaid. Gena then taught school locally for a couple of years, while Sam was continuing his study of mathematics at the University of Texas, in Austin; and continued to date Sam from time to time when he was home on vacation. In due course she got herself over to the University of Texas, where she did graduate work in English, and received her Master's Degree in 1929.

As part of their honeymoon, Sam and Gena set off for New York City by boat, from Galveston, Texas. The trip took five days. They settled in an apartment on the 6th floor of the Columbia Universityowned apartment building at 401 West 118th Street. During World War II the main offices of the Statistical Research Group--Columbia (SRG-C), of which Harold Hotelling was the Principal Investigator, were located in this building, in what had been Sam and Gena's apartment; and W. Allen Wallis, the Group's Director of Research, occupied what had been their bedroom.

Among those attending Hotelling's lectures on 'Statistical Inference" that first year at Columbia in addition to Sam were Acheson J. Duncan, from whom I was later to receive my first course in this subject, and W. J. Youden (1900-1971), who was later to join me at the National Bureau of Standards (1948-1965) as practitioner, expositor and innovator of statistical methods par excellence. "Atch" Duncan was then an Instructor in Economics at Princeton University, and at my father's insistence had been sent at University expense to study modern statistical inference under Hotelling. I shall say more about this in a few moments. "Jack" Youden had received his Ph.D. in Chemistry from Columbia in 1924, was a Physical Chemist at the Boyce Thompson Institute for Plant Research in Yonkers, New York, and was commuting to New York to hear Hotelling's lectures on his own $12 /$ volition to gain a better grasp of Student-Fisher theory and methods. $12 /$

In addition to auditing Hotelling's lectures, Sam joined Jack W. Dun1ap and Warren G. Findley, then Ph.D. candidates at Columbia in Psychology and Educational Psychology, respectively, in attending the lectures, at Teachers College, of the English psychologist, Charles E. Spearman (1863-1945), revered by psychologists as the father of Factor Analysis (1904) and for development of a rational basis for determining general intelligence and for validating intelligence testing. 137 I mention Jack Dunlap and Warren Findley explicitly because Sam's and their paths were to meet and foin for a while at various times in later years, for example, when Dunlap was Director of Research of the National Research Council's Committee on Pilot Selection and Training (1941-42), and when Findley was Director of Test Development (1948-53), and later in charge of the Evaluation and Advisory Services (1953-56) of the Educational Testing Service in Princeton.

It was a year of exceptional productivity for Wilks: he wrote or completed four distinct papers in the area of multivariate analysis all of which saw almost immediate publication. In one (WILRS 1932b) he found the maximum likelihood estimates of the parameters of a
bivariate normal distribution when some of the individuals in a sample yield observations on both variables, $x$ and $y$, and some only an $x$, or on $y$, alone; in a second (WILKS 1932c), he showed that the distribution of the multiple correlation coefficient in samples from a normal population with a non-zero multiple correlation coefficient could be derived directly from Wishart's generalized product moment distribution (1928) without making use of the geometrical notions and an invariance property utilized by R. A. Fisher in his derivation (1928); in the third, his great paper on "Certain Generalizations in the Analysis of Variance" (WILKS 1932e), he defined the "generalized variance" of a sample of $n$ individuals from a multivariate population, constructed multivariate generalizations of the correlation ratio and coefficient of multiple correlation; deduced the moments of the sampling distributions of these and other related functions in random samples from a normal multivariate population from Wishart's generalized product moment distribution (1928); constructed the likelihood ratio criterion for testing the null hypothesis that $k$ multivariate samples of sizes $n_{1}$, $\mathrm{n}_{2},--, \mathrm{n}_{\mathrm{k}}$ are random samples from a common multivariate normal population, now called 'Wilks's $\Lambda$ criterion', and derived its sampling distribution under the null hypothesis; and similarly explored various other multivariate likelihood ratio criteria; and in the fourth (WILKS 1932d), an outgrowth of attending Spearman's lectures, he obtained an exact expression for the standard error of an observed "tetrad difference"14/ in samples of size $n$ from a normal population (in the special case in which the intercorrelations of the four variables are all zero in the population).

I mention these details just to show to what a remarkable extent Sam was not only applying, but also extending the most advanced concepts and tools of Fisher, Hotelling, Neyman, E. S. Pearson and Wishart within one year of the receipt of his Ph.D.! I often heard my father, Luther Pfahler Eisenhart (1876-1965), remark when he was Chairman of the Department of Mathematics (1928-1945) and Dean of the Graduate School (1933-1945) of Princeton University, that what determined a man's stature in his chosen fleld was not the caliber of his doctoral dissertation, but rather the caliber of the papers that he wrote and published after receiving his Ph.D. Sam certainly passed that test In 1932 with a wide margin to spare! Furthermore, the high regard in which Sam's papers were held immediately following their publication is attested by the fact, already mentioned, that Irwin devoted 9 out of the 14 pages on "Exact sampling distributions" in his "Recent Advances..(1932)" (IRWIN 1934) to detailed consideration of Sam's thesis and the first three of these four postdoctoral papers. And E. S. Pearson more recently remarked that Sam's "stature as a statistician was I think early established by his Biometrika paper of 1932 on 'Certain generalizations in the analysis of variance " [which] must have been written during the winter after he gained his Ph.D. and as such was a remarkable performance." (PEARSON 1964, p. 597)

While at Columbia University, Sam went down to the Bell Telephone Laboratories at 463 West Street to visit Walter A. Shewhart (1891-1967), father of statistical quality control of manufacturing processes, with whose work he had become acquainted through Rdetz and Hotelling. ${ }^{15 /}$ Sam became very interested in Shewhart's work, and shortly thereafter Sam and Gena paid a brief visit to Walter and Edna Shewhart at their home in Mountain Lakes, New Jersey. Several years ago, Mrs. Shewhart told me that she remembered well how, as soon as Sam and Gena had left, Walter had turned to her and said, "There is a young man who is going to be one of the top men in Statistics in this country", or words to that effect. This was the beginning of the friendship and collaboration of these two men that continued until Sam's death.

In the Spring of 1932 , Sam obtained a remewal of his National Research Fellowship, as an International Research Fellowship. He and Gena set off in August 1932 for London, England, where Sam was to be in residence in Karl Pearson's Department of Applied Statistics at University College (of the Uniyersity of London) during the 'Michaelmas Term" (Sept.-Dec.). While there, Sam and Karl Pearson's son, Egon S. Pearson, wrote a joint paper (PEARSON and WLLKS 1933) in which the likelihood ratio techniques of Sam's generalized analysis-ofvariance paper are developed in greater detail for samples from a bivariate normal distribution, generalizing to this bivariate case the three tests developed by Neyman and Pearson (1931). for the univariate case. To illustrate the numerical application of the procedures they had developed, they included two worked examples, one based on data on the tensile strength and Rockwell hardness of aluminum dicastings, taken from Walter A. Shewhart's Economic Control of Quality of Manufactured Product (1931). 17 .

While in London, Sam met a great many of the leading British statisticians, and their disciples, either at University College or at the delightful teas that preceded the monthly meetings of the Royal Statistical Society. To add to the excitement-mand to the strain of a married couple's attempting to live in London on the small stipend of an International Research Fellow--Sam and Gena's son Stanley Neal Wilks was born in London, in October $1932.18 /$ Early in January 1933, the family of three moved to Cambridge so that Sam could work with John Wishart (1898-1956), whose work in multivariate analysis was close to Sam's main interest. 19 /

When Sam arrived at Cambridge, he found that Wishart and Bartlett had just completed an "independent" derivation of Wishart's generalized product-moment distribution "by purely algebraic methods", that is, by means of moment-generating functions in combination with the matrix algebra of quadratic forms (WISHART and BARTLETT 1933). Wilks found
himself right at home in their company, and promptly wrote another major paper (WILKS 1934) in which he gave a method of deriving directly from the multivariate normal distribution (i.e., without using the Wishart distribution) the moments of the sampling distributions of functions of determinants of the types considered in his two Biometrika papers. Also, at the suggestion of G. Udny Yule (1864-1951), he wrote a paper, "On the Independence of Sums of Squares in the Analysis of Variance", in which by means of characteristic functions in combination with elementary matrix algebra, he demonstrated the independence of various row, column, etc., "sums of squares" involved an analysis-ofvariance analysis of randomized blocks, Latin square, and certain other experimental arrangements, discussed previously by R. A. Fisher. Communicated to the Royal Society--not the Royal Statistical Society-by Yule, for publication in its Proceedings, the paper suffered rough treatment: it was apparently sent to Fisher to referee, who seems to have felt that by its very theme it implied that he had not already given adequate and intelligible proois; then the manuscript was lost, and Sam had to provide a second copy; and then it was rejected. The publication shortly thereafter, In a publication of the Royal Statistical Society, of a similar, but somewhat more elementary, paper on the same subject, by one of Fisher's proteges, was a sore point with Sam for many years. (I have discussed this matter with the author of the "offending" paper. He assures me that he never saw Sam's manuscript; and, until our conversation, never knew of its existence.)

In May 1933 my father offered Sam an appointment as an Instructor in Mathematics in Princeton University. I first met Sam when he turned up in Princeton in time for the fall semester 1933, imported for the express purpose of teaching me-at least, that was what I thought at the time. My budding interest in probability and statistics may have helped a tiny weeny bit, but the true explanation was quite otherwise, and has an interesting background.
4. WILKS'S PRINCETON APPOINTMENT, AND STATISTICS AT PRINCETON BEFORE WILKS. The key figure in Wilks's appointment was my father, Luther Pfahler Eisenhart (1876-1965), who, in the spring of 1933, was not only willing, but, as Chairman of the Department of Mathematics (1928-1945), Dean of the Faculty (1925-1933), and Chatrman of the University Committee on Scientific Research (1930-1945), was also able to effect Wilks's appointment to an Instructorship in Mathematics on a more or less emergency basis over the opposition of almost every member of his Department. 20 .

An event that was to be instrumental in bringing both mathematical economics and modern statistical theory and methodology to the Princeton campus was the arrival of Charles F . Roos (1901-1958) as a National Research Fellow in Mathematics for the academic year 1927-28. Roos had
received his Ph.D. in theoretical economics at the Rice Institute in 1926 under Professor G. C. Evans (1887-1973), who at that time was developing a new mathematical theory of economic phenomena termed "economic dynamics", and had spent 1926-27 at the University of Chicago working with Professor Henry Schultz (1893-1938) who at that time was deeply engaged in his epochal research on statistical laws of demand and supply as one facet of his life's work on the theory and measurement of demand. Koos came to Princeton primarily to broaden and sharpen his knowledge of mathematics as a basis for making further contributions to Professor Evans' new "economic dynamics". While there he succeeded in convincing some members of the Department of Economics and Social Institutions that the Deparment could not afford to continue to neglect much longer the advances in economic theory and methods pioneered by Evans and Schultz.

In 1928 my father became the Chairman of the Mathematics Department. One of his early acts in this capacity was to arrange for the loan by the Bell Telephone Laboratories, Inc. of a member of its Technical Staff, Dr. Thornton C. Fry, author of Probability and Its Engineering Uses (D. Van Nostrand, 1928), to give a course at Princeton on 'Methods of Mathematical Physics" as a Visiting Lecturer in Mathematics during the first semester 1929-30. I remember going with my father to Bell Labs to visit Fry during either my spring or summer vacation of 1929--the necessary arrangements may have been broached, or perhaps firmed up on that occasion. Be that as it may, one result of Fry's visit to Princeton was that a course in probability, taught by H. P. Robertson (1903-1964), Associate Professor of Mathematical Physics, using Fry's book as the text, was offered by the Mathematics Department during the second semester of my sophomore year (1931-32). It was this course that first interested me in probability and mathematical statistics and started me on my career.

In 1931 steps were taken that led to a course in "modern statistical theory" being offered for the first time at Princeton by the Department of Economics and Social Institutions during the first semester of my senior year (1933-1934). What happened was this: Professor Frank D. Graham (1890-1949) of this department approached my father in his capacity as Dean of the Faculty, and suggested that one way to overcome lack of competence in his department with respect to the latest developments in mathematical and statistical methods in economics would be to send one of the young instructors in his department to study with Professor Henry Schultz at the University of Chicago. (The possibility of hiring a new staff member from the outside to this end had been considered earlier but put aside--the Depression was in full swing, and there was a freeze on new University appointments.) My father was favorable to this proposition, subject to an additional provision: that the individual concerned also study the modern theory of statistical
inference with Harold Hotelling for the purpose of initiating a course in this subject on his return. The "victim" that Professor Graham had In mind was Acheson J. Duncan; and this is how it came to pass that Duncan, with financial assistance from the International Finance Section of Princeton University, spent the first half of the academic year 1931-32 studying with Professor Henry Schultz at the University of Chicago; and the second half with Professor Hotelling at Columbia.

When Duncan arrived at Columbia University early in 1932, one of the first persons he met was Wilks. Another was W. R. Pabst, then a graduate student in Economics at Columbia, who years later, was to be instrumental in Duncan's becoming active as a teacher, author, and consultant on statistical methods in standardization and quality control. Duncan returned to Princeton in the fall of 1932, and began to ready himself to teach his projected new courses, unaware--as were also Wilks and my father--that before his course in "modern statistical theory" would get under way, Wilks would have joined the Princeton University faculty.

The program worked out for Duncan on his return to Princeton was this: He would participate as an assistant in the course, "Elementary Statistics", taught by Professor James G. Smith (1897-1946) in the Department of Economics and Social Institutions, scheduled for the Spring semester in 1933, serving as instructor in charge of the "laboratory" or "workshop" sesstons in which the students gained practical experience in graphical and tabular presentation, and in the computation of descriptive statistics, index numbers, moving averages, link relatives, etc. Then, as a sequel to this course, Duncan's new course on 'Modern statistical theory" would be offered by the same Department during the first semester of the academic year 1933-34.

I took these two courses in the Spring and Fall of 1933, respectively. In Smith's course we used as text Principles and Methods of Statistics by Robert E. Chaddock (1879-1940), published by the Houghton Mifflin Company in 1925, but the scope, nature, and mode of presentation is more accurately reflected by Professor Smith's Elementary Statistics. An Introduction to the Principles of Scientific Methods, published the following year (New York: Henry Holt and Company, 1934). Some of R. A. Fisher's contributions to statistical methodology were alluded to, but only very briefly, as tips on recent developments that would warrant looking into, not as integral parts of the course. In Duncan's course, on the other hand, built as it was around Hotelling's lectures, and the then available mimeographed chapters of Hotelling's never published book, Statistical Inference, the contributions of Student and R. A. Fisher occupied the cencer of the stage a large part of the time.

In the spring of 1933 a crisis developed of which I was totally unaware at the time, and the particulars of which I was not to learn until some years later. Wilks was at Cambridge University working with Wishart on the last lap of his two-year fellowship program and would be needing a permanent post, or at least a new source of income, by fall. He had sent résumés of his professional career to the universities in the United States known to have programs in probability and mathematical statistics, indicating that he was in need of an instructorship or other full-time position beginning with the academic year 1933-34. The replies that he received were all negative--the United States was in the depth of the Depression, colleges and universities were having to make do with dramatically reduced income from endowment and other sources, and all, it seemed, were tightening the belt, and none were planning to take on additional personnel. With an exceptional training in mathematical statistics, with four substantial research papers, and two research notes already published, one foint research paper accepted for publication, and two research papers nearly ready for publication, he was one of the most promising young men in mathematical statistics and applied mathematics generally, yet he had no prospect of a job. Wilks's situation seemed hopeless and was rapidly becoming desperate. Here he was in England with his wife and son; his fellowship funds, which were never really adequate for married people, or couples with children, were about to run out; and no prospect of employment.

Hotelling, knowing full well of my father's desire to build up a program in probability and mathematical statistics at Princeton and of the need of the College Entrance Examination Board for assistance from someone of Wilks's caliber on multivariate sampling distribution problems arising in educational testing, appealed directly to my father to take Wilks on at Princeton, stressing the long-term advantages to Princeton and the at-the-moment desperateness of Wilks's situation. Thus it came to pass late in the spring of 1933 that my father, as Chairman of the Mathematics Department, offered Wilks an instructorship in the Department of Mathematics for the academic year 1933-34, and advised him of a tentative arrangement that he had made with Professor Carl C. Brigham of the Department of Psychology and Associate Secretary of the College Entrance Examination Board (the central office of which had been at Princeton for some years) to work part-time also with the Board on problems arising in the scaling of achievement tests. It was not until many years later that I learned from my father that he had brought off this coup over the opposition of almost every member of his Department. I have often wondered whether he would have been able to bring it off a year or even six months later because, although he continued as Chairman of the Mathematics Department until 1945, in mid-1933 he gave up his post as Dean of the Faculty to become Dean of the Graduate School.

I also learned in later years, after I had returned from London and had become a close personal friend of Sam and Gena Wilks, that Sam had received only one other offer: at Rothamsted Experimental Station, in response to Wishart's repeated pressuring of R. A. Fisher on Wilks's plight and need. The offer itself, however, was humiliatingly niggardly and grossly inadequate to Wilks's needs, perhaps as a result of Wilks having already incurred Fisher's wrath over his analytical (in contrast to geometrical) exposition of the independence of sums of squares in the analysis of variance.

Wilks arrived in Princeton in September 1933. As a new instructor in the Department of Mathematics, he found himself teaching the usual undergraduate courses in analytic geometry, calculus, and so forth during the academic year 1933-34. In addition to such teaching that first year, Sam continued his research, primarily in multivariate analysis; gave me helpful guidance in the preparation on my senior thesis on "The Accuracy of Computations Involving Quantities Known Only to a Given Degree of Approximation"; and spent the remainder of his "spare time" on his "second job" with Professor Brigham and the College Entrance Examination Board. The following year, 1934-35, Sam's program was much the same, except that he now guided my postgraduate reading and study in probability and statistical theory and methodology in preparation for my becoming a doctoral candidate in Statistics under J. Neyman and E. S. Pearson at University College, London, 1935-37.

Wilks taught his first statistics course at the University of Pennsylvania, in Philadelphia, during 1935-36. (Dr. George Gailey Chambers, Professor of Mathematics, University of Pennsylvania, had died on 24 October 1935, shortly after his graduate course "Modern Theory of Statistical Analysis" had gotten under way. Sam was commissioned to complete the teaching of this course in his stead.) During the same period Sam gave an informal course-i.e., not listed In the official University course catalog--to three Princeton seniors, Walter W. Merrill, John O. Rohm, and William C. Shelton, on much the same material; and supervised Shelton's senior thesis on "Regression and Analysis of Variance". (She]ton continued in Statistics, rising to become Special Assistant to the Commissioner of Labor Statistics. Merrill and Rohm took up accounting and law, respectively.)

Wilks was promoted to an assistant professorship in 1936; and In 1936-37 taught his first statistics courses at Princeton: a graduate course during the Fall Term--see WILKS 1937--and an undergraduate course during the Spring Term. A Princeton senior that year
who took the graduate course, Irving E. Segal (now a Prof. of Math at MIT), wrote a senior thesis under Sam's supervision that was subsequently published in the Proceedings of the Cambridge Philosophical Society (SEGAL 1938).

The publication, in the January 1973 issue of the IMS Bulletin, of Professor Harry C. Carver's letter of 14 April 1972 to Professor William Jackson Hall on the "beginnings of the Annals" prompts me to correct a mistaken conjecture contained therein on why Sam Wilks was not permitted to teach a course in mathematical statistics during his first few years as an instructor in the Mathematics Department there. Professor Carver wrote:
"...one day I asked [W11ks] how it was that he was not teaching a course in mathematical statistics at Princeton. He replied that he had tried to start such a course there, but his superiors turned down his request each time,-probably because mathematical statistics and probability had not yet rung a bell in the staid Eastern Colleges."

The fact of the matter is that mathematical statistics and probability already had "rung a bell" at Princeton: two years before Wilks's arrival, Acheson J. Duncan had been sent off at University expense to study with Professors Henry Schultz and Harold Hotelling for the express purpose of readying himself to initiate courses in "mathematical economics" and "modern statistical theory" on his return. It was this prior arrangement and commitment, not lack of appreciation of the importance of mathematical statistics and probability-or of Wilks's exceptional qualifications--that constituted the primary obstacle to W1lks's offering an undergraduate course in mathematical statistics during his first three years as a member of the Mathematics Department of Princeton University. Duncan's course on 'modern statistical theory" had been scheduled to be offered for the first time during the Fall Term of 1933 before the possibility of Wilks's coming to Princeton had even been considered. In view of the expense that the University had incurred in underwriting Duncan's year of training in preparation for the offering of this course, and the sacrifice that Duncan had made in postponing work on his doctoral dissertation in order to acquire the requisite training at the University's request, it would have been very improper and cruel to have shelved Duncan's course and let Wilks start one instead. I am sure that Wilks recognized this; and was also cognizant of the other factors that delayed his getting a course of his own in the Mathematics Department.

The three-year delay between Sam's arrival at Princeton and his first officially recognized course in statistics under the auspices of the Mathematics Department was the result of at least four factors.

First, there was the priority that circumstances had accorded to Duncan's course in the Department of Economics and Social Institutions. Furthermore, that Department had taken the initiative in the matter, and was desirous of modernizing its outlook and course offerings with respect to mathematical economics and statistics. 227

Second, under the circumstances, any course on "mathematical statistics", "statistical analysis", "statistical inference", or whatever, to be offered by Wilks in the Mathematics Department would have to be an additional new course, and would require the approval of the all-powerful Course of Study Comittee of the Faculty. A new course at Princeton had to be described in detail by the department proposing to offer it. Faculty approval gave the department the right to teach the described subject matter. I am not sure that this was an exclusive right, but $I$ doubt that the Course of Study Committee would have approved teaching essentially the same material in two departments. Hence a major obstacle to Sam's teaching an undergraduate course in Statistics was the historical fact that Statistics had been the province of the Department of Economics and Social Institutions.

Third, until Sam was promoted to an assistant professorship in 1936, he was only an instructor; and in a department having the stature, nationally and internationally, of Princeton's Mathematics Department it was definitely not customary for an undergraduate, much less a graduate course, to be initiated by and be the sole responsibility of an individual with the rank of instructor.

A fourth, and very inhibiting factor was the unfavorable mathematical "climate" that prevailed in Fine Hall, which housed Princeton's Mathematics Department during Sam's early years at Princeton. Geometry had occupied the center of the stage in this Department, for over a quarter of a century, with Algebra and Analysis accorded much less exalted roles. Then, in 1932, the new Institute for Advanced Study, an institution completely distinct from Princeton University, had come into being, and the members of its School of Mathematics were granted office space in the Mathematics Department's Fine Hall until the completion of their first building, Fuld Hall, in 1939. Albert Einstein (1879-1955) arrived to take up his post in the Institute during the Winter of 1933 , and Hermann Weyl (1885-1955) arrived a few months earlier. John Von Neumann (1903-1957) was already there (Lecturer, 1930-31, Princeton, then Professor of Mathematical Physics, 1931-33; Professor of Mathematics, Institute for Advanced Study, 1933-57); as were also E. U. Condon (1903-1961; Assistant Professor of Mathematical Physics, Princeton, 1928-31; Associate Professor, 1931-38, Professor, 1938-47), and E. P. Wigner (Lecturer in Mathematical Physics, Princeton, 1930; Professor, 1930-36; 1938-1971). With this galaxy of mathematical physicists all together ine one place for the first time, the mathematical theory of relativity
and quantum mechanics were definitely the fashion of the day in Fine Hall--a difficult "climate" in which to initiate a program in mathematical statistics.

By 1936-37, the division of territory between the Department of Mathematics and the Department of Economics and Social Institutions had been resolved. The latter would be restricted to instruction in statistical theory and methods pertinent to the economic and social sciences; and the basic general undergraduate course(s) in statistical theory and methodology, and the graduate courses in advanced mathematical statistics would be the province of the Mathematics Department. As we have already said, Wilks taught his first statistics course at Princeton in the fall of 1936 , the graduate course leading to his lithographed lecture notes on Statistical Inference-(1937); and in the spring of 1937, a sophmore course with calculus as prerequisite, quite possibly the first carefully formulated college underclass course in mathematical statistics at this level. It was offered thereafter for a number of years to students in all fields in the second half of the sophomore year. The material presented in this course, extended and polished, became generally available a decade later in his 'blue book", Elementary Statistical Analysis (1948b). A third course, also one semester in length, was added in 1939-40. It was an upperclass course for students who wanted to specialize in statistics, and consisted of a rather thorough mathematical treatment of statistical theory in the classroom plus a laboratory section devoted to applications and computations. This course was taken also by beginning graduate students. Wilks's first doctoral student, Joseph F. Daly received his Ph.D. in 1939. George W. Brown and Alexander M. Mood followed in 1940. World War II demolished his plans for sabbatical leave to lecture in South America and accept an offered exchange professorship for one semester at the National University in Santiago, Chile. As World War II progressed, Sam became ever more deeply involved in war research--I shall return to this in a moment--and in due course was released from academic duties entirely. Helped by two of his graduate students, T. W. Anderson and D. F. Votaw, Jr., and Henry Scheffe, he succeeded in seeing through to ifthoprinted publication the graduate level text, Mathematical Statistics (1943), before becoming totally involved in war work. This was the forerunner of his polished comprehensive treatment bearing the same title published as a type-set book in 1962.

In keeping with my father's policy of promotions as soon as merited without regard to leave of absence, Sam was promoted to a full Professor of Mathematics in 1944, effective on his return to academic duties; and plans were laid for a Section of Mathematical Statistics within the Department of Mathematics. Following the war there was a steady flow of able graduate students and postdoctoral research associates, some of whom, like Robert Hooke and Henry Scheffé, were changing from
mathematics to statistics. By the time of Sam's death (1964), Princeton had granted Ph.D.'s to approximately 40 men in mathematical statistics and probability, all of whom had studied to some extent with Wilks, and the dissertations of about half had been supervised by him.

It would be a mistake to infer from the foregoing that Wilks's educational activities were limited to teaching and thesis guidance in mathematical statistics. He was deeply interested in the whole spectrum of mathematical education. In "Personnel and Training Problems in Statistics" (1947) he outlined the growing use of statistical methods, the demand for personnel, problems of training, and made recoumendations that served as a guide in the rapid growth of university centers of training in statistics after World War II. Drawing on his experience at Princeton, he urged, in "Teaching Statistical Inference in Elementary Mathematics Courses" (1958), teaching the principles of statistical inference to freshman and sophmores, and further proposed revamping high school curricula in mathematics and the sciences to provide topics in probability, statistics, logic and other modern mathematical subjects. In furtherance of his ideas in this direction he comauthored, as a member of the Commission on Mathematics of the College Entrance Examination Board 1955-1958, the Introductory...Experimental Course (1957) that recomended major changes in the teaching of mathematics in the secondary schools and suggested inclusion of an option of Introductory Probability with statistical applications in the twelfth grade. During his last few years he worked with an experimental program in Miss Mason's School in Princeton which introduced new mathematics at the elementary level, down to kindergarden. During his final week of life, he was considering, as a member of the Advisory Board of the School Mathematics Study Group, how much time the following summer he would be able to devote to writing on probability and statistics for this group.
5. WILKS'S FURTHER CONTRIBUTIONS TO MATHEMATICAL STATISTICS. A few more words are in order on Wilks's further contributions to mathematical statistics before turning to his many services to the U.S. Government generally and to the Army in particular.

Wilks was definitely not an ivory tower researcher. A great many of his research papers in mathematical statistics were written to meet needs that he personally had encountered in his applied work; and, especially in his earlier papers, he usually included explicit worked examples of the application of the new theory concerned. Thus, his first important contribution to multivariate analysis after arriving in Princeton, "On the Independence of $k$ Scts of Normally Distributed... Variables" (1935a), appears to have been written to meet a need Wilks encountered in his work with the College Entrance Examination Board in Princeton, N.J.; as do also many of his later contributions to multivariate analysis, e.g.. "Weighting Systems for Linear Functions of Correlated Variables..." (1938) and "Sample Criteria for Testing Equality of Means, Equality of Variance, and Equality of Covariances..." (1946);
and "Multivariate Statistical Outliers" (1963), the last of his total of fifteen research papers on topics in multivariate analysis, has a definitely applied flavor.

In addition to the extensive and penetrating studies of likelihood ratio tests for various hypotheses relating to multivariate normal distributions embodied in the aforementioned papers, Wilks investigated (1935b) likelihood ratio tests for various hypotheses relating to multinomial distributions and to independence in two- three- and higherdimensional contingency tables, and provided (1938a) a compact proof of the basic theorem on the large-sample distribution of the likelihood ratio criterion for testing "composite" statistical hypotheses, i.e., when the "null hypothesis" tested specifies the values of, say, only $\underline{m}$ out of the $h$ parameters of the probability distribution concerned. Jerzy Neyman's basic paper on the theory of confidence-interval estimation appeared in 1937. The following year Wilks showed (1938c) that, under fairly general conditions, confidence intervals for a parameter of a probability distribution based upon its maximum-likelihood estimator are on the average the shortest obtainable in large samples; and a year later, in a joint paper with J. F. Daly, generalized this result to the case of several parameters.

In response to a need expressed by Shewhart, Wilks, in "Determination of Sample Sizes for Setting Tolerance Limits" (1941), laid the foundations of the theory of statistical "tolerance limits", which are actually confidence limits, in the sense of Neyman's theory, not, however, for the value of some parameter of the distribution sampled as in Neyman's development, but rather for the location of a specified fraction of the distribution sampled. In this paper he showed that a suitably selected pair of ordered observations ("order statistics") in a sample of sufficient size from an arbitrary continuous distribution provide a pair of limits, statistical "tolerance limits", to which there corresponds a stated chance that at least a specified fraction of the underlying distribution is contained between these limits, thus providing the "distribution-free" solution needed when the assumption of an underlying normal distribution of industrial production is unwarranted. In the same paper he derived the corresponding parametric solution of maximum efficiency in the case of sampling from a normal distribution (based on the sample mean and standard deviation), and an expression for the relative efficiency of the distribution-free solution in this case. In "Statistical Prediction..." (1942), he found formulas for the probabilities that at least a fraction $N_{o} / N$ of a second random sample of $N$ observations from an arbitrary continuous distribution would (a) lie above the $r^{\text {th }}$ "order statistic" ( $r^{\text {th }}$ observation in increasing order of size), $1 \leq r \leq n$, in a first random sample of size $n$ from the same distribution; (b) be Included between the $r^{\text {th }}$ and $s^{\text {th }}$ order statistics, $1 \leq r \leq s \leq n$, of the first sample; and illustrated the application of these results to the setting of one- and two-sided
statistical tolerance limits. These papers embodied the earliest of a series of contributions made by Wilks to "nonparametric" or "distributionfree" methods of statistical inference, an area of research in which he persuaded a number of his students to write senior theses or doctoral dissertations; and of which he provided an extensive review in depth in "Order Statistics" (1948a), an expository paper that was in large part responsible for the ensuing blossoming of research activity in this area.

Wilks was one of the small group of mathematicians and statisticians who at Ann Arbor, Michigan, on September 12, 1935, founded the Institute of Mathematical Statistics, and thereafter was an active and leading member. At this meeting, Harry C. Carver, who had founded, edited, and personally financed and published the Annals of Mathematical Statistics (in affiliation with the American Statistical Association) from 1930, volunteered to turn over the editing and publication of Annals to the Institute as its official organ as soon as the Institute was able to assume these responsibilities. The Institute assumed full responsibility for the Annals, and Wilks took over as editor, with the June 1938 issue. $23 /$ He served as editor through the December 1949 issue, and guided the development of the Annals from a marginal journal with a small subscription list, to the foremost publication in its field, with a ten-fold increase in individual, and a five-fold increase in library subscriptions; and in the process, fostered the growth of the Institute, from a once marginal society to a mature international organization, large in both size and contribution. His editorship of the Annals was his greatest contribution to mathematical statistics.

In 1954 Wilks foined Walter Shewhart in editing the Wiley Publications in Statistics, a major U.S. publication effort that did much to change statistics from a subordinate branch of the social sciences in the 1930's, to a respected discipline in its own right with a large and solid literature in the 1960 's.
6. HIS BROAD CAREER OF GOVERNMENT SERVICE, AND AS INITIATOR OF THESE EXPERTMENT DESIGN CONFERENCES. In 1936, when my father recommended Sam for promotion to Assistant Professor of Mathematics he noted in his recommendation that Sam had just received an appointment as a Collaborator in a United States Soll Conservation Program of the Department of Agriculture. A broad career of government service was underway that was to range widely and continue through the last twenty-eight years of his life. He served the United States Government as a member of the Applied Mathematics Panel, NDRC, OSRD, and director of its Princeton Statistical Research Group, 1942-1945; chairman, mathematics panel, Research and Development Board, DOD, 1948-1950; member, scientific advisory committee, Selective Service System, 1948-1953; "charter" member, ASA advisory committee to the Bureau of the Budget, 1951-1964;
member, divisional committee for the mathematical, physical and engineering sciences, NSF, 1952-1956; member, committee on battery additives, NAS, 1953; member, divisional committee for the social sciences, NSF, 1957-1962; member, scientific advisory board, NSA, 1953-1964 (chairman, 1958-1960); member, U.S. National Commission for UNESCO, 1960-1962; and academic member, Army Mathematics Advisory Panel (called "Army Mathematics Steering Committee", from 1956 on), 1954-1964. It was in this $\frac{1}{2}$ atter capacity that he initiated these Experiment Design Conferences. ${ }^{24}$

General Leslie E. Simon, upon becoming Chief of the Research and Development Division in the Office, Chief of Ordnance, in 1951, entered into an agreement with Duke University to establish on that campus, an Office of Ordnance Research to sponsor external basic research initiated by non-government investigators with ordnance interests. Such research had always been carried out by all Army Technical Services, but previously under vague mandate and seldom on an appreciable scale. The level of effort had been wholly dependent on the sophistication of the administrators concerned. A Statistics Branch, and other units with statistical interests, were included in the setup.

In 1954 the Army Research Office--Durham (then the Office of Ordnance Research) upon the request of the Chief of Research and Development Division, Office, Assistant Chief of Staff G-4, Department of the Army, established the Army Mathematics Advisory Panel (AMAP) as an ad hoc committee to provide advice on the mathematical needs of the Army. (The Panel was reconstituted as a permanent body, the Army Mathematics Steering Committee, on 27 February 1956.)

Soon after its formation, the AMAP conducted a comprehensive inquiry into the Army's uses of mathematics; whether these uses could be advantageously extended; what future needs might be anticipated; and what measures might then be taken to insure a future capability adequate to these needs. As an academic member, Wilks surveyed thirty Army installations with the AMAP and reported that "the most frequently mentioned needs expressed by the scientific personncl were for greater knowledge of modern statistical theory of the design and analysis of experiments" (SIMON 1965, p. 958), clearly implying that a major deficiency of Army research, development and testing was insufficient use of modern statistical experiment design techniques. He proposed, therefore, that the Army establish a series of Army-wide conferences on design of experiments in Army research, development and testing. Dr. Frank E. Grubbs ${ }^{3}$ who had chaired an Ordnance symposium on Statistical Methods in 1953, 25 strongly indorsed Wilks' proposal for Army-wide conferences devoted primarily to design of experiments. General Simon gave the proposal a green light and his support. Upon making further inquiries it was found that a number of research workers at various facilities
expressed an interest in contributing papers to such a conference. Others had unsolved or partially solved problems which they wished to present for discussion.

The AMAP decided to organize a three-day conference on the design of experiments with three kinds of sessions. The first group of sessions would consist of invited papers by well-known authorities on the philosophy and general principles of the design of experiments. The second group would consist of technical papers contributed by research workers from various Army research, development and testing facilities. The third group would be clinical sessions consisting of presentations and discussions of partially solved and unsolved problems which had arisen in these establishments.

Wilks agreed to serve as chairman of the first Conference, which was held on October 19-21, 1955 at the Diamond Ordnance Fuze Laboratories and the National Bureau of Standards in Washington, D.C. It was attended by over 230 registrants and participants representing some 50 organizations. Speakers and other participants in the conference came from the Bell Telephone Laboratories, Johns Hopkins University, Princeton University, Virginia Polytechnic Institute, Bureau of Ships, National Bureau of Standards, and 18 Army facilities. 26

More specifically, the principal speakers, and their topics, were:

1. W. G. Cochran, The Philosophy Underlying the Design of Experiments.
2. Churchill Eisenhart, The Principle of Randomization in the Design of Experiments.
3. M. E. Terry, Finding Optimum Conditions by Experimentation.
4. Panel Discussion led by John W. Tukey on How and Where Do Statisticians Fit In. (The others on this Panel were: Besse B. Day, Cuthbert Daniel, Churchill Eisenhart, M. E. Terry, and S. S. Wilks).
5. W. J. Youden, Design of Experiments in Industrial Research and Development.

It was such a success that the Army has continued these conferences annually in October or November since 1955, following the same format. (See the Appendix for places and dates of the first nineteen Conferences, and names and topics of the invited speakers at these Conferences.) Wilks chaired the first nine of these Conferences (1955-1963), and wrote the Foreword to the Proceedings of the first eight. At the tenth

Conference, held in 1964 and dedicated to Wilks's memory, establishment of the Samuel S. Wilks Memorial Award and Medal was announced, to be administered by the American Statistical Association, and to be awarded annually "to a statistician...based primarily on his contributions...to the advancement of scientific or technical knowledge in Army statistics, ingenious application of such knowledge, or successful activity in the fostering of cooperative matters which coincidentally benefit the Army, the DOD and the Government, as did Samuel S. Wilks himself"; and the initial award presented to Dr. Frank E. Grubbs, Ballistic Research Laboratories, Aberdeen Proving Ground. In 1947, Wilks was awarded the Presidential Certificate of Merit for his contributions toward antisubmarine warfare and the solution of convoy problems; and the same year, the Centennial Alumni Award of the University of Iowa.
6. HIS DEATH, AND CONCLUDING REMARKS.

Sam became "my teacher" and guiding spirit at once in 1933; and in later years, he proved "a friend indeed", on a number of "difficult" occasions. He died most unexpectedly in his sleep, on March 7, 1964, at his home in Princeton, New Jersey, At that instant Statistics lost one of its greatest champions; government agencies, professional societies, and the fleld of education a devoted work mate, helping hand, and guide; and I, "my teacher" and "a friend indeed".

As W. G. Cochran has said: "He will be long remembered with affection and gratitude: no man of his generation did as much to ensure that the rapid growth of statistical theory, applications, and education in the United States took place along sound and healthy lines." (COCHRAN 1964, p. 191); and Egon S. Pearson: "...it is hard to think of any mathematical statisticlan of the past 30 years who combined to a greater extent an excellence in the field of theory with a power of inspiring confidence in government agencies, national research institutions, and educational authorities, as a wise counsellor in practical affairs." (PEARSON 1964, p. 597)

He is survived by his widow, Gena Orr Wilks, his son, Stanley N. Wilks; a brother, William Weldon Wilks, three granddaughters, one grandson; and a host of friends.
8. POSTSCRIPT AND ACKNOWLEDGMENTS. At the Tenth Conference (1964) dedicated to the memory of Professor Wilks, I spoke from notes on "Sam Wilks as I Remember Him". The material presented was for the most part subsequently written up and a typescript prepared, but unfortunately not In time for publication in the Proceedings of that Conference-nor in the Proceedings of the Eleventh Conference, as was suggested. Portions of the typescript were submitted to, and comments received in writing from

Alva E. Brandt, Acheson J. Duncan, the late Frederick F. Stephan (1903-1971) and the late George W. Snedecor (1881-1974). Large portions of that previous manuscript have been taken over bodily and incorporated in the present text, with revisions in the light of the comments received from the foregoing, for which 1 am very grateful. Use has also been made of comments received from Frederick Mosteller on the penultimate draft of a biography of Wilks prepared for publication in a forthcoming volume of the Dictionary of Scientific Biography (New York: Charles Scribner's Sons, Publishers, 1970- ), likewise gratefully acknowledged. In addition, I have taken advantage of, and have very probably incorporated more than I realize, from the obituartes and other memorial articles on Wilks that have appeared during the past decade, especially: ANDERSON (1965), COCHRAN (1964), DIXON (1965), HANSEN (1965a, 1965b), MOOD (1965), MOSTELLER (1964, 1968), PEARSON (1964), SIMON (1965), STEPHAN AND TUKEY (1965), and TUKEY (1965). My thanks to these for what I have "borrowed", explicitly or otherwise. For whatever faults of commission or omission still afflict this memorial to Sam Wilks, I must assume full responsibility.

1. Alexander Mc Farlane Mood was the second of Sam's graduate students to receive a Ph.D. (1940) in mathematical statistics from Princeton University, After teaching at the University of Texas, and serving as a statistician in the Bureau of Labor Statistics, Mood returned to Princeton during World War II as a research associate in the Statistical Research Group-Princeton, engaged in war research under Wilks's direction as an arm of the Applied Mathematics Panel (AMP) of the National Defense Research Comittee (NDRC) of the Office of Scientific Research and Development (OSRD), under a contract between Princeton University and the OSRD. It was as a member of this group that he and Wilfrid J. Dixon wrote their famous memorandum, later published as an article in the Journal of the American Statistical Association (Vol. 43, No. (March 1948), 109-126), on the statistical theory of the "up-and-down" or "Bruceton" method of obtaining and analyzing sensitivity data, with which they had become acquainted in 1943 at the NDRC's Explosives Research Laboratory (now a unit of the Bureau of Mines, U.S. Department of the Interior), at Bruceton, Pennsylvania. Subsequently Mood became a professor of mathematical statistics at Iowa State College; deputy chief, mathematics division, RAND Corporation; president, General Analysis Corporation; a vice president of CEIR, Inc.; and at the time of writing his tribute to Wilks, was Assistant Comissioner of Education, U.S. Office of Education.
2. Dodd had foined the staff of the University of Texas in 1907 as Instructor in Pure Mathematics. He seems to have been silent publication-wise until 1912 when two papers by him appeared, one on plane and skew curves, and the other on the method of least squares and orthogonal transformations. These were followed fmediately in 1913 by four papers on statistical properties of the arithmetic mean, the median and "other functions of measurements". One of these latter, entitled "The probability of the arithmetic mean compared with that of certain other functions of the measurements", was published in the Annals of Mathematics (Vol. 14, pp. 186-198, June 1913), of which my father (Luther Pfahler Eisenhart, 1876-1965) was then an editor. My father seems to have corresponded with Professor Dodd with regard to this paper. Thereafter Professor Dodd sent my father reprints of many of his subsequent papers on functional and statistical properties of various types of "means". These reprints proved to be very helpful to me when I became interested in such matters in the early ' 30 's. I had the good fortune to meet Professor Dodd, when I went with Sam to the Joint Meeting of the American Mathematical Society and Institute of Mathematlcal Statistics in Indianapolis in December 1937. (For additional information on Dodd,
see footnote 4; J. C. Poggendorff, Biographisch-Literarisches Handwörterbuch für Mathematik..., Vol. 5 (1904-1922), Leipzig and Berlin, 1926, p. 299; and C. D. Simmons, "Edward Lewis Dodd, 1875-1943', Journal of the American Statistical Association Vol. 38, No. 222 (June 1943), 247-248.)
3. The University of Iowa in Iowa City (now known as the "State University of Iowa") was, in the 1920 's, the leading center in the United States for research and training in mathematical statistics. It should not be confused with Iowa State College at Ames (renamed "Iowa State University" on the occasion of its centenary in 1958), which, during the same period, was the leading center for application of, and teaching the application of, modern statistical methods in the experimental sciences, especially in agricultural research and closely related fields.
4. Professor Dodd after receiving his Ph.D. In mathematics from Yale in 1904, had served as an Instructor in mathematics for two years (1904-06) at the University of Iowa, and one year (1906-07) at the University of Illinois, in Urbana. At the University of Illinois, Dodd had become acqualnted with Rietz, who at that time was dividing his time about equally between his position of Assistant Professor of Mathematics in the Department of Mathematics, and his position of Statistician in the Experiment Station of the College of
Agriculture. Rietz was teaching a course in the Mathematics Department entitled "Averages and Mathematics of Investment", which he had been induced to develop two years before, when a demand had arisen for a course in statistics which none of the members of the Mathematics Department were particularly prepared to give. Also, at that time Rietz was very busy working on his first publication in statistics, a 32 page appendix ("Statistical Methods. Appendix to Principles of Breeding") to A Treatise on Thremmatology by Eugene Davenport, Dean of the College of Agriculture and Director of the Agricultural Experiment Station (Boston: Ginn and Co., 1907, pp. 681-713) ; and also on his bulletin (with Dean Davenport) on Statistical Methods Applied to the Study of Type and Variability in Corn (Illinols Agriculture Experiment Station Bulletin No. 119, 1907). From then until he was called to the University of Iowa in 1918 as Head of the Department of Mathematics, Rietz published a long list of papers on statistical topics, some purely theoretical, some expositional, some arising out of his connection with the College of Agriculture. I mention these detalls to emphasize the fact that the development of statistical theory and methodology in the United States owes far more to the needs and support of workers in agriculture than many people realize today.
5. Under Rietz's leadership the University of lowa rapidly became one of the leading centers of actuarial mathematics in the United States, and the leading center for research in mathematical statistics. (Other notable centers of actuarial mathematics and mathematical statistics were the University of Michigan, in Ann Arbor, under the leadership of James W. Glover (1868-1941) and Harry C. Carver, who in 1930 founded, and for five years personally financed the Annals of Mathematical Statistics; and Harvard University, under the leadership of Edward V. Huntington (1874-1952), Truman L. Kelley (1884-1961) and Warren M. Persons (1878-1937).) Two of Rietz's publications helped to firm up the University of Iowa's standing: (1) the Handbook of Mathematical Statistics (Boston: Houghton Miffiin Company, 1924) prepared by the "Members of the Comittee on the Mathematical Analysis of Statistics of the Division of Physical Sciences of the National Research Council" (H. C. Carver, A. R. Crathorne, W. L. Crum, James W. Glover, E. V. Huntington, Truman L. Kelley, Warren M. Persons, H. L. Rietz, and Allyn A. Young) with Rietz serving as Editor-in-Chief; and (2) Rietz's own Carus Mathematical Monograph (No. 3) entitled Mathematical Statistics, published for the Mathematical Association of America by the Open Court Publishing Company in 1927, which served as the basis for courses in mathematical statistics given in Departments of Mathematics of many universities and colleges for years afterward. The jointly written Handbook was doomed, however, to become obsolete almost upon publication: the future of mathematical statistics was being shaped in the 1920's by the papers of R. A. Fisher; and the future of statistical methodology, by his Statistical Methods for Research Workers (1925), which rapidly became "the Bible" of statistical methodology Iowa State College, Ames, under the guidance of Professors George W. Snedecor (1881-1974) and A. E. Brandt. (For additional information on Rietz, see A. R. Crathorne, "Henry Lewis Rietz--In Memoriam", Annals of Mathematical Statistics, Vol. 15, No, 1 (March 1944), 102-108, which contains lists of selected publications of Rietz, of his books, and of doctorate dissertations written under his supervision; and Frank Mark Weida, "Henry Lewis Rietz, 1875-1943", Journal of the American Statistical Association, Vol. 39, No. 226 (June 1944), 249-250.)
6. After one year of graduate work in actuarial mathematics at lowa, Curtiss decided against a career as an actuary, and went on to earn his Ph.D. in pure mathematics (analysis) at Harvard in 1935. However, five years later, as instructor in mathematics at Cornell University, and the most junior member of the Mathematics Department, he was assigned the responsibility of a course in mathematical statistics. To prepare for this course, to answer the teasing query of his senior colleagues, "What is there to statistics anyway?", he dug into the first ten volumes of the Annals of Mathematical Statistics, the first six volumes of the Supplement to the Journal of the Royal Statistical Society (borrowed from the late Frederick F. Stephan (1903-1971), and J. 0. Irwin's series of reviews of "Recent Advances in Mathematical Statistics" in the Journal of the Royal Statistical Society,
and other sources. In the third of these reviews (for 1932), he no doubt noticed nine of the fourteen pages of the section on "Exact sampling distributions" were devoted to discussion of four papers of his friend Sam Wilks. During World War II, Curtiss, as a Lt. Commander, USNR, applied modern statistical theory and methodology to problems of naval engineering with considerable success in the Bureau of Ships of the U.S. Navy Department. (For discussion of some of these applications, see J. H. Curtiss "Statistical Inference Applied to Naval Engineering", Journal of the American Soclety of Naval Engineers, Vol. 58, No. 3 (August 1946), 335-398.) In April 1946, he was brought to the National Bureau of Standards by its new Director, Dr. E. U. Condon (1902-1974), and appointed statistical assistant to the Director for the express purpose of introducing modern statistical theory and methodology into the scientific and technical programs of the Bureau. However, before Curtiss could get such a program under way, Dr. Condon was obliged to turn over to him the day-to-day administration of the Bureau's new responsibilities in the development of large-scale automatic digital computers, and of an associated program of developing the mathematics of numerical analysis. John's original assignment at the Bureau was therefore placed on my shoulders, when I arrived at the Bureau to receive it on October 1, 1946--and the rest of that story you know.
7. See WILKS 1941, 1942, 1948; pp. 18-19 of ANDERSON 1965; and items (40), (41), and (45) in the list of "The Publications of S. S. Wilks" appended thereto.
8. Rietz gave a paper, "Comments on Applications of Recently Developed Theory of Small Samples", at the 92nd Annual Meeting of the American Statistical Association, Cleveland, Ohio, 30 December 1930, which saw publication in the Joumal of the American Statistical Association, Vo1. 26, No. 175 (June 1931), 150-158.
9. Thus Paul Rider, in a valuable review article, A Survey of the Theory of Small Samples (Annals of Mathematics, 2nd Series, Vo1. 31, No. 4, (October 1930), pp. 577-628), which was later to "save my neck" on a number of occasions, wrote (p. 578):
"Undoubtedly the leading writer in the theory of small samples is R. A. Fisher, whose work in this fleld has revolutionized modern sampling theory. Much of it is to be found in his book, Statistical Methods for Research Workers, but this book is extremely unsatisfying to a mathematician, as it merely states results without proofs and usually without even indicating how a given result may be derived. It discusses such things as the distribution of $t$ without telling what the distribution is. His
original papers are much more enlightening, but from the references as given in the book it is sometimes difficult to tell which paper treats of a given topic. Even these papers suffer in places from the same defects as those of the book, and they are often troublesome to follow."

I don't know whether Paul later retracted these remarks, or Fisher was forgiving, because, when I got to University College, London, in 1935, to study under J. Neyman and E. S. Pearson, there was Paul sitting at a desk up in "Fisher territory" (the Galton Laboratory and Department of Eugenics), working on moment functions for Fisher's k-statistics in samples from a finite population.
10. Hotelling's paper on "The distribution of correlation ratios calculated from random data", in Proceedings of the National Academy of Sciences, 11, no. 10 (October 1925), 657-662, made him the first person in the United States to respond in kind to R. A. Fisher's signal contributions to the theory of small samples-his derivation employed the same kind of geometrical reasoning in terms of Euclidean N -dimensional space that Fisher had used so effectively. This paper carries a footnote that I've always considered to be very significant. I believe it affords an explanation of why so many American mathematicians had difficulty following Fisher's geometrical proofs. Anyone who attempts to duplicate Fisher's geometrical reasoning soon discovers that a crucial step is the correct evaluation of the relevant element of volume. Hotelling, at this functure in his paper, gives a general expression for the relevant element of volume, which he numbers "(17)", and then remarks in a footnote:
"This important expression for the volume element has been used in lectures by [at Princeton University] by Professors 0. Veblen and L. P. Eisenhart. I do not find it in any of the treatises on Calculus, Analysis or Differential Geometry, save for the special case in which the manifold of integration is a surface. It may readily be proved by showing first that (17) is a relative invariant under arbitrary transformations of the parameters; and second, that if the parameters of the hypersurface are orthogonal at a point, (17) becomes at this point the simple expression for the volume element in cartesian coordinates."

Hotelling had gone to Princeton University as a J.S.K. Fellow in mathematics, 1921-1922, after receiving his A. B. (1919) and an M.S. (1921) from the University of Washington, in Seattle. His interests in statistics predated his going to Princeton in the Fall
of 1921. He had hoped to find some work in probability theory and the mathematics of statistics going on there in the Mathematics Department. Finding none, he undertook instead a program of study and research in topology (then called "analysis situs") and differential geometry, under the direction of Professor Oswald Veblen (1880-1960) and my father, Luther Pfahler Eisenhart (1876-1965). He stayed on at Princeton, 1922-1924, as an Instructor in Mathematics and received his Ph.D. from Princeton University in June 1924, his doctoral dissertation being on "Three-dimensional manifolds of states in motion." In 1927 he published a paper "An application of analysis situs to statistics" (Bulletin of the American Mathematical Society, Vo1. 33, (1927), pp. 467-476), which had to do with topological aspects of serial and multiple correlations.

Following receipt of his Ph.D., Hotelling retumed to the West Coast, to Stanford University, where he was a Junior Research Associate (1924-25), and then Research Associate (1925-27), in the Food Research Institute; and finally, an Associate Professor of Mathematics (1927-31), in the Department of Mathematics. Hotelling visited Fisher in England, in 1929, hoping to persuade Fisher to join with him in the preparation of an up-to-date textbook on the mathematics of Statistical Inference. Fisher was not interested in the proposition. In 1931, Hotelling was called to Columbia University, in New York City, as Professor of Economics to develop further the existing work there in Mathematical Economics, and to initiate a program in Mathematical Statistics.
11. These papers had been followed by their more elegantly written "On the problem of two samples" (Bulletin de 1'Academie Polonaise et des Lettres, Series A, 1930, 471-494), and "On the problem of $k$ samples" (Idem, 1931, 460-481), in which the likelihood-ratio technique had led directly to the now famous test for the homogeneity of varlance involving the ratio of the weighted arithmetic mean of the sample variances (with weights subsequently modified by Bartlett). This great discovery was discussed by Pearson in one of his lectures, and no doubt contributed to Sam's enthusiasm for likelihoodratio tests.

It was too early to cladm that the tests thus found were "best" in some sense inasmuch as the Neyman-Pearson Lemma was yet to come in J. Neyman and E. S. Pearson, "On the problem of the most efficient tests of statistical hypothesis", communicated to the Royal Society of London in August 1932, "read" to the Society on November 10, 1932, and published on February 16, 1933 in the Society's Philosophical Transactions, Series A, Vol. 231, pp. 289-337; which, incidentally was refereed by Fisher who, at the time, considered it an important step forward.
12. Time and again during his years at the Bureau I would hear him tell a consultee, or an audience, that he was "a chemist", implying that he was not a statistician. Well, Jack may have been all chemist at one time, but by 1931 he was already on his way to becoming an exponent and practitioner of Fisherian methods too. He had come upon Student's t test "by accident...in 1925" (W. J. Youden, Risk, Choice and Prediction: An Introduction to Experimentation, Duxbury Press, North Scituate, Mass., 1974, p. 5). By the "summer of 1931 [he] had obtained one of the 1050 copies printed of the first edition" of Fisher's Statistical Methods for Research Workers (1925), and when Fisher "visited Cornell" to attend the 6th International Congress of Genetics, 24-31 August 1931, Youden "drove there...to show him an experimental arrangement". (Quotations are from p. 727 of W. J. Youden, "Memorial to Sir Ronald Aylmer Fisher," Journal of the American Statistical Association, Vol. 57, No. 300 (Dec. 1962), 727-728.) From Hlotelling's lectures Youden "first got some hint that [Fisher's Statistical Methods...J also held a message for mathematicians... He told the young men listening to him not to be misled by the large print, the wide margins, and a text almost devoid of mathematical symbols, that in this book were concepts as new to the theorists as to the researchers". (Quoted from p. 47 of W. J. Youden, "The Fisherian Revolution in Methods of Experimentation," Journal of the American Statistical Assoctation, Vol. 46, No. 253 (March 1951), 47-50.) During the next few years he published a variety of papers expounding and demonstrating the application of known statistical techniques to various problems arising in studies of apples, seeds, soils, leaves, tomatoes, trees and viruses. He had clearly "crossed the Rubicon"; was on his way to becoming an expert expositor and practitioner of statistical methods in experimentation; and from then on he became more and more of a statistician-or shall we say, "experimentrician"-and less and less "chemist".
13. Spearman devoted over 40 years of his life to the development of a psychological theory of mental ability built around a General Factor, g , that characterizes an individual's "general mind power"--see his The Abilities of Man (New York: The Macmillan Company, 1972); but is most widely known among statisticians today for a comparatively minor contribution, his coefficient of rank-order correlation (1904).
14. Whether the population tetrad differences, $\tau 1234=\rho_{12} \rho_{34}-\rho_{13} \rho_{24}$ and $\tau_{1324}=\rho_{13} \rho_{24}-\rho_{14} \rho_{29}$, were both zero, both non-zero, or one zero and the other non-zero, where $\rho_{i j}$ is the coefficient of correlation between the i-th and j-th traits, was of decisive importance in Spearman's theory of mental abilities of man.
15. Rietz had chaired the session on Statistical Methodology on the first day of the 92nd Annual Meeting of the American Statistical Association in Cleveland, Ohio, December 29-31, 1930, at which Shewhart had
presented his paper on "Statistical Method from an Engineering Viewpoint" (published in the Praceedings of the Meeting as "Applications of Statistical Method in Engineering", Journal of the American Statistical Association, Vo1. 26, March 1931 Supplement, pp. 214-221); and the following day Shewhart had been the invited discussant of Hotelling's paper on "Recent Improvements in Statistical Inference" (same Supplement, pp. 79-87; discussion, pp. 87-89).
16. This was Karl Pearson's last year as the first Galton Professor of National Eugenics (1911-1933), as Editor of the Annals of Eugenics, which he had founded and edited since 1925, and as Head of the Department of Applied Statistics (1911-1933), which included the Biometric Laboratory (which Pearson had originated in 1895, as a center for postgraduate study in this new branch of applied mathematics when Goldsmid Professor of Applied Mathematics and Mechanics (1884-1911)) and the Francis Galton Laboratory of National Eugenics (which had been formed, and placed under Pearson's direction, in 1906 at Galton's request, as successor to Galton's own Eugenics Records Office established at University College in 1904 by a gift from Galton to the University of London for this purpose). He continued, however, to edit Biometrika, of which he was one of the three founders, always the principal editor (vols. 1-28, 1901-1936), and for many years the sole editor; and had almost seen the final proofs of the first half of volume 28 through the press when he died on 27 April 1936.

When I arrived at University College in October 1935 as a Ph.D. candidate in statistics, we were told that Karl Pearson's strength was rapidly failing, that he was still driving himself to shut out his grief over the thwarting of hisideal of an Applied Statistics Institute (with Readers in Genetics, Medicine, Psychology, Mathematical Statistics, etc.) by the break up of his Department into separate Departments of Eugenics and Applied Statistics; and that he was very reluctant to see visitors. The end came before Paul Rider and I and many of our fellow students were granted opportunities to meet him. I have never quite recovered from that lost opportunity.
17. E. S. Pearson had spent some time with Shewhart and his colleagues at the Bell Telephone Laboratories during his 1931 visit to the United States. He was one of the early exponents in England of Shewhart's control-chart techniques, and at the time of Sam's visit was engaged in the preparation of a paper on "Statistical Method in the Control and Standardization of the Quality of Manufactured Products", presented at the December 1932 meeting of the Royal Statistical Society, and later published in the Society's Journal, (Vol. 96 (1933), pp. 21-60). This paper was largely responsible for the formation of the Industrial and Agricultural Research

Section of the Royal Statistical Society on November 23, 1933, and the subsequent publication of the now-famous Supplement to the Journal of the Royal Statistical Society to provide a medium for publication of papers of this Section. (For further details, see E. S. Pearson, "Some Historical Reflections on the Introduction of Statistical Methods in Industry: The Statistician, Vol, 22, No. 3 (Sept. 1973), 165-179.)
18. Stanley, like his father, received an A.B.--but in mathematics, not architecture--from North Texas State College ("Teacher's" having been dropped from the name) in 1955. He studied at Cambridge University 1955-1956; marrled Jocelyn Wilkins, daughter of a classmate of Sam's at North Texas State, in 1958; received an M.S. in applied mathematics from Columbia University in 1961; has three daughters and a son; and works for the Department of Defense as a mathematician.
19. John Wishart had gained First Class Honors Degree in Mathematics and Natural Philosophy at the University of Edinburgh, in Scotland, in 1922. At Edinburgh he had attended the lectures of $E$. $T$. Whittaker (1873-1956), on "The Calculus of Observations" which were later to appear in book form (T. WHITTAKER and ROBINSON, The Calculus of Obseryations, London and Glasgow: Blackie and Son, Ltd., 1924), and had learned numerical mathematics "the hard way", i.e., without the benefit of a desk calculator, in Whittaker's Mathematical Laboratory. In the autumn of 1924, Wishart had joined Karl Pearson at University College, as a Research Assistant. One of Wishart's main tasks on arriving there was to get work on Pearson's Tables of the Incomplete Beta-Function underway.

Wishart stayed with Pearson for three years and then in the autumn of 1927 accepted a teaching position at the Imperial College of Science and Technology (of the University of London), inasmuch as he was a teacher by training and temperament. While still with Pearson he had collaborated with R. A. Fisher on a joint paper "On the distribution of the error of an interpolated value and on the construction of tables" (Proceedings of the Cambridge Philosophical Society, Vol. 23, Part 8 (October 1927), pp. 917-921). He was barely settled in his new post at Imperial College, when, at the beginning of 1928, he was offered and accepted an appointment as Statistical Assistant to R. A. Fisher at Rothamsted Experiment Station. With Fisher's encouragement, he derived "The generalized product moment distribution in samples from a normal multivariate population" (Blometrika, Vol. 22A, Parts 162 (July 1928), pp. 31-52), by a geometrical argument analogous to those used previously by Fisher, the simultaneous distribution of the sample estimates of the variances and covariances of a multivariate normal population corresponding to a sample of $N$ items from such a population, and prepared an extensive tabulation of the moments and product moments of this distribution, which is now known
as "Wishart's distribution". Wishart, during his three years at Rothamsted (1928-31) participated fully not only in the mathematical research on sampling distributions and their properties, but also in the advisory and service activities of Rothamsted Statistical Department during that period, as reflected by the twenty publications of which he was the single or joint author during this period.

In October 1931, a few months after G. U. Yule's retirement from full-time teaching as Reader in Statistics in the University of Cambridge, Wishart was appointed to a newly created post of Reader in Statistics in the Faculty of Agriculture, with responsibilities also for some teaching in the Faculty of Mathematics. This was an exceptionally fine appointment: at Cambridge, as at other English universities, a Readership is only one step below a Professorship, and unt11 the late 1950 's Professorships were very few and far between, there ordinarily being only one per established discipline (e.g., Mathematics), which Statistics certainly was not at that time. (Thus Yule himself had been merely a University lecturer in Statistics from 1912 until only a few months before his premature retirement owing to ill health). Wishart saw in his Cambridge appointment an opportunity to introduce statistics to mathematical undergraduates, and began at once to offer not only a general course on statistical methods in the Faculty of Agriculture, but also a course on mathematical statistics which undergraduate students In the Faculty of Mathematics could offer for Schedule B of the Mathematical Tripos. Among his early students in this program were M. S. Bartlett (B. A., Queens' College, 1932) and W. G. Cochran (B.A., St. John's College, 1933). (For additional information on Wishart, see E. S. Pearson, "John Wishart, 1898-1956", Biometrika, Vol. 44, Pts. 182 (June 1957), 1-8, which includes a bibliography of his published work; and M. S. Bartlett, "John Wishart, D.Sc., F.R.S.E.", Journal of the Royal Statistical Association, Series A, Vol. 119, Pt. 4 (1956), 492-493.)
20. A few words are in order on how my father became interested in, and partial to statistics.

My father's primary mathematical interest was differential geometry, and his research was exclusively in that area. Exactly when he began to take an "outside" interest in mathematical statistics I do not know. It may have been as early as 1913, when as noted earlier, he corresponded with Edward L. Dodd on various aspects of the latter's paper entitled "The probability of the arithmetic mean compared with that of certain other functions of measurements", which was published in the Annals of Mathematics (Vol. 14, Pp. 186-198, June 1913), of which my father was then an editor. At any rate, thereafter Dodd sent my father reprints of many of his subsequent papers on functional and statistical properties of various types of "means", which my father kept and ultimately turned over to me when $I$ became interested in such matters in the early ' 30 's.

Early in 1924, "at the request of the Commission on New Types of Examination of the College Entrance Examination Board", my father "formed a committee of mathematicians to examine critically certain statistical methods used in the investigations of the Commission" (American Mathematical Monthly, Vol. 31, No. 4 (April 1924), p. 209). The "mathematicians" of the Committee included the economic statisticians W. Randolph Burgess and W. L. Crum (1894-1967) of the Federal Reserve System and Economics Department, Harvard, respectively; the mathematicians E. V. Huntington (1874-1952) and J. H. M. Wedderburn (1882-1948), of Harvard and Princeton, respectively; and the mathematical statistician, H. L. Rietz.

The findings of this Committee, my father's continued advisory relations with the higher-ups of the College Entrance Examination Board (CEEB), and Wilks's contributions at lowa (and under Hotelling at Columbia) to the solution of statistical problems arising in educational testing, made it possible for my father to arrange a part-time appointment with the CEEB concurrent with his initial University appointment-a relationship with the Board, and its successor, the Educational Testing Service, that continued until Wilks's death.

As mentioned earlier, Hotelling, after receiving his Ph.D. in mathematics from Princeton in 1924, went to Stanford University, first to a position in the Stanford Food Research Institute, later in the Mathematics Department, Stanford University, During these years at Stanford (1924-1931) he wrote and published a stream of important original contributions to statistical theory and mathematical economics; reviews of American and English books on statistical methods, (e.g., of Statistical Analysis by Edmund E. Day (New York: The Macmillan Company, 1925), in Journal of the American Statistical Association, Vol. 21, No. 155 (Sept. 1926), 360-363), In which he deplored the obsoleteness of teaching and research in statistics in the United States and placed the blame squarely on the doorsteps of Departments of Mathematics; and expository articles on "British statistics and statisticians today" (Journal of the American Statistical Association, Vol. 25, No. 170 (June 1930), 186-190), "Recent improvements in statistical inference" (cited fully in footnote 15), etc., in which he did his very best to acquaint American readers with the "new look" in statistics. He regularly sent reprints of all of these to my father. When my father gave them to me in the Fall of 1932, as I was reading up on "Student-Fisher statistics", it was quite clear that my father had more than a superficial knowledge of the papers on statistical theory, and had "got the message" of Hotelling's book reviews and expository articles.
21. This assignment was very disruptive to Duncan at that time. When asked to undertake it he was already at work on his doctoral dissertation on "South African gold and international trade"; and his acceptance of it delayed until 1936 his completion of the requirements for his Ph.D. in Economics. He also lost out on one of the features that "sweetened" the proposition, an opportunity to visit the West Coast--when the plans were made, Hotelling was at Stanford University, but had moved on to Columbia University before the time arrived for Duncan to study under him. This assignment was to be instrumental in changing the direction of Duncan's subsequent career.
22. The aim of the Department of Economics and Social Institutions was to improve its own offerings in statistics for economics students by integrating and updating the Smith-Duncan sequence of courses within that department. The extent to which this aim was achieved is evidenced by the two volumes Fundamentals of the Theory of Statistics: Vol. 1, Elementary Statistics and Applications; Vol. 2, Sampling Statistics and Applications, authored jointly by Professors Smith and Duncan and published by the McGraw-Hill Book Company, Inc., in 1944, 1945, respectively.)
23. For further details on the founding and early years of the Annals of Mathematical Statistics see the letter from Harry $C$. Carver, dated 14 April 1972, to Professor [W. J.] Hall, reproduced in the Institute of Mathematical Statistics Bulletin, 2, No. 1 (Jan. 1973), 11-14; and Allen T. Craig, "Our Silver Anniversary", in Annals of Mathematical Statistics, 31, no. 4 (Dec. 1960), 835-837.
24. The material of the five following paragraphs is taken for the most part from MALONEY 1962 and SIMON 1965, where further details can be found on the history of statistical methodology in Army research, development and testing.
25. See Proceedings of the First Symposium on Statistical Methods: Samping Techniques (4-5 November 1953), Ballistic Research Laboratories Report No. 897, Aberdeen Proving Ground, Maryland, January 1954.
26. Proceedings of the First Conference on the Design of Experiments in Army Research, Development and Testing, Office of Ordnance Research Report No. 57-1, Office of Ordnance Research, Durham, North Carolina, June 1957.
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Places, Dates and Hosts of Conferences on the Design of Experiments in Army Research, Development and Testing, with Names and Topics of Invited Speakers

1st: Washington, D.C., 19-21 October 1955.
Diamond Ordnance Fuze Laboratories and National Bureau of Standards.
W. G. COCHRAN, "The Philosophy Underlying the Design of Experiments."

CHURCHILL EISENHART, "The Principle of Randomization in the Design of Experiments."
M. E. TERRY, "Finding Optimum Conditions by Experimentation."
W. J. YOUDEN, "Design of Experiments in Industrial Research and Development."

Panel Discussion on "How and Where Do Statisticians Fit In." The Panel: John W. Tukey, Chairman, Cuthbert Daniel, Besse Day, Churchill Eisenhart, M. E. Terry, and S. S. Wilks.

2nd: Washington, D.C., 17-19 October 1956.
Diamond Ordnance Fuze Laboratories and National Bureau of Standards.
C. A. BENNETT, "The Predesign Phase of Large Sample Experiments."
R. A. BRADLEY, "Recent Research in Statistical Problems in Subjective Testing."
B. G. GREENBERG, "Application of Order Statistics in Medical Experiments."
G. E. NICHOLSON, JR., "The Planning of Experiments in the Presence of Variation."
M. B. WILK, "Derived Linear Models in the Analysis of Variance."

JEROME CORNFIELD, "Choice of Error in the Design of Experiments."
3rd: Washington, D.C., 16-18 October 1957.
Diamond Ordnance Fuze Laboratories and National Bureau of Standards.
BENJAMIN EPSTEIN, "Life Testing."
R. A. FISHER, "Practical Problems in Experimental Design."
H. O. HARTLEY, "Changes in the Outlook of Statistics Brought About by Modern Computers."
A. W. MARSHALL, "Experimentation by Simulation and Monte Carlo."

4th: Natick, Massachusetts, 22-24 October 1958.
Quartermaster Research and Engineering Center.
C. I. BLISS, "Some Statistical Aspects of Preference Studies."
A. C. COHEN, "Simplifted Computational Procedures for Estimating Parameters of a Normal Distribution from Restricted Samples."
A. W. KIMBALL, "Errors of the Third Kind in Statistical Consulting."
C. F. KOSSACK, "The AASHO Road Test as an Example of Large Scale Tests."
L. H. C. TIPPETT, "Statistical Methods Applied to the Textile Industry."

5th: Fort Detrick, Maryland, 4-6 November 1959.
U.S. Army Biological Warfare Laboratories.

JOSEPH BERKSON, "The Measure of Death."
H. A. DAVID, "The Method of Paired Comparisons."
D. B. DeLURY, "Sampling in Biological Populations."
W. J. DIXON, "Medical Health Statistics."
N. E. GOLOVIN, "Prediction of the Rellability of Complex Systems."

RICHARD WEISS, "The Army Research and Development Program as it Relates to the Civil Economy."

6th: Aberdeen Proving Ground, Maryland, 19-21 October 1960. Ballistic Research Laboratories.

JAMES R. DUFFETT, "Reliability."
F. J. ANSCOMBE, "Examination of Residuals."
W. S. CONNOR, "Developments in the Design of Experiments."
J. E. JACKSON, 'Multivariate Analysis Illustrated by Nike-Hercules:
I. Separation of Product and Measurement Variability.
II. Acceptance Sampling."

7th: Fort Mormouth, New Jersey, 18-20 October 1961.
U.S. Army Signal Research \& Development Laboratory.
G. A. WATTERSON, "Time Series and Spectral Analysis."
J. M. HAMMERSLEY, "Monte Carlo Methods."
R. L. ANDERSON, "Designs for Estimating Variance Components."
G. S. WATSON, "Hazard Analysis."

8th: Washington, D.C., 24-26 October 1962.
Walter Reed Army Institute of Research, Walter Reed Army Medical Center.
EGON S. PEARSON, "A Statistician's Place in Assessing the Likely Operational Performance of Army Weapons and Equipment."

MARVIN A. SCHNEIDERMAN, "A General Survey of Screening Theory."
HERMAN CHERNOFF, "Optimal Design Experiments."
R. P. ABELSON, "An Experimental Design for Decisions Under Uncertainty."
H. C. BATSON, "Bio-Assay."

9th: Redstone Axsenal, Alabama, 23-25 October 1963.
Directorate of Research and Development, U.S. Army Missile Command.
SOLOMON KULLBACK, "Communication Theory."
FRANK PROSCHAN, "The Concept of Monotone Hazard Rate in Systems Reliability."

CHURCHILL EISENHART, "Realistic Evaluation of the Precision and Accuracy of Instrument Calibration Systems."
H. O. HARTLEY, "Nonlinear Estimation."
D. B. DUNCAN, "On the Simultaneous Estimation of a Missle Trajectory and the Error Variance Components Including the Error Power Spectra of Several Tracking Systems."

10th: Washington, D.C., 4-6 November 1964.
Army Research Office, Office Chief of Research and Development, Department of the Army.

MAJ. GEN. LESLIE E. SIMON (Ret'd), "The Stimulus of S. S. Wilks to Army Statistics."

OSCAR KEMPTHORNE, "Development of the Design of Experiments Over the Past Ten Years."
H. O. HARTLEY and A. W. WORTHAM, "Assessment and Correction of Deficiences in Pert Analysis."

CHURCHILL EISENHART, "Sam WIIks as I Remember Him."
W. J. YOUDEN, "An Operations Research Yarn and Other Comments."

JOHN W. TUKEY, "The Future of Processes of Data Analysis."
M. G. KENDALL, "Statistics and Management."

1lth: Dover, New Jersey, 20-22 October 1965. Headquarters, U.S. Army Munitions Command.

JOAN R. ROSENBLATT, "Confidence Limits for the Reliability of Complex Systems."
J. STUART HUNTER, "Non-Linear Models: Estimation and Design."

WILLTAM C. GUENTHER, "Target Coverage Problems."
H. O. HARTLEY, 'Maximum Likelihood Estimates for the General Mixed Analysis of a Varlance Model."

12th: Washington, D.C., 19-21 October 1966.
Harry Diamond Laboratories and National Bureau of Standards.
BRIAN W. CONOLLY, "Operations Research."

JOHN MANDEL, "Statistics as a Diagnostic Tool in Data Analysis."
W. G. COCHRAN, "Planning and Analysis of Observational Studies."

NORMAN L. JOHNSON, "Sample Censoring."
13th: Fort Belvoir, Virginia, 1-3 November 1967.
U.S. Army Mobility Equipment Center and U.S. Army Engineer Topographic Laboratories.

FRANCIS J. ANSCOMBE, "Regression Analysis."
K. A. BROWNLEE, "Some Comments on Matching."
I. J. GOOD, "Some Statistical Methods in Machine Intelilgence Research."

FRANK PROSCHAN, "Maximum Likelihood Estimation of Reliability."
M. B. WILK, "Data Analysis."

14th: Edgewood Arsena1, Maryland 23-25 October 1968. U.S. Army Edgewood Arsenal.

LT. GEN. WILLIAM B. BUNKER, "Broadening the Horizons of Experimental Design."

ROLF E. BARGMANN, "Structure and Classification of Patterns."
ACHESON J. DUNCAN, "Bulk Sampling."
emanuel Parzen, "Time Series."
15th: Redstone Arsenal, Alabama, 22-24 October 1969.
U.S. Army Missile Command.

JOHN E. CONDON, "Reliability and Quality Assurance."
NANCY R. MANN, "Systems Reliability."
CLIFFORD J. MALONEY, 'A Probab11ity Approach to Catastrophic Threat."

RICHARD G. KRUTCHKOFF, "The Empirical Bayes Approach to the Design and Analysis of Experiments."
S. C. SAUNDERS, "On Confidence Limits for the Performance of a System When Few Failures are Encountered."

16th: Fort Lee, Virginia, 21-23 October 1970.
U.S. Army Logistics Management Center.

SOLOMON KULLBACK, 'Minimum Discrimination Information Estimation and Application."

RICHARD J. KAPLAN, "Field Testing."
GARY G. KOCH, "The Analysis of Complex Contingency Table Data from General Experimental Designs and Sample Surveys."
A. CLIFFORD COHEN, "Estimation in Truncated Poisson Distributions with Concomitant Intervals and Truncation Points."
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ABSTRACT. Through the use of the principle of minimum discrimination information estimation, leading to exponential families or multiplicative models or log-linear models it has been shown, using illustrative examples exhibiting different aspects of contingency table analysis, that:
(1) Estimates of the ce $\perp \perp$ entries under various hypolheses or models can be obtained;
(2) The adequacy or fit of the model, or the null hypothesis, can be tested;
(3) Main effect and interaction parameters can be estimated;
(4) The structure of the table can be studied in detail in terms of the various interrelationships among the classificatory variables;
(5) The procedures can be applied to test hypotheses about particular parameters and linear combinations of parameters that are of special interest;
(6) 'The procedures provide indication of outlier cells;
(7) Since the procedures and concepts are based on a general principle a unified treatment of multi-dimensional contingency tables is possible;
(8) The procedure provides estimates based on an observed or sample table, which satisfy certain external hypotheses as to underlying probability relations in the population table. These estimates also preserve the inherent properties of the observed data not affected by the hypothesis;
(9) In general, the m.d.i. estimate is best asymptotically normal;
(10) The minimum discrimination information test statistics are asymptotically distributed as chi-squared with appropriate degrees of freedom;
(11) Convergent iterative computer algorithms are available for the analyses.

CONTINGISCX TABLES. There are two ways in which Statistical data are collected. In one form, actual measurements are recorded for each individual in the sample; in the other, the individuals are classified as belonging to different categories. On many occasions classifications are used to reduce original data on direct measurements. A well known example is that of "frequency-distributions". Data collected in the form of measurements may later be grouped and presented as a frequency distribution. An important advantage of grouping is that i.t results in a considerable reduction of data. On the other hand, it is not usually possible to convert grouped or classified data back into the orisinal form.

Data which results from experiments in the physical sciences and engineering are usually outcomes of controlled experiments, and expres-
sible in quantitative terms. In many other fields however, the data are seldom results of controlled experiments. In addition, the observations usually can be expressed only in qualitative or categorical terms, a yes - no, alive - dead, agree - disagree, class A - class $B-c l a s s C$, etc. type of response.

A contingency table is a form of presentation of grouped data. In the simplest case, a group of $N$ items may be classified into just two groups, according to, say, presence or absence of a certain characteristic. For a fixed (given) characteristic the different groups of classification are called categories. For example, a group of $N$ individuals may be classified according to hair color (characteristic), the categories being black, brown, blonde and "other". The categories may be qualitative as above, or may be quantitative, as for example in the classification by weight in pounds consisting of five categories: 40-80, 80-120, 120-160, $160-200,200-240$. When there is only one characteristic according to which data are classified we get a one-way-table. If there are two ways of classification, say according to Rows and Columns, the Rowclassification having $r$ categories and the Column-classification having c categories, the table is called a two-way table or a $\mathrm{r} x \mathrm{c}$ table. The latter notation gives the number of categories in each classification. Carrying this notation further, a $r$ x cx d table will have three characteristics of classification, the first having $r$ categories, the second having $c$ and the third $d$.

For example, an individual may be classified by sex, by race, by profession, by smoking habit, by age, by incidence of coronary heart disease. If we take observations over a sample of many such individuals, the result will be a multidimensional contingency table with as many dimensions as there are classifications. Contingency tables are crossclassifications of vectors of discrete random variables showing the number of subjects belonging to distinct categories of each of several qualitative or categorical classifications. The number of counts of individuals in a cell of this table represents that portion of the sample having the specific attributes within each of the classifications. A problem of interest, for example, might be to determine the factors that are associated with the presence or absence of coronary heart disease.

Data from many fields are often presented in this manner, that is, in a crossmtabulated form. Statistical analyses of these types of data has had a long history, but were mainly concerned with the simple kind, the two-way table. Analyses of multidimensional contingency tables have been investigated intensively only during the last decade or so.

Conclusions drawn from contingency tables may be only exploratory in nature. One of the difficulties can be the availability of meaningful and reliable data. The first problem one faces in the analysis of cross-classified data is the decision on the number of classifications to be included and the categories within each classification. Typical among the problems in the analysis is how to segregate the effect on the response of some of the background variables, individually or jointly, from that of the others that are of particular interest. The data analytic attitude is empirical rather than theoretical. A more empirical attitude is natural when detailed theoretical understanding is unavailable.

Estimation of parameters in models should be considered less as attempts to discover underlying truths and more as data calibrating devices which make it easier to conceive of noisy data in terms of smooth distributions and relations. With a given data set, a variety of models may be tried on, and one selected on the ground of looks and fit.

In the analysis of contingency tables we are usually interested in the relationship bctwcen one classification and one or more of the other classifications. As an example, consider a three-way $r \times \mathrm{c} x \mathrm{~d}$ contingency table in whjeh the row-classification represents the response of an experiment on animals, the column classification types of treatment and the depth classification sex. The following hypotheses may be of interest.

1. Response is independent of treatment irrespective of sex.
2. Response is independent of the different combinations of treatment and sex (as against the possibility that a particular treatment is more "effective" in terms of the rosponse, for a particular sex).
3. Given sex, rosponse is independent of treatment.

Of course, not all contingency tables can be interpreted in such a straightforward manner. In some instances, all three classifications can be considered as responses; then we may be interested in the independence or association among these responses. In other cases, a classjfication may be controlled, experimentally or naturally, like three specified levels of fertilizer applied or sex, and then the classification is termed a factor. For convenience, we shall group all the concepts of associalion, dependence, etc. under the general term of interaction. No interaction between treatment and sex appears to be a more acceptable phrase than independence between treatment and sex, since the term independence is usually reserved to express the relationship between random variables. We may also say that the interaction between response and treatment does not interact with sex, meaning the degree of association between response and treatment is the same for both sexes. The concept gives rise to the idea of second-order interaction. There are a number of different approaches to the mathematical formulation and interpretation of the concept of "no interaction". One such approach, through the concept of "generalized independence" is powerful and general enough to include all hypotheses of "no interaction" (formulated in a specific manner) and many other hypotheses about homogeneity, symmetry, etc. that we come across in analyzing contingency tables.

Consider, for example, an experiment to compare the effectiveness of safety release devices for regrigerators in relation to children's safety. Children between two to five years of age are induced to crawl into refrigerators equipped with six different types of release devices. If a child can open the door of the refrigerator, from inside, within a certain time period, the response is classif'ied as a success, otherwise a f'ailure. 'lhe background variables studied included age, sex, weight, socio-economic status of parents. The experimental variable was one of six devices. (A partial analysis of this data may be found in page 581 of Kullback, S., Kupperman, M., and Ku, H.H.(1962), Tests for contingency tables and Markov chains, Technometrics, 4, 573-608). Some balancing of the background variables was achieved.

In other instances none of the factors are subject to experimental control, and whatever available data could be collected is reported. The analysis of this type of data, though it may only be seeking prelimnary information can be important in fields of health and safety. The uncontrolled experimental data are sometimes the only realistic data available when these data deal with lifc, death, health, and safety, and some of these factors and responses are only expressible in qualitative terms, in the present state of art.

It is expected that the number of problems calling for the techniques of the analysis of multidimensional contingency tables will increase. Experience at the George Washington University with such a growing demand confirms this. The examination and interpretation of data from social phenomena, housing, psychology, education, environmental problems, health, safety, manpower, business, experimental testing of devices, military research and development, etc., are potential source areas.

Classical problems in the historical development of the analysis of contingency tables concerned themselves primarily with such questions as the independence or conditional independence of the classificatory variables, or homogeneity or conditional homogeneity of the classificatory variables over time or space, for example, similar to such tests in multivariate analysis as independance, multiple correlation, partial correlation, canonical correlation, etc. Such classical problems turn out to be special cases of the technique we discuss.

These techniques result in analyses which are essentially regression type analyses. As such they enable us to determine the relationship of one or more "dependent" qualitative or categorical variables of interest on a set of "independent" classificatory variables, as well as the relative effects of changes in the "independent" variables on the "dependent variables". The object of the analyses is the study of the interaction between and among the classifications. The term interaction is used here in a general sense to cover both dependence and association.

Critics of methods for contingency table analysis have maintained that most of the procedures used, at least in the past, were only of a global chi-squared test nature. However, for a recent example of this see Patil, K.D. (1974), Interaction test for threedimensional contingency tables, Journal Am. Statist, Assn, 69 164-168. Through the use of the principle of minimum discrimination information (m.d.i.) estimation, leading to exponential families or multiplicative models (generalized independence) or log-linear models we show that:
(1) Estimates of the cell entries under various hypotheses or models can be obtained;
(2) The adequacy or fit of the model, or the null hypothesis, an be tested;
(3) Main effect and interaction parameters can be estimated;
(4) The structure of the table can be studied in detail in terms of the various interrelationships among the classificatory variables;
(5) The procedures can be applied to test hypotheses about particular parameters and linear combinations of parameters that are of special interest;
(6) The procedures provide indication of outlier cells. These may cause a model not to fit overall, yet fit the other cells excluding the outliers;
(7) Since the procedures and concepts are based on a general principle a unified treatment of multidimensional contingency tables is possible. Sequences of generalizations step by step to higher order dimensional contingency tables are not necessary as has been the case with other ad hoc procedures (see for example, Patil (1974), Sugiura, $N$ and Otake, H. (1974), An extension of Mantel-Haenszel procedure to $k$ ? $x$ c contingency tables and the relation to the logit model, Communications in Statistics, to appear);
(8) The procedure provides estimates based on an observed or sample table, which satisfy certain external hypotheses as to underlying probability relations in the population table. These estimates also preserve the inherent properties of the observed data not affected by the hypothesis;
(9) In general, the m.d.i. estimates are best asymptotically normal (BAN) and in the many applications of fitting models to a table based on observed sets of marginal values or linear restraints of observed values, the m.d.i. estimates in particular are maximum-likelihood estimates;
(10) The test statistics are minimum discrimination information ( m.d.i.) statistics which are asymptotically distributed as chi-squared with appropriate degrees of freedom. In the case of fitting models to a table based on observed sets of marginal values or linear restraints of observed values, the m.d.i. statistics are log-likelihood ralio statistics. The m.d.i. stalistics are additive, as are the associated degrees of freedom, so that the total under an hypothcsis can be analyzcd into components each under sub-hypotheses. The analysis is analogous to analysis of variance and regression analysis techniques. It uses a design matrix, a set of regression parameters, and explanatory variables, and analysis of information tables.
(11) In models fitting estimates to an observed table based on sets of observed marginal values as explanatory variables, some estimates can be expressed explicitly as products of marginal values. However, this is not generally true, and expected cell frequencies (functions of marginal values), can be computed by an iterative proportional fitting procedure, and the use of a computer to perform the iterations becomes necessary. For the foregoing cases which we term internal, and problems involving tests of external hypotheses on underlying populations a number of iterative computer programs are available. They provide as output, design matrices, the observed cell entries and the cell estimates as well as their logarithms, parameter estimates, outlier values, m.d.i. statistics and their corresponding significance levels, and covariance matrices of parameter estimates, to assist in and simplify the numerical aspects of the inference. In this respect it is of interest to cite the following quotation from a book review by D.J. Finney in Journal Royal Statistical Society, Series A(General) Vol. 136(1973), part 3, p. 461, "No mention is made of the cxtent to which computers have destroyed the need to assess statistical methods in terms of arithmetical simplicity: indeed the emphasis on avoiding lengthy, but easily programmed, iterative calculations is remarkable".

MULTI-DIMENSIONAL, NON-GAUSSIAN, RANDOM PROCESSES
WITH SPECIFIED COVARIANCE AND PROBABILITY DENSITY FUNCTIONS

James W. Wright<br>Advanced Sensors Directorate<br>US Army Missile Research, Development and Engineering Laboratory<br>US Army Missile Command<br>Redstone Arsenal, Alabama


#### Abstract

ABSTRACI. The simulation of radar scattering signatures, including radar cross section and glint, of complex targets for use in air defense system simulations is a difficult and time consuming task. Although it is possible to develop deterministic models of the radar signature, as a function of the target aspect angles, it is generally not possible to use these models in a realtime simulation because of the computational requirements involved in using such a model. Statistical and stochastical models of radar signatures are generally limited to the classical radar cross section models, although some models do include crudely correlated glint models as well. It is possible to describe statistically the radar scattering signature in terms of the probability density and covariance functions, but the processes generally are non-stationary, non-Gaussian, nonMarkovian processes. Even reduction of the process to a stationary, Markovian, non-Gaussian process does not presently reduce the problem to an analytically solvable problem. The development of techniques to generate these multidimensional random processes is needed to make more realistic simulations practical.


I. INTRODUCTION. The simulation of realistic radar signatures of aircraft for use in air defense (AD) system simulations is a difficult task. Stochastic models capable of representing the multidimensional radar signature with any realism do not exist, so complex deterministic models are used when realism is required. These deterministic models require significant computer resources in terms of both computation time and memory, but they can represent the nonstationary multidimensional signature with sufficient accuracy to make them invaluable in all digital simulations. The computation time requirements generally exclude deterministic models from realtime hybrid simulations, i.e., those simulations with actual system hardware in the loop. It is for these realtime, hybrid simulations that realistic stochastic models are needed.

The purpose of this paper is to present the problem with a description of the process and the underlying phenomena from which it is derived.

1. General. The first step is to establish the definition and description of the radar signature. The elements, or parameters, of the signature can be addressed one at a time or in pairs to arrive at a statistical description of the overall process.

The radar signature is defined to be the set of target induced parameters which are measured by the observing radar(s) or which directly influence the radar measurements or tracking systems. These include the radar cross section (RCS), azimuth glint ( $e_{\theta}$ ), elevation glint (e $)$, and intrinsic phase ( $\alpha$ ) . Other parameters, such as range glint, which are dependent on system mechanization will not be considered. Each of these four parameters is range independent for far field conditions, which is assumed for simplicity. Since most of the Army AD systems are semi-active systems, each of these parameters must be considered twice: once for the ground radar, and once for the missile seeker. The signature, therefore, is eight dimensional.

The problem is further complicated by the fact that these parameters are functions of the target aspect angles which are nonstationary functions of time. Figure 1 depicts the plan view of an arbitrarily selected flight path and Figure 2 depicts the aspect angles of a perfectly controlled target in still air as seen from a ground radar located at the origin. (The + sysbols are taken at equal time intervals.) A realistic target will experience random rotational (and resulting translational) perturbations from wind gusts and autopilot noise and response characteristics, so that the actual aspect angles will be a two-dimensional random process with averages approximately as shown in Figure 2. The nature of the random perturbations is a function of the assumed environment and the target aerodynamic and control response characteristics.

The problem, then, is to develop a stochastic model of a nonstationary eight-dimensional random process. The correlations among the various parameters must be maintained because they significantly affect the response of the $A D$ system. It is clear that some simplifications to the problem are required before any attack can be made on the problem. An investigation of the various parts of the problem will reveal some significant simplifications.
2. Target Signature Characteristics. The most realistic deterministic radar signature models are based on the $N$-body approach. This approach assumes that the signature can be assumed to be generated by $N$ scatterers or scattering centers. The components of the radar signature can be given by [I]:

$$
\operatorname{RCS}=\sum_{i=1}^{N} \sum_{j=1}^{N} \sqrt{S_{i} S_{j}} \cos \left(\alpha_{i}-\alpha_{j}\right)
$$

$$
\begin{aligned}
& e_{\theta}=\sum_{i=1}^{N} \sum_{j=1}^{N} \sqrt{S_{i} S_{j}} f_{1 i} \cos \left(\alpha_{i}-\alpha_{j}\right) \\
& e_{\varphi}=\sum_{i=1}^{N} \sum_{j=1}^{N} \sqrt{S_{i} S_{j}} f_{2 i} \cos \left(\alpha_{i}-\alpha_{j}\right)
\end{aligned}
$$

and

$$
\alpha=\arctan \left(\frac{\sum_{i=1}^{N} \sqrt{S_{i}} \sin \alpha_{i}}{\sum_{j=1}^{N} \sqrt{S_{j}} \cos \alpha_{j}}\right),
$$

where

$$
\begin{aligned}
& f_{1 i}=-x_{i} \cos \theta \cos \varphi-y_{i} \cos \theta \sin \varphi-z_{i} \sin \theta \\
& f_{2 i}=-x_{i} \sin \varphi+y_{i} \cos \varphi, \\
& \left(x_{i}, y_{i}, z_{i}\right) \text { are the coordinates of the } i-t h \text { scatterer, } \\
& S_{i} \text { is the RCS of the } i-t h \text { scatterer, }
\end{aligned}
$$

and
$\alpha_{i}$ is the phase angle associated with the $i-t h$ scatterer.
The RCS is given in square meters, and the $e_{\theta}$ and $e_{\varphi}$ are given as errors in the apparent target position, in meters, in a plane orthogonal to the line of sight at the target. It has been demonstrated that the glint errors, $e_{\theta}$ and $e_{\varphi}$, can be expressed as the gradients of the phase with respect to the appropriate angles $[2,3]$. Conversely, it is possible to compute the random component of the intrinsic phase as the integral of the phase gradient.

Figures 3, 4, and 5 depict the RCS, RCS* $e_{\theta}$ (theta component of nonradial power) and RCS* $e_{\varphi}$ (phi component of non-radial power) for a selected region of aspect angles for a simple mathematical model of the MQM-34D (BQM-34A) target drone [l] for a frequency of 1 GHz . The nonlinear nature of these functions is clear, but the correlation is not.

The correlation of interest is the statistical correlation. If it is assumed that the aspect angles have some statistical relationships, it is possible to compute the statistical relationships of the scattering components.

The nonstationary nature of the process can be handled in a relatively straightforward manner. Since the average aspect angles generally change slowly with respect to the random components, it is reasonable to consider the random component separately. It is assumed that the randon components of the aspect angles are stationary Markov processes. This is not strictly true but the lack of definitive measurements on aircraft motion and the realism of the radar signature models make the assumption acceptable. Since the statistical characteristics of the signature components are functions of the aspect angles, the statistical characteristics of the signature are also assumed to be stationary processes when considered from the short term viewpoint.
3. Statistical Characteristics of the Radar Signaturc. The statistical characteristics of the radar signature of a target are functions of many variables, two especially important ones being radar frequency and aspect angle statistics. Figures 3, 4, and 5 were computed for 1 GHz . The lobing structure increases approximately linearly with frequency, but the averages and variances do not. A Monte Carlo type simulation of the target at a point corresponding to $\theta=103.8$ degrees, $\varphi=38.67$ degrees with $\theta$ and $\varphi$ jointly normal and $\sigma_{\theta}=3.07$ degrees $\sigma_{\varphi}=1.46$ degrees, and $\rho_{\theta \varphi}=0.543$ resulted in the results shown in Figures 6 through 11 . These figures present plots of the radar signature parameters or related paramcters. Thesc plots indicate the type of random processes that are to be modeled. Figures 12 through 16 present probability density functions of the data in Figures 6 through 11 and Figures 17 through 20 present typical covariance functions for part of these data.

Three classical statistical RCS models are of interest. They are the Swerling l, Swerling 3, and log-normal. The equations for these models are given by:

Swerling 1

$$
f_{s}(s)=\frac{1}{\bar{s}} \exp \left(-\frac{s}{\stackrel{s}{s}}\right), \quad s \geq 0
$$

where

$$
\stackrel{\rightharpoonup}{s}=E\{s\}
$$

Swerling 3

$$
f_{s}(s)=\frac{4 s}{s^{2}} \exp \left(-\frac{2^{s}}{\bar{s}}\right), \quad s \geq 0
$$

and log-normal

$$
f_{s}(s)=\frac{1}{\sigma s \sqrt{2 \pi}} \exp \left\{-\frac{(\ln s-\mu)^{2}}{2 \sigma^{2}}\right\} \quad, \quad s \geq 0
$$

where

$$
\mu=E\{\ln s\}
$$

and

$$
\sigma^{2}=E\left\{(\ln s-\mu)^{2}\right\} .
$$

Models of the nonradial components of power have not been developed at this time.

The problem of bistatic angles must also be addressed. It can be shown that the bistatic signature is best approximated by the monostatic signature for the aspect angles corresponding to those of the bisector of the ground radar aspect angles and the missile seeker aspect angles reduced by a scale factor which is a function of the bistatic angle. The covariance of the RCS as a function of one half of the bistatic angle is approximately the same shape as the covariance of the RCS as a function of the aspect angle.

The roll-off of RCS as a function of bistatic angle for the MQM-34D drone near nose-on appears to be exponential in shape with a reduction of approximately 4.5 decibels (multiplicative factor of approximately 3) in 30 degrees in average and standard deviation.

A review of the known data is appropriate at this point to determine what data are missing. The first order probability density functions and covariance functions can be assumed to be known for the monostatic RCS and nonradial components of power and for the bistatic RCS and nonradial components of power. The covariance function of the monostatic and bistatic RCS is also known. The covariance functions of the monostatic and bistatic nonradial components of power are not known, but theory and experiments indicate that for the frequencies of interest and bistatic angles exceeding 5 degrees, these covariance functions can be assumed to be zero. The intrinsic phase is most readily computed as the integral of the glint (phase gradient) since absolute phase is not important. Thus the stochastic process is actually reduced basically to a pair of threedimensional random processes, with a correlation between the monostatic and bistatic RCS for small bistatic angles.

The first order probability density functions for the RCS will generally be selected from one of the three classical models previously given. The probability density functions for the nonradial components of power remain to be determined, at least in analytical form. The
covariance functions appear to be approximately exponential for the cases studied to date. Analysis of other deterministic models, the MQM-34D and other targets, may indicate other shapes for the covariance functions, however.

The nonstationary aspect of the problem can probably be handled by using averages and variances which are functions of the aspect angles and, hence, of time.

That leaves one major problem area, the generation of a three-dimensional random process with non-normal probability density functions and specified covariance functions. Techniques are available for handling limited classes of one-dimensional random processes $[4,5,6]$, but it appears that generalization to multidimensional processes, except for very special cases [5], has not been accomplished [7].
III. CONCLUSION. This paper has outlined one area where the multidimensional random processes are needed today. No attempt has been made to present all of the data necessary to completely define the problem. In fact, the author is not sure what data are needed to completely define the nature of the stochastic process that is to be modeled. The data presented are generally accepted as necessary but are probably not sufficient to permit complete characterization.
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Figure 1. Plan view of target flight path.
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Figure 4. Theta component of non-radial power as a function of the aspect angles.
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Figure 12. Probability density of radar oross soction.
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COVARIANCE OF RCS AND THETA COMPONENT OF NONRADIAL POWER
Figure 19. Mormaiized covariance of radar cross seciion and theta comoonent of non-radial power.


COVARIANCE OF THETA AND PHI COMPONENTS OF NONRADIAL POWER
Fiaure 20. Normalized covariance of the theta and phi components of non-radial power.

DESIGN OF EXPERIMENTS FOR THE EVALUATION OF MATERIEL PERFORMANCE IN WORLDWIDE ENVIRONMENTS

Bob 0. Benn
Waterways Experiment Station
Corps of Engineers
Vicksburg, Mississippi

## Background

A review of recently approved Required Operational Capability (ROC) documents reveals that the user in the Army is requesting a host of materiel items with truly exceptional performance capabilities. A good example of this trend toward materiel sophistication can be found in the ROC's dealing with intrusion detection, target-position location, and target discrimination. It is axiomatic that the more complex the system, the more sensitive it can be to its operational environment. Nevertheless, the systems are intended to function adequately in the majority of worldwide terrain or environmental conditions.

The Test Methodology Directorate, U. S. Army Test and Evaluation Command (TECOM), has recognized for some time that adequate testing procedures are not available for comprehensive evaluation of materiel of the type discussed in the preceding paragraph. To a large extent, the inadequacy results because empirical tests to evaluate materiel items are conducted in a specific (and only a limited number of) terrain or envfronmental conditions; yet those test results must be extrapolated to worldwide conditions if the evaluations are to be
conclusive. As part of TECOM's endeavor to improve its test and evaluation capability, the U. S. Army Engineer Waterways Experiment Station (WES) was asked to develop test guidance and analytical procedures that could be used to extrapolate to worldwide environments the results obtained in tests with unattended sensors and mines in specific terrains.

In general, the problem to be addressed was the development of guidelines for designing an experiment in which the items could be evaluated to determine if they will function above the minimun operating criteria stated in the ROC. Conventionally, the chief objectives of experimental design are to:
a. Arrange the experiment so that the effects of changing each relevant condition or factor can be readily measured independent of the effects of changing the other conditions and of experimental error.
b. Obtain a valid estimate of error appropriate for assessing independently or synergistically the statistical significance of the effects of the factors considered.
c. Enable the effects to be measured with the required accuracy. Normally, the experiment is arranged so that one (or at most two or three) of the factors or conditions which are known to be significant are varied incrementally while all others are held constant. This permits the effects of those factors to be determined, but only as independent variables. Such a procedure does not permit the evaluation of the effects of all of the relevant factors acting in concert, yet that is invariably the way they act when the device is in operational
use. Nor does this procedure make any provision for the recognition of the factors which are not known to be significant at the beginning of the experiment or test. In general, classically-designed experiments respond to this situation only by increasing the experimental error.

The economic aspect of experimentation cannot be emphasized too strongly. Inductive inference from experimental data is subject to error that can be quantified with mathematical statistics; therefore, a measure of accuracy is obtainable. In practice, it is necessary to consider the cost of obtaining a particular accuracy and at what stage the cost of obtaining increased accuracy is too great.

## Energy Exploitation

Materiel items that are used for intrusion detection, target-position location, and target discrimination must contain sensors that function by exploiting a wide range of energy propagation forms, such as seismic, acoustic, magnetic, electromagnetic, etc. In general, an item is designed to exploit the energy generated by a target of military interest. To be exploited, the generated energy must be propagated from the target to the sensor. The informational content of the propagated energy, i.e. the information at the sensor, is acted on by the signal processor (i.e. the logic) of the materiel item. The generation of energy in all the varluus forms is affected by interaction of the generator (target) and the environment, and the energy wave form is further affected by the medium rhrough which it propagates. Fvery large region of the world exhibits a wide variety of terrain conditions, each of which may change
the character of the wave in one or more ways. If the wave is changed to a form which the sensor logic has not been designed to "recognize," the sensor will not respond.

The implication of the above is that to design an adequate experiment to evaluate the item's performance, its interactions with the operational environment must be understood quantitatively. Prerequisite to this understanding is an identification (and quantification) of the factors of the environment that control or significantly influence the interactions. Thus, two major experimental design steps emerge: (a) modeling the item-terrain interaction and (b) quantification of the test environment.

## Materiel Item Design

The design of advanced hardware often requires use of specialized technology, and most designs emerge from defense contractors, who may have proprietary rights to software and procedures they have developed. Because of idiosyncrasies in the design procedures, the contractors often optimize the device for certain environments. Unfortunately, testers may not be aware of this because they may not have access to critical information on the rationale and procedures used to develop the item's design. Furthermore, the as-built specifications are not always provided to the test agency. It is the tester's duty to be skeptical, and to try to stress the item in a manner analogous to actual. use conditions.

The difficulty in implementing this duty can best be explained by designing an experiment for the evaluation of a specific item. For
this discussion a seismic sensor that is required to discriminate among classes of targets is chosen. In this case it is instructional to consider the problems of designing sensor logic that can discriminate among targets.

The difficulty in designing such a seismic sensor lies in the fact that sensor logic must be capable of identifying seismic signal features that are consistently associated with a particular target, regardless of terrain or target conditions. This generalized problem breaks down into three components: (a) the inadequacy of the techniques available for extracting design criteria, (b) the inherent variability of seismic signals, and (c) the inadequacy of available seismic data.

The most popular method of developing design criteria consists of extracting candidate signal characteristics from an empirically generated data base. Briefly, the steps are as follows:
a. Establish signature design data base. This step involves measuring signature data from targets of interest operating at various speeds and in various terrain conditions.
b. Digitize the data and separate them into two batches. c. Select candidate discriminating features measurable from the time- or frequency-domain signals. Examples include ratios of energy in selected frequency bands, Fourier coefficients, number of zero crossings, peak-to-peak ratios, root mean square values of selected frequency ranges, mean values of selected frequency ranges, etc.
d. Measure candidate features from one batch of the signature data.
e. Correlate features with target classes. Multiple correlation techniques are used in this step to identify the most persistent features and relate them to target classes. ́. Test the correlation derived in step e. This step involves testing the model against the second batch of signature data not used in the development of the model. The results are often shown as a probability of classification by target class.

Because these techniques must rely on a finite number of samples, they do not ensure that the logic will function for all situations in the total signature population, i.e. the data base may not have statistical representativeness. As a point of fact, a statistically valid data base may be exceedingly difficult to define. If the design data base is inadequate, the adequacy of resulting sensor design is subject to question.

## Evaluation Test Design

## Variables to be considered

Because the design technique is subject to statistical probability, the problem facing the test designer becomes one of developing a scheme to establish the performance envelope of the sensor, i.e. demonstrate under what operational and environmental conditions the sensor will and will not meet the design specifications as stated in the ROC. Conventional emplrical test procedures in themselves are wholly inadequate to define the performance envelope of a sensor capable of discriminating among targets. For example, consider a sensor designed to discriminate among:
a. Tracked vehicles
b. Wheeled vehicles
c. Man or men
d. Rotary aircraft
e. Fixed-wing aircraft
f. Noise

Ho decide the number of test interactions required to positively define the sensor's performance envelope, the sources of variance in the signal characteristics (which are correlated with target class) must be examined. Within a given target class, such as tracked vehicles, a number of types exist, e.g. the M113 personnel carrier, the M60 tank, etc. Since the various types within a class do not have identical engines, drive trains, suspensions, etc., it is very reasonable to assume that values for specific signal characteristics (i.e. within a given terrain and at a given distance from the source) will not necessarily be the same for each type of tracked vehicle. Thus, some variance in the values of signal characteristics occurs because all tracked vehicles are not the same.

A similar, but more subtle, variation in the values of specific signal characterfstics may occur because all members of a particular type of target within a class may not have exactly identical characteristics. For example, all Mll3 tracked personnel carriers certainly have similar power supplies, drive trains, suspensions, etc.; however, their physical characteristics (such as spring constants, effective horse power, weight, etc.) may not be identical because of inherent variability in the manulacturing of the vehicle and the different degrees of wear and histories of usage.

A third factor, and perhaps one of the more important, is the influence of terrain conditions on the values for the signal characteristics for a given member of a specific target type and within a specific target class. Three general phenomena must be considered:
a. Generation of the signal.
b. Influence of surface and subsurface conditions on signal characteristics.
c. Influence of surface features (topography) on signal characteristics.

It must be emphasized that the influence of surface and subsurface conditions on signal characteristics is a function of distance from the source in many cases. Thus, the influence of the terrain can be complex indeed.

The generation of seismic signals is a complex process and depends primarily on the target and the terrain conditions on which the target superimposes an input stress. When the target is moving, it is reacting to the irregularities in the surface of the terrain, and as a function of time is passing onto and over a variety of the surface irregularities. The target, such as a vehicle, will react in various ways to different sizes and shapes of surface irregularities and therefore will produce variations in the generated signals as a function of time. In addition to this time/geometry problem, the signal generation process is affected by the subsurface terrain conditions; the coupling of energy finto the terrain materials by the target is not the same for all subsurface terrain conditions. Thus, the characteristics of the generated
signals can vary because of the variations in the energy coupling phenomena in different subsurface materials (both configurations and properties). The effects of both the surface irregularities and the subsurface characteristics are complicated by another variable, the speed of travel of the target. Thus, the variation in lhe generated signal due to surface and subsurface effects may have an additional component of variation with changes in target speed.

In addition to a consideration of signal generation, it is necessary to examine signal propagation. Once energy is coupled to the medium, it propagates away from the source in various modes. As the signals propagate, the terrain materials through which they travel alter the frequency and amplitude characteristics of the signals by acting as a filter. The filtering effect of the terrain materials is a function of distance, thus varlance in measured signal characteristics can occur (for a given target) because of different terrain conditions and as a function of the distance from the source at which the signals are measured. Furthermore, surface irregularities come into play again, i.e. the signals propagating near the surface may be altered by reflection, refraction, and conversion from one propagation mode to another as a result of the interaction of the signal and the surface irregularities. An additional source of variation occurs if terrain conditions change between the source and the point of measurement. Thus, variations in terrain conditions in general are the cause of many sources of variation in measured signal features. Another complication can be added by noting that many terrain parameters, such as soil moisture content and soil
strength, may vary considerably (i.e. at one position) because of changes in seasonal or climatic phenomena (e.g. rainfall, freezing, etc.).

Other sources of variance in signal characteristics exist, such as testing or measurement errors; however, elaboration on these topics is beyond the scope of this discussion. The cogent question to be answered is: How can these sources of variance in signal characteristics (upon which the sensor design is predicated) be isolated and their effects be accounted for in a test program to evaluate the performance of the sensor? Empirical evaluation

If the assumption is made that the evaluation can be made by empirical testing, it is pertinent to examine the influence of the many sources of variance on the number of tests required. In any empirical study it is necessary to collect sufficient data to define the variation of a given variable under a specified set of conditions. For example, the seismic response (i.e. the amplitudes and frequencies of the seismic signal) of a specific M113 tracked vehicle has some distribution for a given set of terrain and test conditions. Since the initial estimates of variance values are not readily available, statistical theory cannot be used to calculate the number of tests necessary to achieve an adequate evaluation. For this reason, a somewhat cursory analysis must be made by listing the relevant variables and estimating the number of combinations of variables that must be tested.

As stated earlier, hoth surface and subsurface terrain conditions affect the generation and propagation of seismic energy. Further, these conditions (i.e. surface and subsurface) are dynamic phenomena that
are closely related to soil moisture content. Also, the seismic signals are affected by the propagating medtum as a function of range. Let it be assumed that the entire spectrum of terrain surface conditions of interest can be represented by 10 specific situations, and the spectrum of subsurface terrain conditions of interest can be limited to 100 specific conditions. Since both surface and subsurface conditions are dynamic phenomena that are closely related to moisture content, let us assume that five different situations (e.g. five moisture conditions, etc.) can occur. Also, let us assume we need measurements at 10 distances from the target to the source. In the extreme, but considering only these factors, the number of possible combinations that must be tested is a striking 50,000 .

If this were not bad enough, consider the fact that it is necessary to define the variability in the signal characteristics that may occur for an individual target of a specific type (e.g. a specific M113). To do this let us assume the need for five repeat trials. Also, since all individuals may not react the same, let us test five individuals of each target type within each target class. In addition to this, it must be remembered that there are numerous t.ypes within each class, say five. Finally, we are dealing with six classes of targets. When all of these combinations are constdered, the resultant number of combinations (or required field tests) could total 37,500,000. Clearly, this is not a viable solution, either technically or economically, and an alternative approach must be sought.

Perhaps the most viable solution consists of a balanced experimental and theoretical program. In this approach, well-controlled empirical tests are conducted to ensure that the hardware functions, i.e. it meets ruggedness and longevity specifications and the electrical circuits work. Equally important, the empirical tests demonstrate how the device works in a specific set of test conditions.

In the theoretical portion of the program, realistic simulation models are used to estimate how the device would function if the various terrain and target factors were varied throughout the range of interest. The deficiency in applying the balanced approach centers around the fact that simulation models adequately describing sensor performance as a function of target and environmental conditions are not readily available. Further, for practical applications, they must be formulated such that they accept unique and measurable target and environmental factors. Although difficult, formulation of adequate simulation models is both possible and practical. To illustrate, the following paragraphs briefly describe a seismic sensor performance model developed at the WES. Also presented are examples of how well the signals predicted with the model compare with measured signals from man-walking and vehicle targets. Also, presented are examples of how the signals change as a function of terrain conditions.

## The simulation process

The seismic prediction chain for the simulation process developed at the WES is shown in fig. 1. Stress signals are predicted by the various intruder models (e.g. footstep and wheeled and tracked vehicles) for the forces applied to the ground media as the intruder travels over it. The stress signals are used by the microseismic signal model to compute microseismic signals. The microseismic signals are applied to the seismic sensor model, which is used to compute sensor response as a function of site and target properties. The simulation models are described in detail in the WES report entitled "Effects of Environment on Microseismic Wave Propagation Characteristics in Support of SID Testing at Fort Bragg, N. C.; Report 2, Comparison of Summer- and WinterSeason Conditions," by T. L. Engdahl and H. W. West, soon to be published.

It should be noted that the model simulating the sensor can be in the form of a mathematical transfer function, or the predicted signal can be input via magnetic tape directly into the sensor itself. For this reason the sensor does not necessarily have to be modeled, and the critical link in the simulation process is the prediction of the seismic signal. Fig. 2 demonstrates how well this can be accomplished for a signal resulting from a footstep. The two sets of measured curves (figs. $2 a$ and $2 b$ ) are for the same walking man at the same Fort Bragg, N. C., site, but the second set (fig, 2b) was recorded after a heavy rain some 10 days later than the first (fig. 2a). In the soils at Fort Bragg (predominantly sand), the footstep signals have approximately the same
amplitude and frequency content in both the wet and the dry conditions. This is not necessarily the case for all soils, but, under this situation an intermediate condition ought to show roughly the same signal characteristics. The predicted signals (fig. 2c) are for such an intermediate condition; the surface rigidity data for the footstep model were collected a short time after both sets of footstep signal measurements were taken, when the soil molsture content was intermediate to before-rain and afterrain conditions. It can be seen that the predicted signals have wave forms with characteristics (amplitude, frequency content, and signal duration) similar to those in both sets of measured signals.

Measured and predicted signals from Fort Bragg for an M151 jeep at $32 \mathrm{~km} / \mathrm{hr}$ are compared in figs. 3 and 4. The measured and predicted time-domain signals in fig. 3 show very good agreement at ranges of 50 , 100 , 150 , and 200 m . For this particular set of predictions, the signals are primarily generated by the suspension as the jeep travels cross-country. If the vehicle had been traveling much slower or traveling over a smooth surface, the suspension component would be reduced and the seismic signal would reveal the engine signal components. Both the predominant frequency and the amplitudes are reduced as the range increases. This is shown more clearly in the frequency-domain signals for the same test (fig. 4). As the range increases, the high-frequency signal components are reduced In amplitude at a much greater rate than the low-frequency components. This causes the peak in the spectrum to reduce in amplitude and shift to lower frequencies.

The terrain inputs required for the man-walking target predictions are: compression spring constants $\left(k_{s, c}\right)$ and deflection at maximura
bearing capacity ( $\mathrm{Z}_{\max }$ ) obtained from plate-load tests; and thickness ( T ), compression wave velocity $\left(V_{P}\right)$, shear wave velocity $\left(V_{S}\right)$, of the various soil layers as defined by seismic refraction surveys, and soil wet density ( $\rho$ ). Normally good comparison of predicted and measured signals can be obtained if only the first and second layers are considered. In addition to the surface parameters (i.e. $k_{s, c}$ and $Z_{\max }$ ) discussed above for a man-walking target, a surface geometry profile is required as an input to both the wheeled and tracked vehicle models. Subsurface data (i.e. $T, V_{P}, V_{S}$ ), and $\rho$ ) requirements are identical to that required for making a prediction for the signal from footsteps.

## Extrapolation of test results

Extrapolation of test results to environmental conditions outside the test area is accomplished by varying the environmental factors discussed in the preceding paragraph. For example, various combinations of the factors representing soft soil, firm soil, and frozen ground are shown in figs. 5, 6, and 7. Predicted time- and frequency-domain signals for a man-walking target at a range of 5 m is shown in fig. 8. These examples (which cover a wide range of soil conditions) show that the particle velocity amplitude for the frozen ground is about two orders of magnitude (from $\approx 20$ to $.2 \mathrm{~cm} / \mathrm{sec} \times 10^{-3}$ ) less than that for the soft soil. Also, the energy is propagated at higher frequencies as the soil rigidity increases.

Fig. 9 shows predicted results for a Soviet light tank (PT76) on the same terrain conditions as in the man-walking predictions. The speed of the vehicle is 5 mph , and it is at a range of 75 m from the sensor. These plots show dramatically how the shape of wave forms
from a vehicle depends on terrain conditions. As with footstep signals, the amplitude decreases with soil rigidity. Also, the dominant frequency increases with soil rigidity.

## Conclusions

It must be recognized that the various terrain and target parameters can combine so as to have a synergistic effect on the resultant wave forms; therefore, many combinations of terrain factors must be evaluated. The WES sensor performance models use algorithms that can be solved efficiently; therefore, they provide a means for generating a relatively large number of predictions at a low unit cost. Work is now being directed toward devising a listing or matrix of terrain factors to provide a data base for the comprehensive evaluation of any seismic sensor. It is felt that this balanced approach, i.e. balance between empixical testing and theoretical extrapolation, can be directly applied to the evaluation of many items of advanced materiel.
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FIGURE 2


FIGURE 3


MI5I (JEEP) SIGNALS<br>$32 \mathrm{KM} / H \mathrm{R}$, FREQUENCY DOMAR

FIGURE 4

## SOFT SOIL

| CULTIVATED FIELDS; LOOSE TOPSOILS; |
| :--- | :--- |
| ORGANIC SATURATED CLAYS |
| $V_{p}=150 \mathrm{M} / \mathrm{SEC}$ |
| $V_{s}=75 \mathrm{M} / \mathrm{SEC}$ |
| $\mathrm{P}=1.6 \mathrm{~g} / \mathrm{CM}^{3}$ |
| DRY SAND; MOIST LOAMS; SLIGHTLY |
| SANDY OR GRAVELLY SOFT CLAYS |
| $V_{p}=300 \mathrm{M} / \mathrm{SEC}$ |
| $V_{S}=125 \mathrm{M} / \mathrm{SEC}$ |
| $P=1.7 \mathrm{~g} / \mathrm{CM}^{3}$ |

FIRM SOIL
$\mathrm{K}_{\mathrm{c}}=1.5 \mathrm{~N} / \mathrm{M} \quad \mathrm{Z}_{\text {max }}=0.075$

| MEDIUM SANDS; DRY LOOSE GRAVEL; |
| :--- |
| MOIST SANDY OR SILTY CLAYS; LOAM |
| $V_{p}=655 \mathrm{M} / \mathrm{SEC}$ |
| $V_{\mathrm{s}}=260 \mathrm{M} / \mathrm{SEC}$ |
| $\mathrm{P}=1.7 \mathrm{~g} / \mathrm{CM}^{3}$ |
| WET MEDIUM DENSE SANDS; MOIST MEDIUM |
| GRAVELS; HEAVY, GRAVELLY CLAYS |
| $V_{p}=1450 \mathrm{M} / \mathrm{SEC}$ |
| $V_{\mathrm{s}}=400 \mathrm{M} / \mathrm{SEC}$ |
| $P=2.05 \mathrm{~g} / \mathrm{CM}^{3}$ |

FIGURE 6

## FROZEN SOIL

| FROZEN SILTY OR CLAYEY LOAM; DENSE, |
| :--- | :--- |
| SATURATED COHESIONLESS SOIL |
| $V_{p}=2000 \mathrm{M} / \mathrm{SEC}$ |
| $V_{\mathrm{s}}=550 \mathrm{M} / \mathrm{SEC}$ |
| $\mathrm{P}=1.8 \mathrm{~g} / \mathrm{CM}^{3}$ |
| COMPETENT OR SLIGHTLY WEATHERED |
| ROCK |
| $V_{\mathrm{p}}=5000 \mathrm{M} / \mathrm{SEC}$ |
| $V_{\mathrm{s}}=1500 \mathrm{M} / \mathrm{SEC}$ |
| $P=2.5 \mathrm{M} / \mathrm{SEC}$ |



PREDICTED SEISMIC RESPONSE AT 5 M (MAN WALKING)


PREDICTED SEISMIC RESPONSE AT 75M (PT 76, 5 MPH CROSS-COUNTRY)


FIGURE 10

Ramic H. Thompson<br>The Franklin Institute Research Laboratories<br>and<br>Burton V. Frank<br>Nuclear Engineering Directorate Picatinny Arsenal

1. INTRODUCTION

The authors have recently completed tests of the short pulse response oI. some electroexplosive devices. The primary results were evaluated using the classical electroexplosive device statistical techniques. This paper describes the test equipment and technique in some detail. Hopefully, enough detail to allow the reader to get a feeling for the accuracy of the techniques and yet not bore him completely. In any case the section describing the stimuli and their generation can be skipped without any great loss of knowledge about the central question we wish to raise. That question is straightforward. Are the commonly used statistical techniques of electroexplosive evaluation adequate for the use to which we put the information generated by these techniques?

The authors suspect that the presently used techniques are the best of a bad lot-the result of economic and theoretical compromise-and frankly seek suggestions for improvement or alternate techniques.

## 2. BACKGROUND

The Applied Physics Laboratory of The Franklin Institute Research Laboratories has been involved with the evaluation of the DC and RF (both pulsed and continuous wave) responses of Electroexplosive Devices (EED's) for about twenty years. Recently an interest in the response of EED's to very short duration/high amplitude electrical stimuli has been prompted by concern about possible Electromagnetic Pulse (EMP) interactions with EED's. Ihe original work we performed in this field used damped sinusoidal stimuli but interest has shifted to the more easily produced and controlled rectangular pulse shape. All of the work discussed here uses the short rectangular pulse as the basic EED stimuli.

How short is a short pulse? We have conducted extensive tests using $25 \mathrm{~ns}, 50 \mathrm{~ns}$ and 100 ns pulses but pulse lengths can be increased without trouble to about 10 microseconds. The primary advantage of our specialized pulse supplying equipment is the ability to monitor our high amplitude stimuli and responses without interference. ${ }^{\dagger}$

## 3. THE STIMULI AND THEIR GENERATION ${ }^{*}$

Conventional type twin lead EED's can be initiated by two ways:
(1) Passing current through the bridgewire (the conventional firing mode) and
(2) Application of a high voltage between the pins of the EED and the metal case.

Our pulse generating equipment can supply short pulses to the EED in either of these firing modes. Figure 1 shows a typical high current short duration pulse applied to the bridgewire of a conventional type hot wire EED. The oscilloscope traces shown here have been traced from the actual oscilloscope photographs. Note that the waveform on the left shows the current thourgh the bridgewire of the EED and the waveform on the right shows the voltage across the bridgewire. The time scale is the same on both photographs and the individual sweeps start at the same time. Figure 2 shows a high voltage short pulse applied to the pin-to-case firing mode of an EED. Note that the current is very low and that this is associated with a "no-fire" response of the EED. This current is that which actually flows between the pins and the case of the EED during the voltage pulse application.

Figures 3 and 4 show simplified equivalent circuit schematics for the pin-to-pin and pins-to-case short pulse testing equipment configurations and Figure 5 is an overall schematic for the actual system.

[^2]

Figure 1. High Current Square Wave Applied to a Bridgewire


Figure 2. High Voltage Square Wave Applied to an EED Pin-to-Case Impedance


Figure 3. Equivalent Circuit for Pin-to-Pin Exposures


Figure 4. Equivalent Circuit for Pin-to-Case Exposures


Figure 5. The Overall System Schematic

In operation the equipment is used in this order: (Refer to Figure 5).

1) Adjust the high voltage supply for the desired voltage and polarity. This charges transmission lines 1 and 2 through the large resistors $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$.
2) The closure of pushbutton $P$ energizes time delay relay K 2 for approximately 2 seconds.
3) Relay K 2 energizes the 40 KV vacuum relay K 1 for 2 seconds.
4) As the contacts of $K_{1}$ begin to close they eventually reach a point where the charged transmission line (line 2) arcs to the movable contact of K1. This arc effectively connects transmission lines 2 and 3 together. This switching action is roughly equivalent to that of a perfect switch so we approximate the theoretical situation of a charged transmission line connected instantaneously to a load.
5) The electromagnetic disturbance caused by the switching propagates from the relay contacts in two directions: both through line 3 toward the insertion unit and back through line 2 toward $\mathrm{R}_{2}$. $\mathrm{R}_{2}$ is chosen to be very large in relation to the 50 ohm characteristic impedance of line 2 so that it approximates an open circuit. The insertion unit contains a series or parallel resistor such that the impedance looking toward the EED is about 50 ohms. For pin-to-pin tests the insertion unit contains a 50 ohm resistor in series. For pin-to-case tests a 55 ohm parallel resistor is usually used. In general the choice of impedance insures that the system behaves as if line 2 is open circuited at the $R_{2}$ end and loaded with 50 ohms at the relay end. This choice results in a theoretically rectangular voltage across the input impedance to the insertion unit. The aptitude of the pulse if theoretically one-half the DC charging voltage and its duration is twice the one way delay time of line 2.
6) The damped rectangular stimulus is coupled through a teflon filled coaxial cable, through the T\&M monitor, through the teflon filled coaxial firing mount and thus to the EED.
7) The voltage and current for the EED are monitored by the T\&M monitor and coupled to the oscilloscope by fairly short coaxial cables. The traces of the scopes are photographed on high speed film.

Note that the block diagram shows several components in an oil bath. The ofl used is standard transformer oil. It eliminates corona discharge, and its resulting interference, from the system. The metal cans shown in the block diagram are constructed to completely confine the electromagnetic
noise due to the arc at the switch. Note that the only connections between the shielded volume containing the arc and the outside volume containfing the oscilloscopes is through the 300 feet of RG $14 / 11$, thourgh the 300 feet of shielded Twinax or though the voltage and current monitor cables. Noise on the monitor cables is a real perturbation to our measured signals and it will be displayed on the scope as it should be. The other type of noise that would normally affect our oscilloscopes, due to direct coupling between the arc and the scopes, does not show on our photographs because it must, in our system, propagate at least the length of the RG $14 / 11$ and/or the Twinax before it can interact with the scope. This takes enough time that our photography is finished and the scopes have finished their sweep long before the noise arrives. We thus get clean pictures of the actual voltage and current across the load.

The two metal shielding cans shown in Figure 5 differ in construction. The can that contains $R_{2}$ is a modified one gallon paint can. The shield Iine 1 is soldered 360 degrees to the bottom of the can which it penetrates. The lid of the can is penetrated by line 2 and this shield is also soldered 360 degrees. In use $R_{2}$ is soldered in place with the lid almost closed, the can is filled with oil, the lid closed and the can submerged in an oil bath. The can containing relay K 1 is a modified 50 caliber ammunition can. The can has both input and output connectors. They are Teflon insulated, General Radio, 50 ohm connectors. RF gasketing material has been applied to the lid/body mating line. The overcentered closure device thus makes a good RF foint when the can is closed. The shield of the twin lead relay control cable is 360 degree soldered where it penetrates the can. Line 2 is dressed with a Teflon insulated connector on the end opposite the paint can lid. This connector mates with the input connector on the ammo can. In use the can with its input connector is submerged in an oil bath. The output connector is above the ofl level.

Note that line 2 is constructed with a paint can lid soldered at one end and a connector at the other end. The length of this line controls the pulse length of the overall system. We have constructed lines giving 25, 50 and 100 nanosecond pulses and with the arrangement described above we can substitute one for another in about five minutes.

The T\&M monitor contains a shunt 506 ohn voltage divider and a 0.051 ohm series resistor for current monitoring. The voltage division ratio is 98.6:1 and the output impedance is 50 ohms. The voltage output of the $T \& M$ monitor is coupled through six feet of 50 ohm line to 23 dB of General Radio 50 ohm pads. These pads are in turn connected through five feet of 50 ohm cable to a shunt 50 ohm load at the input to the voltage monftoring 454 Tektronix oscilloscope. The current monitoring output of the $T \& M$ monitor (which is across the 0.051 series resistor) is connected by 24 feet of 50 ohm cable to the input of the current monitoring scope. This input is also shunted by a 50 ohm load. The current monitoring scope is externally triggered by the voltage monitoring scope's sweep gate signal through a six foot 50 ohm cable. The voltage monitoring scope is internally triggered by the voltage input. The cable lengths are critical (within a few feet) for proper time relation of the voltage and current.

The 98.6:1 voltage divider and the 23 dB pad result in an equivalent deflection factor for the voltage monitoring scope of:
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The 0.051 current monitoring series resistor results in an equivalent deflection factor for the current monitoring scope of

| Stimulus <br> Amps/Division | Scope <br> Volts/Division |
| :---: | :---: |
| 0.98 | 0.05 |
| 1.96 | 0.1 |
| 3.92 | 0.2 |
| 9.8 | 0.5 |
| 19.6 | 1.0 |
| 39.2 | 2.0 |
| 98.0 | 5.0 |
| 196.0 | 10.0 |

Since the reading of the oscilloscope pictures can seldom be done to better than $5 \%$ accuracy the calibration factors above are rounded off in the quotation of scope deflection factors. Thus we give 40 amperes per division for an actual 39.2 ampere per division factor and we quote 2800 volts per division for an actual factor of 2786 volts per division, etc.

The scopes are calibrated against their internal voltage standards and the system monitoring equipment is calibrated (or checked) by connecting a 50 ohm load on the end of the T\&M monitor and observing the magnitude of voltage and current indicated. During this check the horizontal positioning controls of the scopes are adjusted so the pulses begin at the same place on the scope faces. This facilitates comparison of the voltage and current photographs.

Considerable short rectangular pulse testing has been done on the Atlas Squif Switch. Figure 6 shows a cutaway view of the overall switch and Figure 7 shows a disassembled switch. Most of our testing was done on the "plug" alone. This subassembly is indicated in Figure 6.

## 4. SOME RESULTS

Figure 8 is a representative set of traces of a 25 nanosecond pin-to-pin Bruceton test for the Atlas Squib Switch plug. If we assume that the bridgewire resistance is constant during the test (and it seems likely from study of the voltage trace in Figure 8) we can calculate firing energies. Figure 9 compares the mean firing energies for various other Brucetons with that determined by our 25 ns test. Note that the means all roughly compare. This result points to the fact that the pin-to-pin response to short pulses is in keeping with the theory applicable to longer pulses and that no new phenomena are evidenced in this shorter time regime.

Figures 10 and 11 show double exposure results of high voltage pin-to-case short pulse tests on the Atlas Squib Switch. Both photos show a normal "nofire" response with very small currents and a "fire" response that clearly shows breakdown and a large pin-to-case current. A considerable number of such photos shows that pin-to-case initiation is a phenomena that takes


Figure 6. Switch, Squib Actuated Non Delay


Figure 7. Disassembled Switch

Figure 8. Typical Traces From the Pin-to-Pin Bruceton
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| Pulse itre | Pulse Tlue |
| :---: | :---: |
| 25 BSEC | 50 HSEC |
| $\begin{aligned} & \text { Eiverg } \\ & \text { (ERGG) } \end{aligned}$ | $\begin{aligned} & \text { EiRRGY } \\ & \text { (ERG) } \end{aligned}$ |
| 76,000 | 3000 |
| 13,000 | 16400 |
| 2,300 | 8900 |



[^3]Figure 9. Energies Computed Using a Resistance of 1.830 hms
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Figure 10. Typical Pin-to-Case Traces Showing Both Breakdown and No-Breakdown Responses
$100 \mathrm{amps} / \mathrm{div}$.


Figure 11. Pin-to-Case Traces Showing Low Energy Fire
place on a nanosecond time scale. Several determinations of the energy delivered to the breakdown impedance have been made. The minimum energy determined to date is about 25,000 ergs but more work is obviously necessary to determine the minimum energy necessary for initiation. We feel that continued work in this area could lead to a much better understanding of overall pin-to-case firing characteristics of electroexplosives.

## 5. THE BRUCETON AND THE PROBLEM

Figure 12 shows the computer output from a not atypical Bruceton* calculation using the short pulse data. Note that we compute the Bruceton statistics using both the "fires" and the "no fires" and then average the results. The confidence levels are computed using the average data. The computer program is written in Fortran IV and can produce $95 \%$ or $90 \%$ confidence levels at choice. It can also produce the same sort of output as shown in Figure 12 for the $1 \%$, $99 \%$ levels and the $10 \%$, $90 \%$ levels. Other levels can of course be obtained but we would need to change the program cards slightly.

The most common use of the no-fire (i.e. 0.1\%) probability levels as determined by the Bruceton test procedure is as an absolute safety level. For example many radio frequency/EED safety analyses use the $0.1 \%$ power level (with $95 \%$ conf.) of a radio frequency Bruceton test as the absolute maximum of power that can be coupled to the FED and have the overall system considered safe. Other analyses add a safety factor by dividing the no fire level by two or ten. In any event a sensitivity test that predicts a no-fire level that is consistently lower than the actual tends to err on the conservative or safe side.

Our end uses of the Bruceton results mentioned in this report were for the estimation of "no-fire" levels. We have used the $0.1 \%$ level (with

[^4]95\% confidence) as this no-five level.
Our primary questions about the application of the Bruceton in this manner are two:

1) How does the error in the determination of the test levels influence the Bruceton results?
2) Is the Bruceton test procedure a useful tool in this application or are there other more "optimum" techniques?

*     * aruceton amalysis:**



Figure 12. Pin-To-Pin Bruceton Results

# TARGET VISIBILITY AND DECISION OPTIMIZATION 

Timothy M. Small<br>Countermine/Counter Intrusion Department<br>U.S. Army Mobility Equipment Research and Development Center<br>Fort Belvoir, Virginia

ABSTRACT. The detection optimization problem can be reduced to simple terms, even though the specific technology used may be sophisticated. Basically, the target's response signal and its contrast to background is to be maximized and it should provide as unique a signature as possible. The first two experimental conditions optimize target visibility; the latter minimizes false signals. In other words, the objective is to optimize the measure of a detection system's performance - the detection efficiency and target specificity.

This paper provides a generalized analysis of detection efficiency optimization in a system which measures a spectral response of a target in a consistent background. The spectral response is assumed to be a Gaussian shaped enhancement mixed within a uniform background. The analysis related signal intensity, signal to background ratio, background determination error, efficiency and specificity. Optimization of the signal window width and decision threshold are constraining conditions. Calculated results and the relative sensitivity of each of these parameters will be presented. This analysis provides the detection system designer with the information needed to specify critical parameters or to predict the performance of a given system.

1. INTRODUCTION. Another title for this paper could be "A Pedestrian's Approach to Detection Theory". Being neither a statistician nor familiar with the state-of-the-art in detection theory, I have developed an approach to detection optimization in a way which makes sense to me and would like to share with you.

The approach to target detection which we are going to consider is intended to be practical in nature and is in some respects model dependent. For clarity's sake only a simple but somewhat generalized case will be described. Many of the constraining assumptions may be easily changed to better approximate a particular technique with relatively simple modifications to the analysis.

The essence of target detection is the accurate determination of whether or not a target is within the field of view of a detection system - often under conditions in which the signal intensity is quite limited. This entails tailoring the detection system so as to maximize the visibility of the target and providing decision logic which maximizes the pro-
bability of correctly cueing on a target while minimizing the introduction of false cues. This in turn assumes that the detection system provides a binary response. A cue is given if a target-like signature is detected, otherwise no cue is given. We assume that this decision must be rendered in a single pass over the target and based entirely on the response of a single detector.

In actual detection scenarios an object which simulates a target may be encountered, thereby inducing a false signal. Because the description of this class of false signals is closely linked to the specific technique used, it will not be further considered here, but rather assumed to be an isolated problem to be considered by the detector designer. Another source of false signals is spurious cueing due to statistical fluctuations in the detector response. We assume this to be the predominant consideration in optimizing detection specificity.

The model we will consider is that of a target which emits either spontaneously or by stimulation a characteristic spectral signature, which in turn is measured in one pass by the detector. The reconstructed spectrum may look something like Figure 1. It would be composed of a background and a signal whose centroid is at a known position in the spectrum. The target emission or detector response is assumed to be quantized or quantizable, thus the spectral intensity on this graph is defined as the number of counts, $N$, corresponding to the detected quanta, per interval in the spectral parameter, $x$, such as counts per energy, wavelength, or time of arrival. Quantized data is particularly convenient for computer processing, which this analysis lends itself to. We will assume that both signal and background count fluctuations within an interval obey Gaussian statistics with one standard deviation corresponding to the square root of the number of counts within the interval. Such Poisson fluctuations are adequately approximated by Gaussian statistics if the number of counts is large. In addition, the background shape is assumed predictable so that the background under the signal can be inferred by normalizing the counts in a pure background portion of the spectrum. For simplicity the background is assumed flat in the region of the signal so that the signal shape is not distorted. The signal is assumed to have a Gaussian shape. This is a good approximation in many cases, particularly if the original signal width is much less than the detection system resolution, so that it is smeared into the Gaussian shape.
2. MODEL SPECIFICATION. Figure 2 illustrates some of the basic parameters we will need. The resolution of many systems is defined in terms of the full width at half maximum. For a Gaussian, one standard deviation is slightly narrower than the half width at half maximum and a half-bin width parameter, $x_{B}$, remains to be calculated. This parameter defines the upper and lower bounds of the optimal signal window. The signal which falls within this window is called $S$. This window correspondingly defines the amount of background which is collected, $B$. $S_{o}$ and $B_{o}$ are


internally calculated numbers, since they are a function of $x_{B}$, a calculated parameter. In order to externally specify the signal and background we should select experimentally meaningful definitions. So accordingly is defined as the total signal counts in the entire Gaussian, and $B_{o}$ is the background counts within the FWHM interval of the signal.

The detection system is designed to cue when the total counts within the window exceeds a certain threshold. The threshold should be as much above the background as possible for good specificity - to avoid cueing on statistical fluctuations - and below the total signal plus background for good detection efficiency. We can write this

$$
\begin{gathered}
T_{1}=B+\sigma_{S} \sqrt{B} \\
T_{2}=S+B-\sigma_{e} \sqrt{S+B}
\end{gathered}
$$

where $\sigma_{s}$ is the number of standard deviations above the background and $\sigma$ is the corresponding parameter below the signal plus background. Note thiat the $\sigma$ 's are the number of standard deviations and not the standard deviation itself.

The error on the background is more than just the statistical error. There is also a determination error, since B must be inferred. Thus the complete expressions for a standard deviation are

$$
\begin{gathered}
T_{1}=B+\sigma_{S} \sqrt{B+\Delta B^{2}} \\
T_{2}=S+B-\sigma_{e} \sqrt{S+B+\Delta B^{2}}
\end{gathered}
$$

where $\Delta B$ is the determination error. In actuality $T_{1}=T_{2}$ which is the detection threshold, $T$, and it is optimized when both $\sigma$ 's are maximized.

The specific detection problem determines the relative importance of efficiency and specificity. This ratio is designated, $\kappa$, the signal th background ratio is $\rho$, and $\beta$ is the ratio of background measurement error to statistical error.

$$
\begin{aligned}
& \kappa \equiv \frac{{ }^{\sigma}}{\sigma_{s}} \\
& \rho \equiv \frac{S}{B} \\
& \beta \equiv \frac{\Delta B}{\sqrt{B}}
\end{aligned}
$$

Making these substitutions and setting $T_{1}=T_{2}$ we obtain the following expression.

$$
\frac{1}{\sigma_{S}} \equiv \phi(\rho, S)=\frac{\sqrt{1+\beta^{2}}+{ }_{k} \sqrt{1+\rho+\beta^{2}}}{\sqrt{\rho S}}
$$

Since the $\sigma$ 's are to be maximized the expression $\phi$ should be minimized.
The signal is written as a function of the spectral parameter x whose origin is assumed to be the signal ${ }_{2}$ centroid.

$$
S(x)=\frac{S_{0}}{x_{0} \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x}{x_{0}}\right)^{2}}
$$

$S_{0}$ is the total signal counts and as before x is the Gaussian's width expressed as one standard deviation and is approximately 42 percent of the full width at half maximum.

$$
x_{0}=\gamma(\text { FWHM }), \gamma=(8 \ln 2)^{-\frac{1}{2}} \approx 0.42
$$

To provide generalized dimensionless variables we define $z ⿷ x / x_{0}$ and define $A$ as the definite integral of the Gaussian.

$$
A(z)=\frac{1}{\sqrt{2 \pi}} s_{0}^{z} e^{-\frac{z^{2}}{2}} d z
$$

This expression can be numerically approximated by an inverted polynomial series. The sigal can then be written

$$
S=\int_{-z_{B} B}^{z_{B}} S(z) d z=2 S \circ A\left(z_{B}\right),
$$

where $z_{B}$ is the half signal window width. An experimentally convenient way to 首xpress the background is as counts per FWHM interval. We have designated this Bo, so the background within the signal windew, $B$, is

$$
B=2 \gamma B_{o} z_{B} .
$$

This reflects the assumption that the background is flat. Thus, the signal to background ratio

$$
\rho \equiv \frac{S}{B}=\frac{S_{0}}{\gamma B_{0}} \frac{A\left(z_{B}\right)}{z_{B}}
$$

Now with these expressions for $S$ and $\rho, \phi$ becomes a constant times $\phi^{\prime}$, a reduced minimization function.

$$
\phi(z)=\frac{1}{\sqrt{2 S_{0} \rho_{0} / \gamma}} \phi^{\prime}(z),
$$

where

$$
\begin{gathered}
\rho_{0} \equiv \frac{S_{0}}{B_{0}}, a \equiv 1+\beta^{2}, \\
\phi^{\prime}(z)=\frac{\sqrt{\alpha z}+\kappa \sqrt{\alpha z+\rho_{0} A(z) / \gamma}}{A(z)}
\end{gathered}
$$

Note that all variables are dimensionless and that $Z_{B}$ is a function only of the three input parameters, $k, \rho_{0}$, and $\beta$.
3. MODEL SOLUTION. The complexity of the expression for $\phi$ ' doesn't lend fiself to an analytic solution of its derivitives to determine the $z$ corresponding to its minima. Thus iterative solution by computer is used. A program, GREDP, has been written to run on the MERDC CDC 6600 to calculate $z_{p}$. Some of these results are summarized in Figure 3. Here $z_{p}$ is not displayed - rather $z_{B} / \gamma$, where $\gamma \simeq 0.42$, is contoured on a po versus $\kappa$ plot in which the background is assumed well known. If $\beta>0$ the optimal width decreases slightly. Note that a window width approximately 20 to 30 percent above the signal FWHM is in many cases optimal. The next question is how sensitive is the choice of $z_{B}$ ? Figure 4 shows that it is relatively insensitive. Changes of 20 percent induce a decrease in the $\sigma$ 's of less than 2 percent. Two extreme conditions among those I have calculated with $\beta=0$ are shown and are quite similar. If $\beta>0$ then the trough narrows slightly. Once $z_{B}$ is determined several other parameters can be calculated.

Fraction of $S_{0}$ within window $=2 A\left(z_{B}\right)$
Optimal window width as fraction of $\mathrm{FWHM}=2 z_{B} / \gamma$
Relative Gaussian amplitude at window boundary $=e^{-\frac{\boldsymbol{h}^{2}}{2}}$
The actual signal to background ratio within the window is $\rho$,


Figure 3


$$
\rho=\frac{\rho_{0}}{\gamma} \frac{A\left(z_{B}\right)}{z_{B}}
$$

The optimal threshold to background ratio, $\tau$, also follows after a little arithmetic.

$$
\tau \equiv \frac{T}{B}=\frac{\rho+1+\kappa \sqrt{1+\rho / \alpha}}{1+\kappa \sqrt{1+\rho / \alpha}}
$$

These dimensionless ratios are shown plotted in Figure 5 for the case in which $\beta=0$. The tolareshold/background ratio, $\tau$, is plotted versus the measured signal/background ratio, $\rho$. A family of curves can be drawn for each efficiency/specificity ratio parameter, $k$. The input $\rho$ o is alpo shown. As $\beta$ increases the optimal threshold also increases, as expected in order to move it further from the less well known background.

Up to this point all parameters have been dimensionless ratios. If we now specify $S_{0}, B_{0}, \sigma$, or $\sigma$ - aloo dimensionless but not independent numbers since $\rho_{0}$ and $k$ have beeh specified - then the others can be calculated. For example, given various signal levels, So counts, corresponding to expected target emission intensities, the background per FWHM, the o's and the signal and background within the window follow.

$$
\begin{gathered}
B_{o}=S_{o} / \rho_{0} \\
\sigma_{S}=1 / \phi\left(z_{B}\right) \\
\sigma_{e}=k \sigma_{S}=k / \phi\left(z_{B}\right) \\
S=2 S_{\circ} A\left(z_{B}\right) \\
B=S / \rho=2 S_{\circ} z_{B} \gamma / \rho_{0}
\end{gathered}
$$

The optimal threshold, false signal probability due to statistical fluctuations, and the target detection efficiency can now be calculated.

$$
T=B+\sigma_{s} \sqrt{\alpha B}=\tau B
$$



Figure 5

False signal probability: 1 per $\frac{1}{1 / 2+A\left(\sigma_{s}\right)}$
Target detection efficiency $=1 / 2+A\left(\sigma_{\mathrm{e}}\right)$
4. RESULTS. Figure 6 is a portion of the printout from GREDP for the case in which $\beta=1 / 2, k=1 / 2$, and $\rho_{0}=1$. Those variables which were previously assigned a symbol, have that symbol written in here. Note particularly the false signal frequency due to statistical fluctuations and the detection efficiency as they vary with total signal. A signal of 200 counts produces almost 100 percent efficiency and essentially a complete lack of spurious false signals. Such rejection is surely much better than the false signal rate due to target simulation in most scenarios. GREDP generates a four dimensional matrix of conditions spanning some of the most likely values of the input parameters, so that cross comparisons can be performed.

Several related problems have not been considered in this paper, such as the extension of this analysis to non-quantized input and the problem of collecting data continually rather than processing one sample at a time. The price paid to achieve continuous converage is that of not knowing the time domain in which the target is viewed, thus somewhat higher signal count rates are required to yield the same performance as with a static confianguration. Other modifications such as multiple targets each with a distinct signature, multiple signals from a single target and non-flat backgrounds are relatively simple extensions of this analysis.
5. GAUSSIAN RESPONSE FUNCTION. To digress a bit, one may think that a weighting function which matched the response function would provide a better window to filter out the signal. That is to say that the $\sigma$ 's would be larger if the window were Gaussian weighted than if weighted by a box function as we have done.

$$
\begin{gathered}
S_{G}=\int_{-\infty}^{\infty} \frac{S_{0}}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}}\left(e^{-\frac{z^{2}}{2}}\right) d z=\frac{S_{0}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-z^{2}} d z \\
=\frac{S_{0}}{\sqrt{2}} \int_{\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y=\frac{S_{0}}{\sqrt{2}}
\end{gathered}
$$




$$
\begin{aligned}
& \text { " } \\
& \substack{e \\
i \\
\hline}
\end{aligned}
$$



Notice the Gaussian weight is not normalized to unit area since this would unnecessarily attenuate the signal. A Gaussian weighted Gaussian signal can be seen here to yield a detected signal of 71 percent of the total signal and a signal to background of about $2 / 3$, see Figure 7. Both values are less than that of the previously presented GREDP calculation, 86 percent and .69 , respectively. Only when $\rho_{8}$ and $\kappa$ are large and $\beta$ is small, does $\rho$ exceed $\rho$, which drops to .55 under the worst conditions; but under Chese conditions over 95 percent of the signal is processed. Under all situations calculated the processed signal is larger. Thus if there is a better filtering function than that used, it is not Gaussian in shape.
6. SUMMARY. Much of what I have discussed is related to communication theory. But not being familiar with the intricies and subtilies of this field I have started from scratch, in a detection format, assuming the signal is digital and have kept the approach as convenient for application as possible. The input parameters follow naturally from the detection conditions. For example, $\beta$ (the relative background determinatton error) follows from the detector characteristics, $\kappa$ (the relative importance of efficiency to specificity) from the nature of the detection problem and $\rho_{\circ}$ (the signal to background ratio) from the target characteristics. The optimal threshold can then be determined directly since it is proportional to the background with a proportionality constant $\tau$, which can be calculated once $\beta$, $\kappa$ and $\rho_{\delta}$ are known.

Another practical example is the determination of the minimum signal intensity, which yields the desired detection characteristics - that is the false signal rate and detection efficiency. Or the inverse in which a given signal intensity is available and it is desired to determine how to best optimize performance. Given the range or parameter values which constrain his system, the designer can trade off one for the other to obtain the best performance with the weakest signal. Thus if nothing else this approach to target visibility and detection decision optimization provides the desigher with an organized approach to improvement of his detection system.

Figure 7
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#### Abstract

At various times in the production life of any manufacturing equipment, it is desired to optimize one or more outputs of the production machinery. Such outputs might be cost per round, number of pieces produced per minute or system reliability. Variable, but controllable, factors can influence the measured outputs. In the SCAMP program, the operating RPM of the equipment and the length of the running time between repairs and preventive maintenance may seriously affect the outputs stated above.


A statistically designed experiment will be used to generate mathematical equations. These equations will then be used to predict the effects which operating rate and time between equipment shut-down will have on operating cost and pieces produced.

The results will be used to establish the operating and maintenance policies for the SCAMP production lines. Since each output may be optimized by different values of rates and time, the machinery may well be operated and maintained differently in peacetime than in a state of full mobilization.

Response surface techniques will be utilized to generate the mathematical equations. The equations will then be used to establish the operating and maintenance policies based on the factor to be optimized. Moreover, the response surface equations should then be used throughout the life cycle of the production equipment to monitor the machinery for deviations from the original conditions which may indicate a need for major repair and/or replacement.

1. INTRODUCTION. At the present time, new generation equipment designed to automate the 5.56 mm amunition production line is now entering its final stages of development. The equipment consists of a group of submodules connected in series which, when integrated, shall be known as the "SCAMP" production module.

The Small Caliber Ammunition Modernization Program consists of a Case submodule which manufactures brass cartridge cases. These cases, in turn, are fed into the Primer Insert Submodule which inserts the primer charge into the base of the brass case. At the same time, the Bullet

Subnodule manufactures the copper bullet which is mated to the primed and charged brass case by the Load and Assemble Submodule. The finished rounds of ammunition are then prepared for shipping by the Packaging Submodule. The entire operation is completely automated and computer controlled.

The submodules are composed of high speed rotary turrets linked by a continuous transfer mechanism. The twenty-four station turrets are designed for rapid tool changes and offline repairs. These turrets are also designed to operate at a maximum speed of fifty revolutions per minute. The cartridges can then be manufactured and assembled at rates approaching twelve hundred rounds per minute.

Op to now the submodules have been tested individually to debug the equipment and to fine tune the various steps of the production process. During this time, each of the prototype submodules has displayed its own distinctive operating characteristics, and a data bank has been developed for each one. We know the range of speeds over which the individual submodules can operate, approximately how and when the individual tool stations on each turret will fail, and how frequently the entire subnodule must be stopped for repairs and maintenance. Turrets and transfer mechanisms were redesigned to increase the mean time between failures and to reduce the repair and maintenance downtime.

The individual submodules have now reached the stage where they are ready to be linked into a continuous production line. At this point, the thrust of the SCAMP statistical research shifts to the module as an integrated system. In particular, the emphasis of this research shall be to determine how well the equipment meets its design criteria, and then to construct and formalize operating and maintenance routines for the entire production module. Thus, this paper will present one technique which is under consideration to optimize both the cost and the yield of this highly complex, computer controlled automated production line.
2. DEVELOPMENT OF THE STATISTICAL MODEL. It is desired that the production system produce, at least, a daily average of 384,000 acceptable quality pieces at the lowest possible unit cost during an eight hour production day. Several factors of the production module affect both the number of good pieces produced and the unit cost. Among these factors are the modular operating speed, the amount of time the module operates before it is shut down for maintenance, the length of time it takes to perform maintenance, the quality of the input raw materials, lubrication, and the initial settings and adjustments of the tooling. of these factors, some, such as lubrication, are not easily controlled. Other factors, however, appear to exert the greatest effect on submodule productivity and cost. From previous tests the following appear most likely. They are the operating speed of the equipment and the duration of time the production module runs before it is shut down for maintenance. Fortunately, they are easily controlled. Thus, we shall concentrate on this latter set.

To simplify the problem, the submodules shall be considered from an integrated system perspective only. We are primarily interested in the number of pieces produced and their unit cost when the module is run for a specified period of time at a predetermined operating rate. Therefore, one is interested in determining the predictive responses of (1) cost and (2) quantity for a certain range of values of speed and time. This suggests a multiple polynomial regression approach for the problem resolution since the yield, or response, may be perceived as a function of the controlled variables. (Figure 4) This function is called the response surface. If the function is not known, it can sometimes be satisfactorily approximated within the experimental region by a polynomial in $X$. Again it is fortunate that we already know the boundary conditions. For the operating speed, thirty and fifty revolutions per minute are the constraints. Moreover, since the production schedule is eight hours, we can establish reasonable boundaries for the operating time of the equipment. Let's say three to seven hours.

Once again prior experience with the machinery has limited our experimental region to the areas over which the module can and will be operated. Thus, we are looking for the optimum response, or yield, within the above constraints. Moreover, the previous data lends one to believe that the response surface will be adequately approximated by a quadratic function. (Figure 5) Therefore, the experimental points chosen for the test are speeds 30,40 and 50 revolutions per minute (i.e., 720, 960 and 1200 pieces per minute) and times of 3,5 and 7 hours. For these values of speed and time, we have a $3^{2}$ factorial design or 9 treatment combinations. Coding the minimum values as -1 , the maximum as +1 , and the mid value as 0 , we test for the responses,
$\mathbf{Y}_{\mathrm{i}}, 1=1, \ldots, 9$, at the nine design points, $\left(\mathrm{X}_{1 j}, \mathrm{X}_{2 j}\right), j=1,2,3$ (Figure 6). The $X$ matrix for this model is shown in terms of the coded variables in Figure 7. However, the variance-covariance matrix for this model is not diagonal.

Since a diagonal variance-covariance matrix is desired to eliminate any interaction between the coefficients of the equation, standard techniques suggest we rewrite the response surface equation as shown in Figure 8 to obtain a new X matrix. In this model $\mathrm{X}^{2} \mathrm{mi}$ is the mean of the squared coded variables for $i=1,2$. Now the variance-covariance matrix, shown in Figure 9, is diagonal and we can determine the least squares estimates for the values of $B$ by the matrix equation given at the bottom of figure 6 . These values of $B$ will give us the response surface equation. Knowing the estimates for the regression coefficients, a regression analysis of variance is performed to determine the accuracy of the response surface equations for (1) pieces produced and (2) cost.
3. ANALYSIS OF THE FITTED SURFACE. NOW, after we have determined the proper second order response functions, we are prepared to analyze the fitted surfaces. The maximum point, if it exists, will be the set of conditions such that the first partial derivatives are simultaneously equal to zero. This set of conditions is called the stationary point.

This point, however, is not necessarily that which maximized the response. In fact this point can be either a maximum, a minimum, or a saddle point as illustrated in Figure 10. In addition, there may not be a point at all, but some type of a ridge which may be classified as rising, falling or stationary. The determination of the nature of the stationary point, and the entire response surface, is the ultimate goal of the experiment.

The analysis begins with a translation of the response surface to the stationary point, $X$. Then the response function is expressed in terms of new variables $Z_{1}$ and $Z_{2}$. This corresponds to a rotation of the axes to correspond to the principle axes of the contour system. The form of the function in terms of the $Z$ variables is called its cononical form. Now, by moving along the new axes one can see the quickest direction to travel to find the maximum or the minimum responses.
4. OUTLOOK. Slippages in schedules, due to equipment debugging have delayed the integration tests needed to obtain data for this experiment. But looking at the preliminary data generated by the submodules we can theorize that the response surface for the number of pieces produced will be a rising ridge. For the cost surface, we expect some type of a basin. Thus, the conditions under which we will operate the equipment will then be somewhere in that space enclosed by the two response surfaces. If the two surfaces do not intersect, or in times of national emergency, then we must choose whether we want to operate for maximum yield or minimum cost.

Positive results from the operating equipment will be obtained in approximately six months. But we are very confident that these techniques will give us our desired results, in the least amount of time and for minimum experimental costs. The procedures are well-defined and, as soon as the equipment becomes available, we can generate our two equations to predict the number of acceptable pieces produced and the unit cost. These equations will then be used to establish the optimum operating and maintenance policies for the SCAMP production line.

FRANKFORD ARSENAL PHILADELPHIA, PA.

## SMALL CALIBER AMMUNITION PRODUCTION MODULE



- imspect and conthol imformation

1 produceo in plant
$X$ purchased material

DEFINITIONS
SUBMODULE: The equipment necessary in the production or processing of major components such as the cartridge case.

MODUE: . One integrated series of submodules with a comon production rate and capacity, coupled together by an automated comnonent transfer and process auality

- MAXIMUM NUMBER OF PIECES

FACTORS AFFECTING RESPONSES

- MINIMUM COST
- EIGHT HOURS

Figure 2
Figure 3

$$
\begin{aligned}
& \mathbf{y}_{\mathbf{r}}=\mathbf{f}\left(\mathrm{x}_{1 r}, \mathbf{x}_{2 r}, \cdots, \mathbf{x}_{\mathrm{kr}}\right)+\mathbf{e}_{\mathbf{r}} \\
& \mathbf{k}=\text { NUMBER OF INDEPENDENT VARIABLES } \\
& \mathbf{r}=\text { NUMBER OF RESPONSES }
\end{aligned}
$$

## Figure 4

$$
\begin{aligned}
& y_{r}=b_{0} x_{0}+b_{1} x_{1 r}+b_{2} x_{2 r}+b_{11} x_{1 r}^{2}+b_{22} x_{2 r}^{2}+b_{12} x_{1 r} x_{2 r} \\
& x_{1}=\text { SPEED VARIABLE } \\
& x_{2}=\text { TINE VARIABLE } \\
& x_{0}=\text { DUMMY VARIABLE FOR COMPUTATION }
\end{aligned}
$$
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CANONICAL FORM FOR A RESPONSE SURFACE IN TWO VARIABLES


SADDLE POINT IN A FITtED SURFACE

Figure 11

AN APPLICATION OF THE WEIBULL-GNEDENKO DISTRIBUTION
FUNCTION FOR GENERALIZING CONDITIONAL KILL PROBABILITIES OF SINGLE FRAGMENT IMPACTS ON TARGET COMPONENTS

William P. Johnson<br>Vulnerability Modeling Branch<br>Concepts Analysis Laboratory<br>US Army Ballistic Research Laboratories Aberdeen Proving Ground, Maryland 21005

ABSTRACT. It has previously been shown in a number of works on reliability that the Weibull-Gnedenko distribution gives a good description of the lifetime of numerous elements in electronic equipment when the failure of these elements is regarded as the exceeding of established limits and the part of any of the parameters.

In this study a modified version of the Weibull-Gnedenko distribution has been used to establish a relationship between the conditional probability of kill of target components ( $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ ) and the momentum per unit area of the impacting fragment (MV/A). A threshold of sensitivity is assumed for each component resulting in a three parameter distribution function. Techniques have been developed and are presented which allows calculation of approximate values for each of the three parameters.

1. INTRODUCTION. When a high explosive munition detonates, the casing that surrounds the explosive charge is fragmented and projected outward. The resultant fragments are usually irregular in shape, vary in weight and lose velocity through air at a rate that is proportional to several physical parameters. Equipment and/or weapon systems struck by these fragments may be unharmed, incapacitated, or killed. For this reason, a portion of the Army's defensc cffort is devoted to determining the relationship between parameters of the impacting fragments and the resultant system damage. An important part of this effort has been the establishment of conditional kill probability curves.

Conditional kill probabilities, for critical target components, have been developed as a function of the striking mass and selected velocities of the striking fragment. ${ }^{1}$ The impracticality of using these same techniques to make measurements over the entire spectrum of fragment massvelocity combinations, makes a generalized model a necessity. Models of this type facilitate the vulnerability analyses designed to rate the capabilities of existing and prospective systems on the basis of their abilities to withstand impacts from fragments or shaped charges.
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Figure 1-Typical Probability Function for Fragments Striking a Hypothetical Component.

Previous attempts to relate fragment size to conditional kill probabilities used step functions. The use of these functions required the user to interpolate between curves for masses which were not included in the original analysis and between points of a given curve for velocities not included. Computer programs using these curves required an extensive amount of memory in order to accommodate all of the input data normally required for a detailed analysis. Computer run time was usually extensive, due in part to the numerous conditional statements required to determine whether the right combination of curves was being used in the interpolation process. Figure 1 illustrates a typical step function representation of the experimental data. It should be kept in mind that this approach required a curve of this type for each mass included in the sample population.

The model outlined in the subsequent pages of this report was developed to overcome the limitations in the step function approach. The primary aim was to develop a mathematical relationship which would satisfactorily represent the data points and would expedite subsequent computer analysis of the vulnerability of the target. The accuracy of the data points themselves were not questioned, but merely accepted as the best available representation of the true data points. A description of the technique used to develop the experimental data may be found in references 2 and 3 .
2. PROCEDURE. The experimental data inlcuded conditional kill probabilities as a function of kill criterion, fragment mass, fragment velocity and attack orientation. Of these four variables, kill type and fragment attack orientation were held constant for each analysis. More specifically, only the random attack condition was used to develop the model. The random condition assumes that attack of the target is equally likely from all directions. The same procedures used to establish the model could also be used to determine regression constants that would provide conditional kill probabilities as a function of any other attack orientation or kill criterion.

The weights of the fragments included in the experimental data were the following:

| Weight (grains) | Weight (kilograms) |
| :---: | :---: |
| 1 | $6.48 \times 10^{-5}$ |
| 2 | $1.30 \times 10^{-4}$ |
| 5 | $3.24 \times 10^{-4}$ |
| 10 | $6.48 \times 10^{-4}$ |
| 15 | $9.72 \times 10^{-4}$ |

Weight (grains)
30
60
120
240
500
1000
2000

Weight (kilograms)

$$
1.94 \times 10^{-3}
$$

$$
3.89 \times 10^{-3}
$$

$7.78 \times 10^{-3}$
$1.56 \times 10^{-2}$
$3.24 \times 10^{-2}$
$6.48 \times 10^{-2}$
$1.30 \times 10^{-1}$

Striking velocities ranged from $91.44 \mathrm{~m} / \mathrm{s}$ to $2133.6 \mathrm{~m} / \mathrm{s}$ ( 300 to 7000 fps.).

Independent plots were made for several of the target components. Several conditional probability of kill ( $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ ) - abscissa combinations were considered before it appeared that a relationship between the conditional probabilities and the ratio of the momentum of the fragment to its average presented area existed.

The root mean square deviation (erms) of the experimental data points from the regression curve was used as the criterion for selecting the analytical model which generally best described the data population. Erms was calculated from the following equation:

$$
\begin{equation*}
\text { erms }=\left[\frac{\sum_{i=1}^{S S}\left(Y_{P_{i}}-Y_{o_{i}}\right)}{S S-3}\right] \tag{1}
\end{equation*}
$$

where: $\quad Y_{P_{i}}=$ predicted conditional kill probability
$Y_{O_{i}}=$ observed conditional kill probability

$$
\mathrm{SS}=\text { sample size. }
$$

3. THE WEIBULL - GNEDENKO DISTRIBUTION. ${ }^{4}$ Let us consider a system consisting of a group of elements and possessing the following properties: (1) The

[^6]failures of the elements are mutually independent. (2) Failure of any element is treated as a failure of the entire system. We call such systems chain systems. Let $\alpha$ denote the lifetime of the chain system and let $\alpha^{1}$ denote the lifetime of the ith element of the system for $i=1,2,3, \ldots 2$. In such a case:
$$
\alpha=\min \left(\alpha^{1}, \alpha^{2}, \alpha^{3}, \ldots \alpha^{2}\right)
$$

We point out an important special case suppose that all elements of the chain system have an exponential distribution of the lifetime. In accordance with formulas derived in reference 4, the distribution function $F(t)$ is equal to:

$$
F(t)=I-e^{-\sum_{i=1}^{Z} \alpha^{i} t}
$$

where the $\alpha^{i}$ are parameters of the distribution of the elements of the chain system.

Of special interest is the situation generalizing the case fust described but having the following features. The number, $Z$, of elements of the chain system is great and all the distribution functions $F_{i}(t)$ are such that:

$$
\begin{equation*}
F_{i}(t)=g t^{\lambda}+Q(t)^{\lambda} \tag{2}
\end{equation*}
$$

Where $g$ and $\lambda$ are positive, as $t \rightarrow 0$.
This relationship determines the order of the infinitesimal $F(t)$ for small $t$. One can show that, for large $Z$, the distribution function $F(t)$ is well approximated by an expression of the form:

$$
F(t)= \begin{cases}1-\exp \left[-\beta(t)^{\lambda}\right] & , t \geq 0  \tag{3}\\ 0, & t<0\end{cases}
$$

This distribution was proposed by W. Weibull in 1939 without mathematical foundation. A rigorous mathematical treatment of related problems was done by B. V. Gnedenko in 1941. ${ }^{5}$

Equation 3 shall be called the Weibull-Gnedenko Distribution throughout this report.

It has been shown in a number of works on reliability that a Weibull-Gnedenko distribution gives a good description of the distribution of the lifetime of numerous elements in radio-electric equipment

[^7]when the failure of those elements is regarded as the exceeding of established limits on the part of any of the parameters.

Often there are situations in which there is a threshold of sensitivity, $t_{0}$, that leads to a displacement of the distribution. For these situations the Weibull-Gnedenko Distribution becomes:

$$
F(t)= \begin{cases}1-\exp \left[-\beta-\left(t-t_{0}\right)^{\lambda}\right] & , t \geq t_{0}  \tag{4}\\ 0 & , t<t_{0}\end{cases}
$$

Where $t_{o}$ is defined as the threshold of sensitivity. The definition originated in metrology. Its significance, is that until the parameter $t$ exceeds or equals the threshold of sensitivity the device under investigation does not "feel" the effect of the load and it is only when $t \geq t_{0}$ that this influence becomes perceptible and causes a probability of failure.
4. APPLICATION OF WEIBULL-GNEDENKO DISTRIBUTION AND CALCULATION OF PARAMETERS. For these studies of a modified version of the WeibullGnedenko distribution was found to represent the experimental data population extremely well.

This variation assumes the following form:

$$
P_{K / H}=\left\{\begin{array}{cl}
P_{\max }\left[1-e^{\left.-B(M V / A-K)^{N}\right]}\right. & , M V / A>K  \tag{5}\\
0 & , M V / A \leq K
\end{array}\right.
$$

Where the combination MV/A is substituted for the parameter $t$ in the original distribution, and $K$ becomes the threshold of sensitivity. In addition the distribution is multiplied by a constant $P_{\max }$. This multiplication factor was included so as to provide constraints on the regression curve such that $0 \leq \mathrm{P}_{\mathrm{K} / \mathrm{H}} \leq \mathrm{P}_{\max }$ in contrast to the constraints provided by the original distribution $0<\mathrm{F}(\mathrm{t})<1.0$. These new constraints were prompted by practical consideration which indicate that the maximum probability of kill that can be obtained on certain components is less than 1.

An explanation of the terms included in the above equation follows:
$\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ - represents the conditional kill probability
M - represents the weight of the fragment (kg)
$V$ - represents the striking velocity of the fragment upon the component ( $\mathrm{m} / \mathrm{s}$ )

A - represents the average presented area of the fragment ( $\mathrm{cm}^{2}$ )
$P_{\text {max }}$ - Maximum value of $P_{K / H}$ in experimental data set
e - represents the base of the natural logarithm
$B \& N$ are regression constants.
In the above equation, $K$ dictates the MV/A value at which the predicted kill probability diverges from zero. In order to determine this constant a computer program was developed in which cutoff points were selected at small intervals between zero and the smallest ratio of MV/A available for the component - kill type combinations under consideration. A combination of the constants $B \& N$ were calculated with each selection of $K$, from the solution of normal equations for a straight line, after a double logarithmic transformation had been made on equation 5. The root mean square error was calculated from each combination of $B, N \& K$ by using the calculated values of these constants in Equation 5. It should be noted that the erms was determined thru the use of Equation 5 and not thru its logarithmically transformed version. The logarithmic transformation served solely as a means of obtaining values of the constants.

Equation 1 was used to determine the average deviation of the regression line from the data population. The combination $B, N \& K$ selected to be used was that group which minimized erms.

A second equation was used to establish 95 percent confidence limits on the individual values of $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ for a second value of MV/A. This equation assumed the following form:

$$
\begin{equation*}
P_{K / H}-t .025,(S S-3)^{S} \leq P_{K / H} \leq P_{K / H}+t .025(S S-3) S_{P} \tag{6}
\end{equation*}
$$

where: $\Gamma_{K / l l}$ - represents the conditional kill probability
SS - represents the sample size
$S_{p}$ - represents the standard deviation of the $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$
t. 025 - represents the value taken from the students $t$ table with (SS-3) degrees of freedom.

Confidence intervals of this form have a minimum at the mean of the independent variable values included in the experimental data set.

Therefore, it is expected that predictions made on either extreme of the data set would have larger confidence intervals. In these analyses these intervals were restricted to the interval $0 \leq \mathrm{P}_{\mathrm{K} / \mathrm{H}} \leq 1$, although mathematically, they would have fallen outside of these intervals. This restriction forces the confidence intervals to reach a plateau at each of these limits in some instances. Figure 2 illustrates the goodness of fit of the above model to data from a typical component.
5. MODEL VALIDATION. Upon completion of the program development, constants were calculated for several data sets, and given to vulnerability analysts to test in established vulnerability programs. The purpose was to determine whether the use of the equation rather than the step-functions would in fact decrease the running time of the programs as had been speculated and also to determine whether significant statistical differences existed between the results of the two methods.

It was observed that the vulnerable area calculations based on massvelocity combinations contained within the original data set were reasonably close to values obtained thru the use of step-functions, however, vulnerable area values determined from extrapolated values of the data set were generally larger.

A plot of the $P_{K / H}$ data from a typical data set revealed that the step-functions and the generalized curve diverged at the maximum $P_{K / H}$ value for each of the fragment masses. As can be observed in Figure 3, the step function approach assumes that a maximum $P_{K / H}$ can be achieved and the $P_{K / H}$ curve will remain constant at this value. But because the Weibull-Gnedenko distribution provides a curve with $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ values directly proportional to the independent variable MV/A, $P_{K / H}$ values greater than those obtained in the experimental data set were 6 btained for each mass smaller than the largest.

To circumvent this problem it was decided that a second equation was needed which would enable the analyst to determine the maximum $P_{K / H}$ value obtainable for a given component as a function of a fragments mass. The logic was that during the actual calculation of vulnerable areas in the analyst's computer programs, a comparison could be made between the $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ value determined from the generalized curve and the maximum $P_{K / H}$ value which could be obtained from the fragments mass. The smaller of these two values would then be used in the vulnerable area calculations.


To carry out this logic a relationship between the maximum $\mathrm{P}_{\mathrm{K} / \mathrm{H}}$ values for each mass contained in the experimental data set and the mass itself was needed. Interpolation of the maximum value of $P_{K / H}$ for masses not included in the data set was the main reason for requiring a generalized relationship.

As had been the case earlier, it appeared that the Weibull-Gnedenko Distribution provided the best relationship between the variable of interest. The relationship:

$$
\begin{equation*}
P_{\max }=1-e^{-B 1} \quad\left(\log _{10} M+1\right)-K 1 \quad N 1 \tag{7}
\end{equation*}
$$

gave excellent regression fits of the experimental data with small erms values as determined by Equation 1 (Figure 4).

In the above equations the independent variable can be chosen as $\left(\log _{10} M\right)$ if the masses of interest are greater than 1 unit. The above form will provide $P_{K / H_{m a x}}$ values for fragments with mass $\geq 0.1$ units. The actual unit of mass chosen to use in the equation is immaterial since the values of $\mathrm{Bl}, \mathrm{Nl}$ and Kl will adjust to the unit used.

Upon completion of the generalization of the maximum $P_{K / H}$ as a function of each fragment's mass, the idea to use the $P_{\max }$ value predicted from Equation (7) as a variable in Equation (5) evolved.

The objective was to provide an upper limit on the $P_{K / H}$ predictions for each mass under consideration and to avoid the comparisons required in the earlier method. To determine whether this was a feasible technique, both sides of Equation (5) were divided by $\mathrm{P}_{\max }$ giving:

$$
\begin{equation*}
P_{K / H} / P_{\max }=1-e^{-B(M V / A-K)^{N}} \tag{8}
\end{equation*}
$$

Equation (8) indicates that the distribution function for the ratio of the conditional probability of kill to the maximum probability of kill for a given fragment is given by the Weibull-Gnedenko equation. All variables in Equation (8) are identical to those described for Equation (5) with the exception of $P_{\max }$. $P_{\max }$ in the above equation is the maximum

probability of kill obtainable against a selected component for the desired fragment weight. Since $P_{\max }$ is determined from Equation (7), Equation (7) must be developed prior to using Equation (8).

In studies designed to document the prediction error of $P_{K / H}$ values obtained from Equation (8) and those obtained from Equations (5) and (7), both methods appeared to work equally well. To illustrate this point nine components are listed below with associated root mean square errors (erms) obtained from both methods:

|  | ERMS <br> COMPONENT NUMBER <br> EOUATION 5,7 | ERMS <br> EOUATION 7.8 8 |
| :---: | :---: | :---: |
|  | .072 | .100 |
| 2 | .003 | .004 |
| 3 | .013 | .008 |
| 4 | .000 | .001 |
| 5 | .052 | .027 |
| 6 | .069 | .042 |
| 7 | .166 | .192 |
| 8 | .137 | .120 |
| 9 | .110 | .110 |

Although there appears to be little difference in the erms values calculated from each of the two methods, Equation (8) may be easier to use during actual vulnerability calculations and is therefore recommended. Both methods prevent the divergence of the step-function and the generalized curves illustrated previously, and both appear to reduce computer running time over that which was previously required.

Though it appears that the objectives of the generalization have been achieved, more formal tests are needed to determine whether the resulting vulnerable area values produced by (1) the step. function curves and (2) the generalized equation are statistically equivalent. Suggested techniques are discussed in the next section.
6. STATISTICAL METIIODS. ${ }^{6,7}$

In order to determine whether there is a significant statistical difference between the vulnerable area values obtained with the step-functions and the values obtained with the generalized equations, the following hypothesis, level of significance and test statistics are suggested.
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Figure 4-Maximum $P_{K / H}$ Versus Fragment Weight

1. Let: $X_{s}$ be the vulnerable area value obtained from mass ( $X$ )
and velocity ( $Y$ ) using the step-function approach.
$X_{g}$ be the vulnerable area value obtained from mass ( $X$ ) and velocity ( $Y$ ) using the generalized equation approach.

Let the difference between the two vulnerable area values previously defined above equal $X$ where $X=X_{s}-X_{g}$. Clearly, $X$ will only be equal to 0 , that is no difference between the individual values exists when $X_{s}=X_{g}$ otherwise $X$ will be either a positive or a negative number ( $\mathrm{X}>0$ or $\mathrm{X}<0$ ).

Let SS represent the number of differences to be considered.
2. Test the hypothesis that the mean difference between the vulnerable area values generated by step-functions ( $\mu_{s}$ ) and the vulnorable area values generated by the generalized $P_{K / H}$ equations ( $\mu_{g}$ ) is statistically equivalent to zero, (i.e. $\mu_{d}=\mu_{S}-\mu_{g} \simeq \Sigma X / S S=0$ ).
3. A test of significance is in general terms a calculation by which the sample results are used to throw light on the truth or falsity of a null hypothesis. A quantity called a test statistic is computed, which measures the extent to which the sample departs from the null hypothesis in some relavant aspect. If the value of the test criterion falls beyond certain limits into a region of rejection the departure is said to be statistically significant or more concisely significant. Tests of significance have the property that if the null hypothesis is true (not difference between means) the probability of obtaining a significant result has a known value most commonly referred to as $\alpha$ and chosen as 0.05 or 0.01 . This probability is the significance level of the test.

For the purpose of the analysis one should choose:
4. $\alpha=.05$ or $\alpha=.01$. The test criterion should be:

$$
s\left(x_{s}-x_{g}\right)
$$

5. $\hat{\mathrm{t}}=\frac{\mu \mathrm{d}}{\mathrm{S} / \sqrt{\mathrm{SS}}}=\frac{\mathrm{SS}}{\mathrm{S} / \sqrt{\mathrm{SS}}}=\frac{\bar{X}}{S / \sqrt{S S}}$
where: $X_{s}=$ Vulnerable area estimate from step-functions

$$
\begin{aligned}
X_{g} & =\text { Vulnerable area estimate from generalized curve } \\
S S & =\text { Sample size } \\
S & = \\
& \text { estimate of population standard deviation and is } \\
& \text { from the following: }
\end{aligned}
$$

$$
S=\left[\frac{\Sigma\left(X_{S}-x_{g}\right)^{2}-\frac{\left(\Sigma\left(x_{S}-x_{g}\right)\right)^{2}}{S S}}{S S-1}\right] .5
$$

6. Our population should be large enough so that the central limit theorem is applicable. Therefore, our test statistic will have a $t$ distribution with SS-1 degrees-of-freedom.
7. Our rejection region defined in paragraph 5 will be obtained from standard tabular values of the $t$ distribution with SS-1 degrees-of-freedom.

In other words we will only be able to statistically state that vulnerable area values computed from the two equations are different if the computed value of the test criterion $t$ is outside of the region defined for the combination, that is:

$$
|\hat{t}| \geq \mid t_{1 / 2 \alpha,} s s-1
$$

Otherwise, we will have to say that there is not cnough evidence to reject the hypothesis.

An alternate approach to the above would be the use of a two way analysis of variance which would offer the advantage of determining whether the differences, if any exist, are between the row effects (masses), column effects (velocities) or both.
7. SUMMARY. The Weibull-Gnedenko Distribution function has been used to establish a relationship between the conditional probability of kill ( $\mathrm{P}_{\mathrm{K} / \mathrm{II}}$ ) of a fragment and the fragments momentum per unit area (MV/A). Statistical tests are suggested which determine whether a significant statistical difference exists between vulnerable area values calculated using this distribution function and vulnerable area values calculated from currently used step-functions.

If it is determined that no significant difference exists, then it is recommended that this distribution function be used in subsequent vulnerability analyses because of its convenience and the reduction obtained in computer running time.
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ABSTRACT. A method of classifying lots of mass produced articles into one of $k$ categories on the basis of the number of defectives allowable in a single sample size $n(n<k-1)$ is presented. A beta distribution is assumed as the prior distribution of the true lot fraction defective where the parameters are to be estimated using knowledge obtained from lots inspected in the past. An optimum decision rule for obtaining the allowable number of defectives in a lot is developed where the allowable lot fraction defective and sample size are determined prior to testing.

1. INTRODUCTION. The production of large quantities of mass produced artilces often necessitates dividing the articles, for the purpose of homogeneity, into groups called lots. It is then desirable for the producer or consumer to place the lot in a category based on the quality or reliability determined from some characteristic of the individual articles in the lot. If the articles in the lot are to be labeled effective or defective after inspection, then the inspection is to be by attributes since inspection by variables is based upon quantitative measurements.

Where large lots are concerned, the cost of testing of each item may be excessive or where the item is destroyed by testing, a sampling plan to estimate the number of defectives in the lot must be devised. Such a plan is the singlc sampling plan where a sample of $n$ items is selected from a large lot of size N. After each item has been inspected or tested, the number of defective items ( $r$ ) is determined and the lot is placed into one of $k$ categories based on the number of defectives in the sample.

A basic solution to the single sampling problem is to decide on an acceptable quality level $p_{1}$ such that the consumer desires to accept almost all lots of fraction defective $p_{1}$ or less and also to specify an objectionable quality level $p_{2}$ which represents lots of quality so inferior that the consumer cannot accept more than a few lots of this quality. By specifying quality levels $P_{1}$ and $P_{2}$, the risk $\alpha$ of rejecting a lot of lot fraction defective $p_{1}$ and the risk $\beta$ of accepting a lot of objectionable quality can
be determined given the distribution of the process sampled. The problem then is to find the smallest sample sizc and acceptance number which will give the desired protection. In the case of fixed sample size, the problem is to determine a minimum acceptance number.

The sampling plan considered in this paper is the single sampling plan and is solved using the decision theory approach, that is, a priori information will be combined with data from the sampling program. However, economic considerations are assumed to be unimportant or small when compared to the risk of making a wrong decision.
2. DEFINITIONS OF THIE ACTION SPACE. The sampling plan then calls for obtaining a fixed sample of $n$ items from the lot and testing to determine the number of items ( $x$ ) which are defectivc. If the lot contains c or less defectives, the lot is accepted, but if the lot contains c+l defectives the lot is rejected. With any sampling plan there is the possibility of making a wrong decision, that is, taking an action which would not be taken if the true quality of the lot were known before making a decision. The set of all possible actions which may be taken to solve a problem is known as the action space. As an example, the space of possible actions could for a decision about the disposition of a lot contain two points; (1) accept the lot or (2) reject the lot. The correct action to take would depend on the true state of nature; that is the actual proportion of defective items in the lot. The difficulty of course is that the true state of nature is not known unless the entire lot is tested.

The action space can then be defined as placing a lot into one of $k$ categories. A lot is placed into one of $k$ categories by using the following rule:

If | $0 \leq r \leq c_{1}$ |  |
| :---: | :---: |
| $c_{1}+1 \leq r \leq c_{2}$ | Lot is Grade $A$ |
| $\cdot$ | Lot is Grade $B$ |
| $\cdot$ | $\cdot$ |
| $c_{k-1}+1 \leq r \leq c_{k}$ | $\cdot$ |
|  | $\cdot$ |

Each of the above intervals should be determined from the allowable lot fraction defective for each category.
3. PRIOR DISTRIBUTION. In considering a production lot in which the items can be classified into two groups, effective and defective, a natural probability model is the Bernolli process which has probability mass function:

$$
f(x)=p^{x}(1-p)^{1-x} \quad \begin{array}{ll}
x=o \text { Success }  \tag{1}\\
x=1 \text { Failure }
\end{array}
$$

where $p$ is the probability that a randomly chosen item in the lot will be defective. As the prior distribution of the parameter p in the Bernolli process, we choose a Beta Distribution of the form

$$
\begin{equation*}
f(p ; A B)=\frac{\Gamma(A+B)}{\Gamma(A) \Gamma(B)} p^{A-1}(1-p)^{B-1} \tag{2}
\end{equation*}
$$

where: $\quad 0 \leq p \leq 1$
$A>0$
B >o
where $A$ and $B$ are to be estimated from prior knowledge, that is previous testing. The Beta Distribution has been chosen as a prior distribution for the true defect rate in the lot for two reasons: (1) The random variable $p$ in the Beta Distribution is defined in the interval $0 \leq p \leq 1$ as is the parameter in the Bernolli process. (2) The Beta Distribution represents a rich family of possible densities to express our knowledge of prior information.

For various values of $A$ and $B$ we can generate the family of Beta Distributions, some examples of which are given in Figure 1. To select a member of the family of Beta Distributions we can choose its mean and variance as an expression of our prior beliefs about the unknown parameter $p$. The first and second moments about the origin are:

$$
\begin{equation*}
E(p)=\mu_{1}=\frac{A}{A+B} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
E\left(p^{2}\right)=\mu_{2}^{1}=\frac{A(A+1)}{(A+B)(A+B+1)} \tag{4}
\end{equation*}
$$

Using the number of defects as observations on $p$, parameter estimates for the Beta can be estimated by:


$$
\begin{align*}
& \hat{A}=\frac{\hat{\mu}_{1}\left(\hat{\mu}_{1}-\hat{\mu}_{2}^{1}\right)}{\hat{\mu}_{1}\left(\hat{\mu}_{2}^{1}-\hat{\mu}_{1}\right)+\hat{\mu}_{2}^{1}\left(1-\hat{\mu}_{1}\right)}  \tag{5}\\
& B=\frac{\left(\hat{\mu}_{1}-\hat{\mu}_{2}^{1}\left(1-\hat{\mu}_{1}\right)\right.}{\hat{\mu}_{1}\left(\hat{\mu}_{2}^{1}-\hat{\mu}_{1}\right)+\hat{\mu}_{2}^{1}\left(1-\hat{\mu}_{1}\right)}
\end{align*}
$$

In some actual problems the choice of a specific beta prior distribution may be largely subjective at the start of production. However, after a few lots have been produced the selection of the prior distribution becomes more objective by incorporating previous lot results.
4. PROBABILITY OF CORRECTLY GRADING A LOT. Under the plan stated in paragraph 3 and using the formula of total probability*, the probability of correctly grading the lot for the two action state case is the sum of the probabilities of accepting lots of true quality $p_{1}$ and rejecting lots of true quality $p_{2}$. This probability can be expressed by an equation of the form:

Probability of Correctly Grading Lot $=\mathrm{p}$
$=\operatorname{Pr}\left(0 \leq \mathrm{p}<\mathrm{P}_{1}\right) \operatorname{Pr}\left(0 \leq \mathrm{r} \leq\left.\mathrm{c}_{1}\right|^{0} \leq \mathrm{p}<\mathrm{p}_{1}\right)$

$$
+\operatorname{Pr}\left(p_{1} \leq p<p_{2}\right) \quad \operatorname{Pr}\left(c_{1}+1 \leq c^{c} \leq c_{2} \mid p_{1} \leq p<p_{2}\right)
$$

Using the distribution assumptions, the probability of correctly grading $k$ categories in the above expression can be written as:

$$
\begin{align*}
P & =\int_{0}^{P_{1}} \frac{(A+B-1) ;}{(A-1) ;(B-1)!} p^{A-1}(1-p)^{B-1} \sum_{r=0}^{c_{1}}\binom{n}{r} p^{r}(1-p)^{n-r} d p  \tag{7}\\
& +\int_{P_{1}}^{P_{2}} \frac{(A+B-1)!}{(A-1)!(B-1)!} p^{A-1}(1-p)^{B-1} \sum_{r=c_{1}+1}^{c_{2}}\binom{n}{r} p^{r}(1-p)^{n-r} d p
\end{align*}
$$
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$$
\begin{aligned}
& +\int_{P_{2}}^{P_{3}} \frac{(A+B-1)!}{(A-1)!(B-1)!} p^{A-1}(1-p)^{B-1} \sum_{r=c_{2}+1}^{c_{3}}\binom{n}{r} p^{r}(1-p)^{n-r} d p \\
& \quad+\int_{P_{k-1}}^{P_{k}} \frac{(A+B-1)!}{(A-1)!(B-1)!} p^{A-1}(1-p)^{B-1} \sum_{r=c_{k}+1}^{c_{1}}\binom{n}{r} p^{r}(1-p)^{n-r} d p
\end{aligned}
$$
\]

The problem then is to determine the number of defectives $c_{1} c_{2} c_{3}$ $\ldots c_{k}$ which will make placing a lot into one of $k$ categories an optimum act under uncertainty.
5. TERMINAL ANALYSIS. The first step in terminal analysis is to determine the posterior distribution of the process. If we let $X_{1} X_{2} X_{3} \ldots X_{n}$ represent a random sample from the lot, the distribution of any $x$ given $p$ can be written:

$$
\begin{align*}
f(x / p) & =p^{x}(1-p)^{1-x}  \tag{8}\\
x & =0,1
\end{align*}
$$

Since the observations are independent the conditional density of all the X's in the sample is:

$$
\begin{equation*}
f\left(x_{1}, x_{2}, x_{3} \ldots x_{n} \mid p\right)=\sum_{p} x_{(1-p)^{n-}} \tag{9}
\end{equation*}
$$

To simplify the problem, the $n-t u p l c\left(X_{1} X_{2} X_{3} \ldots X_{n}\right)$ is replaced by a 2-tuple. For the Bernolli process with binomial sampling, $z=(r, n)$, where $r=\sum x_{i}$ is a sufficient statistic and will therefore replace the $n$ - tuple in the analysis. Thus equation (9) may be written as:

$$
\begin{align*}
f(r \mid p) & =\binom{n}{r} p^{r}(1-p)^{n-r}  \tag{10}\\
r & =0,1,2 \ldots n
\end{align*}
$$

If we put a beta prior distribution on $p$, the posterier distribution is:

$$
\begin{equation*}
h(p \mid r)=\frac{(n+A+B-1)!}{(A+r-1)!(n+B-r-1)!} p^{A+r-1} \quad(1-P)^{n+B-r-1} \tag{11}
\end{equation*}
$$

The problem now is to find a function $\emptyset$ defined by $\hat{\mathrm{p}}=\emptyset(\mathrm{r})$ which will minimize the posterier expected risk in estimating $p$. The definition of expected risk is:

$$
\begin{equation*}
E[R(\phi, p)]=\int_{0}^{1} R(\emptyset, p) f(p) d p \tag{12}
\end{equation*}
$$

The concept of correct action leads to the definition of another term, the loss function, denoted by

$$
\mathrm{L}[\emptyset(\mathrm{r}) ; \mathrm{p}]
$$

The loss function is intended to give the loss which is incurred when a certain action is taken when a certain state of nature prevails. Since the interest is in the estimate of $\hat{p}$ being close to $p$, there difference should be small. For this purpose we use the squared error loss function which is:

$$
L \quad\left[\begin{array}{ll}
\phi & (r) ; p]=(\hat{p}-p)^{2}
\end{array}\right.
$$

The posterier risk then can be written as:

$$
\begin{align*}
v(\hat{p} ; r) & =\frac{(n+A+B-1)!}{(A+r-1)!(n+B-r-1)!} \int_{0}^{1}(\hat{p}-p)^{2} p^{A+r-1}(1-p)^{n+B-r-1} d p \\
& =\hat{p}^{2}-2 \hat{p} \frac{(A+r)}{(n+A+B)}+\frac{(A+r)(A+r+1)}{(n+A+B)(n+A+B+1)} \tag{13}
\end{align*}
$$

The value of $p$ as a function of the sample which will minimize the posterier risk is then obtained by taking the derivative of $v(\hat{p} ; r)$ with respect to $p$ and setting the result equal to zero; that is:

$$
\frac{\partial \nu(\hat{p} ; r)}{\partial \hat{p}}=2 \hat{p}-2 \frac{A+r}{n+A+B}=0
$$

or

$$
\begin{equation*}
r=\hat{p}(n+A+B)-A \tag{14}
\end{equation*}
$$

Thus an optimum decision rule has been obtained for finding the value of $c$ in terms of $\hat{p}$. The criteria for finding the number of allowable defectives in a sample of $n$ can be given as

Reject if: $\quad c_{1}>p_{1}(n+A+B)-A$
Accopt if: $\quad c_{1} \leq p_{1}(n+A+B)-A$

This critexia can readily be extended to more than two categories by specifying the allowable lot fraction defective $\hat{p}_{k}$ for each of $k$ categories.

If another lot is to be tested, $\Lambda+r$ and $n+B-r$ can be used as parameters for a new prior distribution. It may be noted that after a number of lots have been tested, the terminal analysis tends to become less sensitive to the parameters of the initial prior distribution and more dependent on the accumulated test experience.
6. CONCLUDING REMARKS. The decision theory approach applied to the sampling situation in this paper is productive since a small amount of experimental data is combined in a rationale manner to make decisions among alternative courses of action. It is assumed that prior test experience is available so that the prior distribution may be determined since the entire structure of prior convictions is expressed by the beta distribution. Also, the method considered does not depend on the specification of consumers on producers risk but only requires the experimenter to answer a non-statistical question about good or bad quality. That is, what percent defective is acceptable for the lots under test? In most practical situations, this question can easily be answered.
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# PSEUDO-BAYESIAN INTERVALS FOR RELIABILITY OF A SERIES SYSTEM GIVEN WEIBULL COMPONENT DATA 

Ronald L. Racicot<br>Research Directorate<br>Benet Weapons Laboratory<br>Watervliet Arsenal<br>Watervliet, New York 12189

ABSTRACT. A pseudo-Bayesian solution for confidence intervals on average reliability of a series-system composed of Weibull components has been formulated. The term pseudo-Bayesian is used since the goal is to choose priors that lead to classical limits and not the usual Bayesian limits. Uniform priors are assumed for population parameters to approximate complete prior ignorance. The distribution assumed for component interarrival failure times is the 2-parameter Weibull with both parameters unknown.

In the solution derived, an approximation is used to compute average system reliability from average component reliabilities. A normal distribution is then assumed for the log of system reliability with mean and variance being computed from the posterior means and variances of the individual component log-reliabilities. The bias in the mean log-reliability was also investigated and an unbiasing factor can be used to reduce the potentially large errors in system reliability resulting from the accumulation of biases in the component means.

Monte Carlo trials were conducted to determine frequency exactness of the derived intervals for particular cases. Near exactness was observed for a number of cases depending on Weibull shape parameters, true component reliabilities and sample sizes.

NOTATION.

| $f(t)$ | pdf of interarrival times of failures; |
| :--- | :--- |
| $F(t)$ | cdf corresponding to $f(t) ;$ |
| $F(t)$ | $1-F(t)$ |
| $F_{R a}(\cdot)$ | cdf of average reliability $R_{a} ;$ |
| $h(t)$ | renewal rate; the unconditional pdf of component |
|  | failure and subsequent renewal; |
| $n_{c}$ | number of components in system; |
| $n_{f}$ | number of component failures; |
| $n_{m}$ | number of missions over system life; |


| $\begin{aligned} & R(t, \tau) \\ & R_{j}(t, \tau) \end{aligned}$ | reliability at time $t$ for an interval $\tau$; reliability of the jth component; |
| :---: | :---: |
| $\mathrm{Ra}_{\mathrm{a}}(\tau)$ | average reliability over system life for mission interval $\tau$; |
| $\mathrm{R}_{\mathrm{ja}}(\tau)$ | average reliability of the jth component; |
| $\mathrm{R}_{S}(\mathrm{t}, \tau)$ | system reliability at time t for an interval $\tau$; |
| $\mathrm{R}_{\text {Sa }}(\tau)$ | average system reliability; |
| t | system or component age; |
| $\mathrm{t}_{\mathrm{i}}$ | starting time for the ith mission; |
| $x$ | sample outcome including both failure and censoring times; |
| $\mathrm{x}_{\mathrm{f}}$ | component failure time; |
| $\alpha$ | Weibull scale parameter; |
| $\beta$ | Weibull shape parameter; and |
| $\tau$ | mission length for which reliability is required. |

1. INTRODUCTION. The general problem is to determine the reliability of a series system from component test results where the term "series" implies that a failure of any component in the system results in system failure. The interarrival failure times of each component are assumed to follow the 2-parameter Weibull distribution with both parameters unknown. In addition, the assumption of ideal repair is made wherein a component is instantaneously renewed with a like new component whenever it fails during system operation. Finally, a fixed number of failures with associated failure times are assumed given for each component.

Consider first a single conponent in the system. The failure times for a component subject to ideal repair form a renewal process. The theory for renewal processes and interval-reliability are well covered in the literature; so only the final results are summarized here [1-5]. The failure times of components within a system are not known in advance and are treated probabilistically by introducing the renewal rate (unconditional failure rate) $h(t)$ over the population of all systems. The renewal rate in this case is distinguished from the hazard or conditional failure rate which describes failure of a non-repairable item. The renewal rate is a function of the underlying failure distribution [2, 3]:

$$
\begin{equation*}
h(t)=f(t)+\int_{0}^{t} f(t-x) h(x) d x . \tag{1}
\end{equation*}
$$

Interval or mission reliability at system time $t$ for mission length $\tau$ can be determined from the renewal rate [4]:

$$
\begin{equation*}
R(t, \tau)=\bar{F}(t+\tau)+\int_{0}^{t} \bar{F}(t+\tau-x) h(x) d x \tag{2}
\end{equation*}
$$

in which

$$
\begin{equation*}
F(t)=1-\exp \left(-\alpha t^{\beta}\right) \tag{3}
\end{equation*}
$$

for the Weibull distribution.
Since interval-reliability given by (2) is transient, there is some motivation to define a single reliability index that would characterize a component in a system throughout system life. For this, one can define the worst mission reliability, the asymptotic reliability or, as is done in this paper, the arithmetic average reliability for some fixed system life given in number of missions:

$$
\begin{equation*}
R_{a}(\tau)=\frac{1}{n_{m}} \sum_{i=1}^{n_{m}} R\left(t_{i}, \tau\right) \tag{4}
\end{equation*}
$$

in which $t_{i}=$ starting time for the $i$ th mission.
Average component reliability, as defined by (4), does not readily lend itself to classical confidencing approaches since a statistic for reliability could not be found which depends only on the true reliability. The statistics considered depended on both of the unknown Weibull parameters. This is in contrast to reliability of a non-repairable component in which, for the Weibull example, the distribution of the maximum likelihood estimate of reliability depends only on the true reliability $[6,7]$.

A Bayesian approach was consequently used to at least render this problem numerically tractable. The goal was not to determine the usual Bayesian limits, in which prior information is to be used, but rather to choose priors which gave near classical frequency limits; hence the term pseudo-Bayesian.

The solution for the single Weibull component in which uniform priors were assumed for the population parameters is presented in another paper [8]. The final result for the posterior cdf for average component reliability from this paper is given by the following expression:

$$
\begin{equation*}
\bar{F}_{R a}\left(z \mid X ; \tau, n_{m}\right)=K^{-1} \int_{0}^{\infty} a(\beta)(b(\beta))^{-n_{f}-1} P\left(n_{f}+1, w\left(\tau, n_{m}, z, \beta\right)\right) d \beta \tag{5}
\end{equation*}
$$

in which $K \equiv \int_{0}^{\infty} a(\beta)(b(\beta))^{-n_{f}-1} d \beta$

$$
\begin{aligned}
& a(\beta) \equiv \beta^{n} \prod_{i=1}^{n}\left(x_{f i} i^{\beta-1}\right. \\
& b(\beta) \equiv \sum_{j=1}^{N} x_{j}^{\beta} \\
& N=\text { total sample size including both failures and censor- } \\
& \text { ing times } \\
& W\left(\tau, n_{m}, z, \beta\right) \equiv R_{a}^{-1}\left(\tau, n_{m}, z, \beta\right) b(\beta) \\
& P(n ; x)=\text { incomplete gamma function } \\
&=1-e^{-x} \sum_{i=0}^{n-1} x^{i} / i!\text { for integer } n[9] .
\end{aligned}
$$

Solution of (5) for given $z, \tau, n_{m}$ and sample outcome $X$ is accomplished by numerical quadrature. Confidence limits on component reliability can be determined from (5) by computing the probability limit $z$ for a given probability level.

In this paper, results are presented for a few of the problems encountered in determining system reliability from the component results using a similar pseudo-Bayesian approach and using the derived posterior distribution (5) for average component reliability.
2. NUMERICAL COMPUTATION OF SYSTEM RELIABILITY. The first problem encountered is the computation of average system reliability from the average component reliabilities. The reliability of a series system is given as

$$
\begin{equation*}
R_{s}(t, \tau)=\prod_{j=1}^{n_{c}} R_{j}(t, \tau) \tag{6}
\end{equation*}
$$

Average system reliability can be defined in a similar manner as average component reliability:

$$
\begin{equation*}
R_{s a}(\tau)=\frac{1}{n_{m}} \sum_{i=1}^{n_{m}} \prod_{j=1}^{n_{c}} R_{j}\left(t_{i}, \tau\right) \tag{7}
\end{equation*}
$$

This is a difficult equation to work with since the time dependent component reliabilities are required. Ideally, one would like to express average system reliability in terms of average component reliabilities so that use can be made of the posterior distribution given by (5).

Three approximations to average system reliability were investigated:

$$
\begin{align*}
R_{s a}(\tau) & \approx 1-\sum_{j=1}^{n_{c}}\left(1-R_{j a}(\tau)\right)  \tag{8a}\\
& \simeq \exp \left[-\sum_{j=1}^{n_{c}}\left(1-R_{j a}(\tau)\right)\right] \\
& =\prod_{j=1}^{n_{c}} R_{j a}(\tau)
\end{align*}
$$

In the first two, component reliabilities were approximated by exponential forms which are accurate for high reliability components. In the third, the product and sumation signs for system reliability (7) have been interchanged and the definition of component reliability (4) was used. Equality would exist in this third case if geometric averages had been considered instead of arithmetic averages. The geometric average is close to the arithmetic average for either high reliability components or if there is a relatively small variation in reliability as a function of time. Table 1 lists some of the computations performed using (8a), (8b) and (8c). Based on these and other computations, it was concluded that ( 8 c ) represents an adequate approximation to system reliability over a wide range of reliability levels. It also gives a somewhat conservative result in that a lower than true reliability is generally computed.
3. BAYESIAN SOLUTION FOR SYSTEM RELIABILITY. The next step is to formulate a Bayesian solution for average system reliability. Taking logs of $\left(8 c_{n_{c}}\right.$ gives

$$
\begin{equation*}
\ln R_{S a}(\tau)=\sum_{j=1} \ln R_{j a}(\tau) \tag{9}
\end{equation*}
$$

This equation, in a Bayesian sense, represents $\ell n R_{S a}$ as a random variable which is equal to the sum of the random variables en $R_{j a}$.

| (Approx.) |  |
| :---: | :---: |
| (Bb) | $(8 \mathrm{c})$ |
| .9046 | .9024 |
| .6282 | .6062 |
| .4580 | .3773 |
| .6064 | .5812 |
| .5448 | .5198 |
| .9412 | .9409 |
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Using the Central Limit Theorem, the posterior distribution of $\ell n$ $R_{\text {sa }}$ can be assumed to asymptotically approach the normal distribution. The mean and variance of $\ell \mathrm{R}_{\mathrm{sa}}$ required in the normal distribution can be derived from the means and variances of en $R_{j a}$ :

$$
\begin{equation*}
E\left(\ell n R_{s a}\right)=\sum_{j=1} E\left(\ell n R_{j a}\right) \tag{10a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left(\ell n R_{s a}\right)=\sum_{j \neq 1} \operatorname{Var}\left(\ell n R_{j a}\right) \tag{10b}
\end{equation*}
$$

in which statistical independence is assumed for the random variables
 from the posterior distribution of $R_{j a}$. These are obtained from the following relations:

$$
\begin{align*}
& E\left(\ell n R_{j a}\right)=-\int_{0}^{1}\left(F_{R_{j a}}(z) / z\right) d z  \tag{11a}\\
& E\left(\ell n^{2} R_{j a}\right)=-2 \int_{0}^{1}\left(F_{R_{j a}}(z) \ell n z / z\right) d z  \tag{11b}\\
& \operatorname{Var}\left(\ell n R_{j a}\right)=E\left(\ell n^{2} R_{j a}\right)-E^{2}\left(\ell n R_{j a}\right) \tag{11c}
\end{align*}
$$

in which $\mathrm{F}_{\mathrm{R}}(\mathrm{z})$ is given by (5).
Using the normal distribution assumption for in $R_{\text {sa }}$, probability limits on $R_{s a}$ can then be determined using a standard normal table.
4. BIAS OF THE BAYESIAN ESTIMATES. From previous work and from work on similar approaches presented in the literature, the final solution for system confidence limits can be sensitive to the bias of the estimators used for component reliability. That is, if the component reliability estimates are biased, then a function of these such as system reliability can become highly biased. The statistical bias of component $\log$ reliabilities was consequently studied to
determine potential bias of the system reliability estimates.
Table 2 surmarizes some of a number of results obtained for the true mean and for Bayesian mean of $\ell n \mathrm{R}_{\mathrm{ja}}$ derived from Monte Carlo simulation. Generally, the results indicate that the mean of $\ell n$ $R_{j a}$ is biased on the conservative side of true reliability. Unbiasing factors were studied which are analogous to the exponential case where one failure is subtracted from the total number of failures to yield an unbiased estimate of mean failure rate [10]. Unbiasing factors obtained by subtracting 0.5 to 1.0 failures gave the best overall results for Weibull shape parameter in the range of 2 to 6 as indicated, for example, in Table 2.
5. FREQUENCY INTERPRETATION OF THE BAYESIAN INTERVALS. The final question regarding the Bayesfan limits is whether or not there is a frequency interpretation of the resulting intervals with and without an unbiasing factor. In order to check this, a number of Monte Carlo simulations were conducted using the previously described confidencing procedure. Monte Carlo is not used here to derive the confidence intervals but rather to check for exactness.

Various systems of 3 and 6 components were assumed. The shape parameter, true reliability and number of failures for each component were fixed at different assumed values. Test samples were then artificially generated from random numbers using the assumed parameters. Exactness was then checked for the generated samples. For these trials the system life was 150 missions with mission time $\tau$ being equal to 1.0 .

Table 3 lists some of the results of the Monte Carlo trials. In this table the Kolmogorov-Smirnov rejection error is presented [11]. This error represents significance level or risk in rejecting the hypothesis that the confidence intervals are exact at all confidence levels when in actuality the hypothesis is true. From the results given in Table 3 it can be seen that when no unbiasing factor is used, the resulting confidence intervals are not exact at all confidence levels. Using an unblasing factor of $\left(n_{f}-0.5\right) / n_{f}$ gave the best overall results except for the case of $\beta=1.0$.

In addition to the K-S statistic given in Table 3, the relative distribution of the confidence limit was also generated to determine exactness for the lower confidenced reliability in the range of 90 to $95 \%$ confidence. It was found that in all cases considered the lower confidenced reliability is conservative when no unbiasing factor is used. That $i s$, the proportion of the time that the true reliability

TABLE 2

## SUMMARY OF COMPUTATIONS TO CHECK BIAS

OF BAYESIAN MEAN OF LOG OF RELIABILITY

|  | $n_{f}$ | 8 | $\mathrm{e}^{+1}$ | $e^{u\left(\frac{n_{f}-1}{n_{f}}\right)}$ | $e^{\mu\left(\frac{n_{f}-0}{n_{f}}\right.}$ | True $R_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\stackrel{H}{6}$ | 10 | 1.0 | . 879 | . 890 | . 885 | . 900 |
|  |  | 2.0 | . 897 | . 907 | . 902 | . 900 |
|  |  | 3.0 | . 896 | . 905 | . 901 | . 900 |
|  | 10 | 1.0 | . 940 | . 945 | . 943 | . 950 |
|  |  | 2.0 | . 947 | . 953 | . 950 | . 950 |
|  |  | 3.0 | . 949 | . 954 | . 951 | . 950 |
|  |  | 6.0 | . 949 | . 954 | . 951 | . 950 |
|  | 10 | 1.0 2.0 | .989 .9891 | .9901 .9902 | .9895 .9896 | $\begin{array}{r} .990 \\ .990 \end{array}$ |
|  |  |  |  |  |  |  |
|  |  | $\mu=$ Mean of $2 n \mathrm{R}_{\mathrm{a}}$ from Monte Carlo Simulation (1000 trials) |  |  |  |  |  |
|  | $n_{f}=$ Number of Failures |  |  |  |  |  |
| 盛 | $\beta=$ Weibull Shape Parameter |  |  |  |  |  |

K-S TEST FOR MONTE CARLO TRIALS TO CHECK EXACTNESS
OF PSEUDO-BAYESIAN INTERVALS ( 100 TRIALS PER CASE)

| Run No. | ${ }^{n} \mathrm{c}$ | $\mathrm{R}_{\mathrm{j}}$ | $\beta_{j}$ | $\mathrm{n}_{\mathrm{fj}}$ | $K-S, R$ <br> No Unbiasing Factor | ion Error* Unbiasing Factor $=\left(n_{f}-0.5\right) / n_{f}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | . $90, .90, .90$ | 1, 2, 3 | 20, 20, 20 | 0.05 | $>0.20$ |
| 2 | 3 | .90, .90, . 90 | 1, 2, 3 | 10, 10, 10 | 0.01 | 0.10 |
| 3 | 3 | . $90, .90, .90$ | 1, 1, 1 | 20, 20, 20 | 0.01 | 0.01 |
| 4 | 3 | .90, .90, . 90 | 2, 2, 2 | 10, 10, 10 | 0.01 | 0.15 |
| 5 | 3 | . $90, .90, .90$ | 3, 3, 3 | 10, 10, 10 | 0.01 | >0.20 |
| 6 | 6 | $\begin{aligned} & 0.97,0.97,0.97 \\ & 0.97,0.97,0.97 \end{aligned}$ | $\begin{aligned} & 1,2,3, \\ & 4,5,6 \end{aligned}$ | $\begin{aligned} & 10,10,10, \\ & 10,10,10 \end{aligned}$ | 0.01 | >0.20 |
| 7 | 6 | $\begin{array}{ll} 0.90, & 0.90, \\ 0.90, & 0.90 \\ 0.90 & 0.90 \end{array}$ | $\begin{aligned} & 1,2,3, \\ & 4,5,6 \end{aligned}$ | $\begin{aligned} & 10,10,10, \\ & 10,10,10 \end{aligned}$ | 0.01 | >0.20 |
| 8 | 6 |  | $\begin{aligned} & 1,2,3, \\ & 4,5,6 \end{aligned}$ | $\begin{array}{ll} 5, & 5, \\ 5, & 5, \end{array}$ | 0.01 | >0.20 |
| 9 | 3 | $0.95,0.95,0.95$ | 3, 3, 3 | 10, 10, 10 | 0.01 | 0.15 |
| 10 | 3 | 0.99, 0.99, 0.99 | 2, 2, 2 | 10, 10, 10 | 0.01 | >0.20 |

*Significance or risk in rejecting hypothesis that confidence intervals are exact at all levels when hypothesis is true.
was greater than the lower confidence limit was at least equal to the confidence level. These results hold for Weibull components with shape parameter greater than 1.0.

It is also of interest to compare the pseudo-Bayesian limits derived for Weibull components to the usual method used for determining confidenced reliability from component results. Generally, the exponential assumption is made for failure time distribution regardless what the true underlying distribution may be. The exponential assumption yields a constant failure rate (constant reliability) for components and hence for the entire system. This assumption is usually made since confidence intervals can often be derived classically [10]. Table 4 lists some results of the average lower $90 \%$ confidence limit on reliability for the pseudo-Bayesian Weibull and the classical exponential methods. From these results it can be seen that the Bayesian limits, although previously shown to be conservative, are not as conservative as the exponential limits. The degree of difference depends on true reliability and shape parameter.
6. CONCLUSIONS. Although numerically tedious, the pseudoBayesian method of confidencing system reliability for Weibull components described in this paper appears to be a sound approach to a problem which generally has no other solution. Two conclusions that can be made based on the results of this study are:
a. The approximation $\ell n R_{s a}=\sum$ en $R_{j a}$ for system reliability with no unbiasing factor gives a conservative lower confidence limit for all cases considered but not as conservative as assuming the exponential distribution.
b. The unbiasing factor $\left(n_{f}-0.5\right) / n_{f}$ to $\left(n_{f}-1.0\right) / n_{f}$ gives the best overall results for exact confidence limits at all confidence levels for $\beta>1.0$.

TABLE 4
AVERAGE LOWER 90\% CONFIDENCE LIMIT FOR BAYESIAN-
WEIBULL AND CLASSICAL EXPONENTIAL METHODS

| Trial <br> No. | No. of <br> Comp. | True <br> Comp. <br> Rel. | Weibul1 <br> Shape <br> Parameter | No. of <br> Failures <br> Per Comp | True <br> System <br> Rel. | Average Lower 90\% Confidence <br> Limit on System Reliability (1) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | .995 | 6.0 | 10 | .985 | .982 | Weibul7 (2) | Exponential (3) |

(1) Average of 10 Monte Carlo trials.
(2) Pseudo-Bayesian limits described in this paper.
(3) Mann-Grubbs frequency limits [10].
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Table I. Discrete Roliability Dell Formulation

*Thie is the reliahility we woun like to obtain

1. Backrronn. Warly in the investigatione of the foave bite
 the bevelomont would be a technolorical challenco. The arca of alibut controls stimulates avjonics interest due to the meds of contaner care off shore loading, Fly-By-wire (FBU) primary contral, preciokon hovemie, and slimg load stabilizetion.
 control. In this ampoach the conventional mechanical panary phent matool mohanical linkafo is elmminated and the pilot's atoth comands th contwn surace actuator on swasholate throngh electrical sicmet who. bow aroas of primary concern in the use of a FBy subtomaya: Himh onfoty rothablity denonstration, mission reliabjit, test onorstmetion,





 1. 299 199 400 cor two hours. It inwostigates by simulating the roliability prodictions of the HTif Few system.

PRIOM


Meal?y, the purpose of a reliamity demonstration techaque is to ostablisi, in the shortest possibl: *est time and at the minimum cost, whether this high reliabiljty goal con he met. The FBN reliability denonstration testing environment consisus of:

- High Reliability Requirements
* Limitca Funds
- Biort 'est Times Available
- Low Test Risks (which requinos lont test times)

In other words, it is desirable to have low producers' and consumers' rise with results in long test timon tue to the high reliabtity reguirementa. Generally, the acouracy of the demonstation reliability thats and the mesume of test confjence increases as the momer nt observed fomures finmeases. However, Whe rutabilty requiroments mean iong tires to (obemred) fainures. This onvironment creates a cost/timu moblom wath is amparently unsolvolio bre traditional classical mothods. Thic te mactly the dilema involves in testine tho mighy reliable ard wamatue HL: IPBW system.
whon ome aplies the traditamat Dassioal method to reliabinita


- I' a hombune is easy to wo m to wideretand
- It in ascumed that the horat reltability is fixal in in actually a raadom variable)
- provious (or mor) failure information in iporec smes as haboratory desien and devityment tests, initial burer acombance toote, ctr.)
- It raques long test times for equiments of high reliabilat.s

After investigations, the conciusion was reached that tit io not mactical to use troditional dassionl tomiques to test dmonstrate aystoms of 0. 09 ? 999 or hicher with a reasonable degree of con adence. As an altomative, Bayesian statistical techinuos are consicierod. Th this mothodotogy it is ossential that a prion distribution weat and the raniditity parmeter it be constidered as a random variable.
3.0 BAYES THULH. Bayes Theorom is essentially a simple relation between probabilities of the occurconces of two different ovents. It will be appach in this naper to a discrete reliability cell formiation. ${ }^{1}$

The basje expresston which describes the Bayes relationsin between two ovente is:

$$
P\left(A_{i} / 3\right)=\frac{P\left(A_{i}\right) P\left(3 / A_{i}\right)}{P(i)}
$$

where $P(B)=\sum_{i=1}^{n} P\left(A_{i}\right) P\left(B / h_{i}\right)$
and the"/"is to be read "rivon that". This rolationsip in work at-aes:


The torms of the reletionship are defined as follows:
$A_{j}$ : States of nature; or the event of having cell number '土' wit tits associated reliability.

B; test event; or evidence buaring won either the suconse or fature of an observed roliability test (that is, test result, which has a bearirg upon the credibility of the $A_{i}$ events).
$P\left(A_{j}\right)$ : Reliability associated with sell number "i", given by prior distribution assifnments, before test evidence B becomes available.

1 "Use al Bayos' Theorem In Its Wiscrete Formulation For Reljability Wetiket on hurposes", W.J. Vac Farland, from Transactions of the th R Tiability and Maintainability Conterence, July 1905, pages 35?-305, LGOAmual Assurance Diciences.
$P\left(D / A_{j}\right)$ : "he mrobability of the verved ontcone is assuminer
the occurrence of event $A_{i}$. ["The probability that the test
resulted in a suncoss (the equipmenf wo jed satisfactorily at tio end of a fixed time interval)-eiven that, tu associated coll $h_{i}$ reliobjljty is, say, 0.90-is 0.00. Also, the monhility of an okerveci tast Pailure B- given that the associater a! $A_{j}$ reliability is, say, $0.90-$ is obviousiy 0.10].
$P(B)$ : The probability of the ouserved event $B$ evaiuated across the entire weighted ensemble of everts $h_{i}$.
$P\left(A_{i} / B\right)$ : The posterior or modiar (new) probability, or the probability assigred to events $A_{i}$ as a result of the now test evidence B by the use of Bayes' technique. Thus, Bayes' Technque provides the basts to rocompute $P\left(A_{i}\right)$ based on alditional new test evidence $B$.
1.0 BAYESIAI DISCRLTE UPDATEUG. Table 1 shows a discreto reliability cell form ${ }^{\text {Tation }}$ consisting of 2 cella and $2 I$ reliabilety ranes (the number of choen cells is arbitrary). The $A_{j}$ 's are arbitrary discrete values noar the midpoints of the various reliability bands or ranges. These bards are chosen to cover the reliability scale from to $h$. The coll reliability values (midpointij), the $A_{i}$ 's, are selected close to one another at the desired reliabjlity of tinterest; and spreed apart as thoy diverge from the desired reliability. This is done with the objective of obtainine a sharp discrimination of reliability values for the requited hifth spectrum. This mrocedure enables one to investigate the associated probabilities in the tigher reliability regions.

Bayesian accentance decisions are donendent on the prior djstributions (basod on avajlable subjective judements and experimental information) of the system reliabilities which constitute the "states of nature" ( $A_{i}$ ).
"he rext step is to establisi from astorical and cmpirical data a prior roliability distribution. One must determine from existine historical and omprical fajure data the probability values, $P\left(A_{j}\right)$, for each cell reliability value $A_{i}$.
S.0 DEPRMMINATION OH PIRIOR PROBABTLITIES. For the equipment in quastion, knowledicoble individnals such as the component manufacturess, the desien metineers, reliability experts, and other responsible individuala shoulh be gathered to determine a suitable prior distribution. As a hypothetical example, a component manuacturer is asked to estimate the vercent of time, a thousand components (in the equipment in question) can be exnocted to fumotion successfuliy for two bours within the cell number 1 reliability banu ( 0.9999999925 to 1.0 ). The component manufacturer may indicate on percent, i.e.) $\mathcal{P}\left(A_{1}\right)=0.01$ based upon his available historical

TABLE (I). DISCRETE RELIABILITY CELL FORMULATION.



















 averace teferrime to Table (2), won value of buatatrontion of


 abscisua ar fipurel.

 roltabilite valuo containea. However, in this paper, each Ai is drawn to aniform seale width.

Using the histogram of Pigure 3 as our priot, tre us consage wow

 binomial type average prior.

[^10]


| $\mathrm{A}_{1}=$ Cell Value |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) Component Manufacturex | (2) <br> Design <br> Engineers | (3) <br> Reliability <br> Group | (4) <br> Inference <br> From Similar <br> Avionics <br> Equipments | $\begin{gathered} \text { zoor } \\ \hdashline \operatorname{singom} \\ 10 \end{gathered}$ |
| $A_{12}=0.9$ | 0.001 | 0.01 | 0.02 | 0.01 | 0.01025 |
| $\mathrm{A}_{13}=0.8$ | 0.001 | 0.01 | 0.001 | 0.01 | 0.0055 |
| $A_{14}=0,7$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $A_{15}=0.6$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $A_{16}=0.5$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $A_{17}=0.4$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $\mathrm{A}_{18}=0.3$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $A_{19}=0.2$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $\mathrm{A}_{20}=0.1$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
| $A_{21}=0$ | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 |
|  | $\Sigma \mathrm{EP}\left(\mathrm{A}_{\mathrm{i}}\right)=1.0$ | $E P\left(A_{i}\right)=1.0$ | $\Sigma \mathrm{EP}\left(\mathrm{A}_{\mathrm{i}}\right)=1.0$ | $E P\left(A_{i}\right)=1.0$ | $\underline{E P}(A)=2.0$ |


h\&AMDE I. We Pirst test, at the erd of two hours, resulted in a halliki (Test Frond B).
 baso uron the onc cmpirical obstration wat the first test rosmbed in fature. The $P\left(A_{f} / B\right)$, for each $i$ (inthis case $i=1$ to 21 ), is the set. of postorior probabilities of $A_{i}$, "iven $B$. These can be used as the now prions for the noxt phase of testine. As an Illmstration, the calculations for ell values $A_{1}$, an! Auc are given below. Tabli (3) shows the results of all the Baynan cell value calculations for this example.

## FOR UELT VALITE A?

From Iable(1) $A_{1}=0.99999909$, Irom Table $(2) P(A 7)=0032$, wo want to compute $P\left(A_{1} / B\right)$.

Here $A_{1}$ is the event of having cell number 1 wth its asaociated roliability of $0.29990999 . \quad P\left(A_{1}\right)$ is the prior probability assigned to cell. womber 1 before test ovidence fto avatlable. in othem words, it is the prior probability that the caumpent retiabilety faths within a band ot' reliability (in this case 0.9999979925 to 1.0 ) contome amomately abont 0.999799995.

> Applyrine Bayos' Theorem we get,

$$
P\left(A_{\rceil} / B\right)=\frac{P\left(A_{1}\right) P\left(B / A_{\eta}\right)}{P(D)}
$$

 outoome 1 , riven that cell Al is the case, that is, $A$ it a band o. retiabilities centered about $0.29929 \% 905$. If this is in act tru,
 other worls, the best estimate (based on the suceess of the first thes b) of the equipment reliability falline within the Ay Reliability Band (i.e., 1.0 to 0.999909995 ) is $0.0000001005(1-0.99999909)$.

The Bayesian balomations are:

$$
\begin{aligned}
& \Gamma\left(A_{1} / B\right)=\frac{P\left(A_{1}\right) P\left(B / A_{1}\right)}{P(B)} \\
& \because(B)=\sum_{i=1}^{n-21} P\left(B / A_{i}\right) P\left(A_{1}\right) \text { (from ianle 3) } \\
& r(B)=0.0074333
\end{aligned}
$$

TABLE (3). BAYESIAN UPDATING CALCULATIONS IF FIRST TEST RESULTS IN FAILURE.

| $\begin{gathered} \text { Cell Values, } \\ A_{i} \end{gathered}$ | P(Ai) | $P(B / A i) *$ | $P(B / A i) P(A i)$ | $P(A i / B)=\frac{P\left(A_{i}\right) P(B / A i)}{P(B)}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A}_{1}=0.999999995$ | 0.00325 | 0.000000005 | $1.625 \times 10^{-11}$ | 0.00000 |
| $\mathrm{A}_{2}=0.99999999$ | 0.0130 | 0.00000001 | $1.30 \times 10^{-11}$ | 0.00000 |
| $\mathrm{A}_{3}=0.99999995$ | 0.050 | 0.00000005 | $25 \times 10^{-10}$ | 0.00000 |
| $\mathrm{A}_{4}=0.999 \mathrm{~g} 99 \mathrm{~g}$ | 0.235 | 0.0000001 | 0.0000000235 | 0.00000 |
| $\mathrm{A}_{5}=0.9999995$ | 0.2425 | 0.0000005 | 0.00000012125 | 0.00002 |
| $\mathrm{A}_{6}=0.999999$ | 0.165 | 0.000001 | 0.000000165 | 0.00002 |
| $\mathrm{A}_{7}=0.999995$ | 0.120 | 0.000 .005 | 0.000000600 | 0.00008 |
| $A_{8}=0.99999$ | 0.065 | 0.00001 | 0.000000650 | 0.00009 |
| $\mathrm{A}_{9}=0.999 \mathrm{~g}$ | 0.0425 | 0.0001 | 0.00000425 | 0.00057 |
| $A_{10}=0.999$ | 0.0275 | 0.001 | 0.0000275 | 0.00367 |
| $\mathrm{A}_{11}=0.99$ | 0.0125 | 0.01 | 0.000125 | 0.01670 |
| $A_{12}=0.9$ | 0.01025 | 0.1 | 0.001025 | 0.13697 |

* $P(B / A i)$ for test failure is given by l-Ai where Ai is the cell value. Therefore, $P\left(B / A_{1}\right)=1-A_{1}=1-0.999999995=0.000000005=5 \times 10^{-9}$.
If the test had been a success $P(B / A i)$ is given by $A_{i}$.

TABLE (3). Bayesian updating calculations if first test
results in a failure (contd).

| $\begin{gathered} \text { Cell Values, } \\ A_{i} \end{gathered}$ | $P(A i)$ | $P(B / A i) *$ | $\mathrm{P}(\mathrm{B} / \mathrm{Ai}) \mathrm{P}(\mathrm{Ai})$ | $P\left(A_{i} / B\right)=\frac{P\left(A_{i}\right) P\left(B / A_{i}\right)}{P(B)}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{A}_{13}=0.8$ | 0.0055 | 0.2 | 0.0011 | 0.14699 |
| $\mathrm{A}_{14}=0.7$ | 0.001 | 0.3 | 0.0003 | 0.04009 |
| ${ }^{A_{15}}=0.6$ | 0.001 | 0.4 | 0.0004 | 0.05345 |
| $A_{16}=0.5$ | 0.001 | 0.5 | 0.0005 | 0.06682 |
| $A_{17}=0.4$ | 0.001 | 0.6 | 0.0006 | 0.08018 |
| $A_{18}=0.3$ | 0.001 | 0.7 | 0.0007 | 0.09354 |
| $A_{19}=0.2$ | 0.001 | 0.8 | 0.0008 | 0.10690 |
| $A_{20}=0.1$ | 0.001 | 0.9 | 0.0009 | 0.12027 |
| $\mathrm{A}_{21}=0.0$ | 0.001 | 1.0 | 0.0010 | 0.13363 |
|  | $P(B)=\sum_{i=1}^{21} P\left(B / A_{i}\right) P\left(A_{i}\right) \oplus 0.0074833$ |  |  |  |

${ }^{*} P(B / A i)$ for test failure is given by $1-\mathrm{Ai}$ where Ai is the cell value. Therefore, $P\left(B / A_{1}\right)=1-A_{1}=1-0.999999995=0.000000005=5 \times 10^{-9}$.
if the test had been a success $P$ (b/ai) is given by $A_{i}$.

$$
\begin{aligned}
& P\left(\Lambda_{j} / B\right)=\frac{(0.00325)(0.000000(0.05)}{(0.0074833)} \\
& P\left(A_{i} / B\right)=\frac{1.625 \times 10-21}{0.0074833}=2.276 \times 70^{-13}
\end{aligned}
$$

For cell value A10
From Table 1, $\mathrm{A}_{10}=0.999$
From Teble $2, P\left(A_{10}\right)=0.0275$
Wo want to compute $P\left(A_{1 O} / B\right)$.
Cille Bayesian Calculations are:

$$
\begin{aligned}
& P\left(A_{10} / B\right)=\frac{P\left(A_{10}\right) P\left(B / A_{10}\right)}{P(B)} \\
& P(B)=\sum_{j=1}^{n=21} P\left(33 / A_{i}\right) P\left(A_{j}\right)-0.007 / 833 \\
& P(A 10 / B)=\frac{(0.0275)(0.001)}{(0.0074833)} \frac{0.000275}{0.0074833}
\end{aligned}
$$

$$
P\left(A_{10} / B\right)=0.00367
$$

Table 3 shows the results of the renaining; $P(A ; B)$ Bayesian calculations. These $P\left(A_{i}\right)=P_{0}$, and $P\left(A_{i} / B\right)=P_{7}$ are plotted in firure 2. The Pl posterior distribution is used as the new nrior for the next test (see TabIe 4).

Fifure 2 shows a histogram of the mor distribution undated by the Bayosjan calculations after a sincle test resulted in a failure. A shift, in the $P\left(A_{i}\right)$ probabilities is observed with the higher reliability valnos, 0.9999999 and 0.9999995 being shifted to 0.9 and 0.3 , respectively. Aso significant values of reliability occur between 0.7 down to 0.0 , and the updated distribution shows a trend clustered near zero. This section indicates that oven one initial test failure may radically alter a prior distribution.*

The results of Beyesian updating calculations for a second test resulting in a success after an initial failure is shown in example ?. histogram. figure 3 and table 5.
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 cost Wesults An as Jure

| $\mathrm{P}\left(\mathrm{A}_{\mathrm{j}}\right)$ : Prior : P ${ }_{0}\left(A_{i}\right)$ |  |
| :---: | :---: |
| 0.00325 | 0.60) \% |
| 0.01300 | i.vid oid |
| -. | 0.00000 |
| 0.23500 | 0.000 |
| 0.2l\| | $0.01 \%$ |
| 0.16500 | 0.biuj |
| 0.12600 | -1.000 U3 |
| .0030 | vour 09 |
| 0.04250 | -. ${ }^{\text {c }}$ |
| 0.0275 | 0.10367 |
| U.012, | -0.610 70 |
| 0.040 .25 | 0.13 |
| 0.0055 | - Litu 川 |
| -0.00\% | 4.04 09 |
| 0.00100 | 0.0345 |
| - .000600 | T.06) 32 |
| U.mam? | 0.03016 |
| 0.09100 | 0.093 |
| 0.00100 | 0.1003 |
| -6\%too | 9.12027 |
| 0.0970 | 1.13363 |

HOTL: The acouracy ot tiens Bay sian calculationg ow carried out to thirtmon momal haees by compter. Tt iz is used in subsequent malolations in thatem decibals although the results are ony ligted an five docimals it for tables.

Bis. Bayesian updating calculations if second test results in a success after an initial failure.

| Cell values, $A_{i}$ | $P\left(A_{i}\right)$ is <br> $P\left(A_{i} / B\right)$ of <br> Table (3) | $P\left(B / A_{1}\right)^{*}{ }^{*}$ | $P\left(B / A_{i}\right) \quad P\left(A_{1}\right)$ | $P\left(A_{i} / B\right)=\frac{P\left(A_{i}\right) P\left(B / A_{i}\right)}{P(B)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.999999995 | 0.00000 | 0.999999995 | 0.00000 | 0.00000 |
| 0.99999999 | 0.00000 | 0.999999 | 0.00000 | 0.00000 |
| 0.99999995 | 0.00000 | 0.99999995 | 0.00000 | 0.00000 |
| 0.9999999 | 0.00000 | 0.9999999 | 0.00000 | 0.00000 |
| 0.9999995 | 0.00002 | 0.9999995 | 0.00002 | 0.000 .04 |
| 0.999999 | 0.00002 | 0.999999 | 0.00002 | 0.00004 |
| 0.999995 | 0.00008 | 0.999995 | 0.00008 | 0.00018 |
| 0.9999 | 0.00009 | 0.99999 | 0.00009 | 0.00020 |
| 0.999 | 0.00057 | 0.999 | 0.00057 | 0.00127 |
| 0.999 | 0.00367 | 0.999 | 0.00367 | 0.00818 |
| 0.99 | 0.01670 | 0.99 | 0.01653 | 0.03684 |

[^12]TABEE 5. Bayesian updating calculations if second test results in a success after an initial failure (contd).

| Cell values, $\mathrm{A}_{\mathrm{i}}$ | $\begin{aligned} & P\left(A_{i}\right) \text { is } \\ & P\left(A_{i} / B\right) \text { of } \\ & \text { Table (3) } \end{aligned}$ | $P\left(B / A_{i}\right) *$ | $\mathrm{P}\left(\mathrm{B} / \mathrm{A}_{1}\right) \mathrm{P}\left(\mathrm{A}_{\mathrm{i}}\right)$ | $\left.P\left(A_{i}\right) / B\right)=\frac{P\left(A_{1}\right) P\left(B / A_{i}\right.}{P(B)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.9 | 0.13697 | 0.9 | 0.12327 | 0.27459 |
| 0.8 | 0.14699 | 0.8 | 0.11760 | 0.26194 |
| 0.7 | 0.04009 | 0.7 | 0.02806 | 0.06251 |
| 0.6 | 0.05345 | 0.6 | 0.03207 | 0.07144 |
| 0.5 | 0.06682 | 0.5 | 0.03341 | 0.07442 |
| 0.4 | 0.08018 | 0.4 | 0.03207 | 0.07144 |
| 0.3 | 0.09354 | 0.3 | 0.02806 | 0.06251 |
| 0.2 | 0.10690 | 0.2 | 0.02138 | 0.04763 |
| 0.1 | 0.120 .27 | 0.1 | 0.01203 | 0.02679 |
| 0 | 0.13363 | 0.0 | 0.00000 | 0.00000 |
|  | $P(B)=\sum_{i=1}^{21} P\left(B / A_{i}\right) P\left(A_{i}\right)=0.44893$ |  |  |  |

* $P\left(B / A_{f}\right)$ for a test success if given by the $A_{i}$ cell values. If this second test had been a failure then $P\left(B / A_{i}\right)$ is given by $\left(1-A_{i}\right)$.


MXAMPLE 2. The second test rosults in a success after an jnitial fathure. The Bayesian sample calculation follow for $A_{1}$ and $A_{1}$ cell values usine $P_{l}\left(A_{i}\right)$ as the new prior probability.
lor bell Value Al. From Table $: P_{1}\left(A_{q}\right)=0.000$ 00. girce we canot use zero, we must use the number calendatod from example ? which is $P\left(A_{j} / D\right)=1.216 \times 10^{-7} 3=P_{1}\left(A_{1}\right)$. The now posterior distribution is now calculated:

$$
\begin{aligned}
& P\left(A_{1} / B\right)=\frac{P\left(A_{1}\right) P\left(13 / A_{1}\right)}{P(B)} \\
& P\left(B / A_{1}\right)=0.999999995 \\
& \text { Tom Table } 5, \mathrm{P}(B)=0.14893 \\
& P\left(\Lambda_{1} / B\right)=\frac{P_{1}\left(\Lambda_{1}\right) P\left(B / A_{1}\right)}{P(B)}=\frac{\left(1.216 \times 10^{-13}\right)(0.29999909)}{(0.11693)} \\
& P\left(A_{2} / B\right)=2.709 \times 10^{-13} \text { (shown } 650.000 \text { on in Tab?e 5) }
\end{aligned}
$$

Por Gell Value Alo. From Table If, F1 $(170)=0.00367$. The nev posterior (or final) value for $\mathrm{P}\left(\mathrm{A}_{1} / \mathrm{B}\right)$ is now calculated for cell A$]=0.99$ and a second test resulting in a success.

$$
P\left(A_{10} / B\right)=\frac{P_{1}\left(A_{10}\right) P\left(B / A_{10}\right)}{P(B)}
$$

Prom Table $5, P(B)=0.14893$ and $P\left(B / A_{70}\right)$ is 0.999 because second test was a success.

$$
P\left(A_{10} / B\right)=\frac{(0.0,367)(0.999)}{(0.41893)}=0.0018
$$

Table ; shows the results of the mainine $P\left(A_{1} / B\right)$ Bayesian calculations wheh are plotted in hatogram form in figure 3 alone with its mrior. By observire; this histofram, one can sow that the reliability colls are now sailed away from 0.0 and a signficant increase in relative probability values is observed at 0.9 and 0.3 .
jable 6 shows the flow of data for "ach well from the lrion Distribution to secomb that a success following a fiost test failure.

TABLLi 6. Prior and Final Distributions Aiter Becond Tost is a Suceess and lirst Test, was a Tathure.

| PRIOR DTSTRIBUTLOM <br> $P_{0}\left(A_{i}\right), i=1$ to 21 <br> Figure 1 | FIRST MSG A FAILURL $P_{1}\left(A_{i}\right)$ FLgure? | SECOT THST A UUCCES: $\mathrm{P}_{2}\left(\mathrm{~A}_{\mathrm{j}}\right)$ <br> figure 3 |
| :---: | :---: | :---: |
| $0.0032 \%$ | 0.00000 | 0.0000 |
| 0.013001 | 0.00000 | 0.0000 |
| 0.0600 | 0.00000 | 0.000 (a) |
| 0.23500 | 0.00000 | 0.00000 |
| 0.24250 | 0.0010 | 0.000 c, ${ }_{4}$ |
| 0. 1.6500 | 0.00002 | 0.0.0. 4 |
| 1.12000 | \%orob 00 | 0.60010 |
| 0.06500 | 0.0000 | 0.0020 |
| 0.04250 | 5.000. 57 | 0.00127 |
| 0.02750 | 0.00367 | 0.00818 |
| 0.01250 | $0.02 \mathrm{C}, 70$ | 0.0304 |
| 0.01025 | 0.13097 | $0.274 \%$ |
| 0.00550 | 0.14699 | 0.2018 |
| 0.00200 | 0.04009 | 0.062 .51 |
| 0.00100 | 0.013345 | 0.07144 |
| 0.00100 | 9.00603 | 0.07442 |
| 0.00100 | .060 20 | 0.07144 |
| 0.00 Lom | 0.0935 | 0.0025 |
| 0.60700 | 0.10600 | 0.04763 |
| 1).00100 | \%.201 27 | 0.02679 |
| 0.060100 | 4.13363 | 0.00000 |

7.0 VARIOUS PRIOR DISTRIBUTIONS AS APPLIED TO DIFFERENT SETS OF TEST DATA. Other initial prior distributions, termed "A", are chosen in order to indicate how sensitive the selection of prior failure distributions are to the final resultant distributions after Bayesian updating calculations. In other words, the following histograms are used to illustrate the degree change of prior distribution that occurs after Bayesian updating as new reliability test data becomes available. Table 7 gives the reliability values at each reliability cell, $A_{i}$, for the following prior distributions: Binomial type average distribution of table 2; Uniform distribution; Peaked (at Lth cell mid value) distribution; Peaked (at 7 th cell mid value) distribution; and Skewed Binomial type distribution. Figures 1, $4,5,6$, and 7 show relative frequency histogram graphs of each of these prior distributions.

The tables and histogram graphs of Appendix A will be used to illustrate the change that occurs in the Bayesian estimates as new reliability test data becomes available. The Bayesian calculations were performed with an EAI 8400 digital computer with a double precision calculation accuracy to thirteen decimal places.* This acauracy is necessary because it is important to use extremely small numbers for each Bayesian calculation without rounding them to zero.

The results of Bayesian updating caloulation of ten tests with various success/failure combinations for various initial prior distributions are shwn in tables A. 1 to A. 5 and in hhstogram figures A.l to A. 25 inclusive. In the cases where no failures occurred in ten tests (figures A.1, A.6, A. 21, A. 16, A. 21 it can be observed that the final histogram data (solid lines) is generally shifted to the left or higher reliability regions with a slight increase in the relative probability values at the higher reliability cell values. It can be seen that the selection of prior distributions (dotted lines) biases the results of the Bayesian calculations if all ben tests are successes, and the final histogram looks very similar to the prior.

The Bayesian calculations which updated the Binomial Type Prior Distribution for ben two-hour tests with various success/failure combinations are in table A. 1 and are plotted in figures A. 1 to A. 5 inclusive. Figure (A.2) shows the updated Bayesian results (solid lines) of one failure in ten tests upon this binomial prior (dotted lines). One would intuitively

[^13]|  | Cell Relfability values, $\mathrm{A}_{\mathrm{i}}$ | Binomial Type Avg. Prior of Table 2 | Uniform Prior Distribution | Peaked Prior (at 4th cell) | $\begin{gathered} \text { Peaked } \\ \text { Prior } \\ \text { (at 7th ce11) } \end{gathered}$ | Skewed Binomial Prior |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.999999995 | 0.00325 | 0.1400 | 0.002 | 0,002 | 0.0010 |  |
|  | 0.99999999 | 0.01300 | 0.1400 | 0.002 | 0.002 | 0.0010 |  |
|  | 0.999 .999 .95 | 0.0500 | 0.1400 | 0.002 | 0.002 | 0.4800 |  |
|  | 0.999 -999 9 | 0.2350 | 0.1400 | 0.960 | 0.002 | 0.1900 |  |
|  | 0.999 .998 .5 | 0.2425 | 0.1400 | 0.002 | 0.002 | 0.1000 |  |
|  | 0.999999 | 0.1650 | 0.1400 | 0.002 | 0.002 | 0.0660 |  |
|  | 0.999995 | 0.1200 | 0.1400 | 0.002 | 0.960 | 0.0470 |  |
| $\infty$ | 0.929 .99 | 0.0650 | 0.0018 | 0.002 | 0.002 | 0.0300 |  |
|  | 0.9992 | 0.0425 | 0.0014 | 0,002 | 0.002 | 0.0200 |  |
|  | ก. 999 | 0.0275 | 0.0014 | 0.002 | 0,002 | 0.0150 |  |
|  | -0.99 | 0.0125 | 0.0014 | -0.002 | 0.002 | 0.0110 |  |
|  | 0.9 | 0.01025 | 0.0014 | 0,002 | 0.002 | 0.0100 |  |
|  | 0.8 | 0.00550 | 0.0014 | 0.002 | 0.002 | 0.0090 |  |
|  | 0.7 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0050 |  |
|  | . 0.6 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0040 |  |
|  | 0.5 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0030 |  |
|  | 0.4 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0020 |  |
|  | 0.3 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0020 |  |
|  | 0.2 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0020 |  |
|  | 0.1 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0010 |  |
|  | 0.0 | 0.0010 | 0.0014 | 0.002 | 0.002 | 0.0010 |  |

Table 7 Initial Prior Failure Distributions, A.
NoIngiblsic sardd weotun ifugunga



expect the reliability diatribution to be contered around 0.9 which is claris indtonted in the flate. Simsinily, for the Bayonian manle: of two failiuras in tan teati one would expect the reliability point entimate to be near 0.8. For tho failuren in ton teste, f1gure ( $A, 3$ ) showe most of the data to be distributed around 0.9 beoane the prior diatribution biason the firmildacribution towawis iteali. Fince the prior diatribution is. Wie high roliability rogion, in thit oase the flral diatribution did not oonpletoly elindnate the prior with ondy ten testa. Yor flve failures in ton teats, the inference is that most of the firal dietribution should be near the roliability point ostimate of 0.5 . Flgure ( 1.4 ) show tho final dietribution for five fallures in ten tosta. Most of the data is dietributed about the 0.50011 reliability value with a acondary relative probability peak at 0.8 due to the bianing or waighting oaused by the prion deterdbution. The histogram in fisure ( 1.5 ) anow the results of ton failurwa in ten teete. Hare the inference is obrious aince mont of the final distrolbution ahould be about the 0.00011 relinbility value. thus, ten falluran in ten tostahave radically alterad the pwor distatbution, as ebolld be axpeoted.

Table A.l howe the resulte of Bayesian odioulations upon the following beats $2 F+93$ (one falluro followed by nine suecesses), $4 S+27+5 s$ (four anconanes folloved by ore falluwe and then five avecosies), and $98+15$ (ndne auccesses followed by one fatiluse). In geceral, the rasulte of the Bayoaian caloubationa, givon any one prior, are the same with any equal number of total tonte regardient of the order in whioh the tost tata ia racoived.

The Buyesian reaulte whioh update the Uniform Prior Distribution for ten two-hour tente with varioun suocons/fallure oombinations are tiven in table A. 2 and are plotted in hietogran focti in figurea A. 6 to A. 10 inoluaive. The final hidetocran data for the oprior is diatributed around the reldability point estimaten which one would expect to obtain for the particular test rorults indioatod.

The Beyosian results for the Paked (at fourth oell) Prior Diatribution are given in tablo A. 3 and plotted in Figures A.11 to A. 25 inolonive for ten teate with various suocess/fallure oombinations. Afain the firal hiatogram date for thie prior in dietributed around the reliability point aitimates or clase intervals whioh one would expeot for the test resulte givon.

Table A. 4 and figures A. 16 to A. 20 inclusive show the Bayesian results for the Peaked (at seventh cell) Prior Distribution for ten tests with various success/failure combinations. The final histogram data is again distributed around the cell reliability values expected except for Eigure A.l7. This final distribution for one failure in ten tests shows approximately 2.5 percent of the data distributed in cell value 0.999995 due to prior distribution biasing.

For the Skewed Binomial Prior Distribution with various success/failure combinations of ten tests, the Bayesian results are given in table A. 5 and are ploteed in figures A. 21 to A. 25 inclusive. The final histogram data is distributed as would be expected except for the case of five failures in figure A. 24 . Here the date is slightly biased by the prior to the left towards the prior.

To illustrate the influence of the prior distribution upon the final results of the updating Hayesian calcuations and estimates from new reliability test data, consider next the results of one failure in 100, 500, 1000, 5000, and 10,000 tests for each prior distribution. The Bayesian results of these larger number of tests are given in tables A. 6 to A. 10 and histogram figures A. 26 to A. 50 inclusive. It can be observed that the prior disdribution in most cased in this paper does not bias the final histograms to any large degree except in figures A. 32, A.33, A.34, A. 35, and A. 39 to A. 45 inclusive. Letus briefly summarize the readits of this test data upon our various prior distributions.

Given a binomial prior distribution (figure 1) with the most probable cell at 0.9999995 , it can be observed that, as the number of tests increase and the percent defective decreases (figures A. 26, A.27, A.28, A.29, A.30) the final or posterior distribution will be gradaally shifted towards the ordinate or in the direction of incneasting reliability. Concurrently, the most probable cell value of the posterior distribution will change from 0.99 to 0.9999 . However, if our test results indicate poor reliability (far to the right of the binomial prior) the binomial prior will be almost entirely washed out.

Given a uniform prior distribution (figure 4 ) it can be observed that as the number of tests increase and the percent defective decreases (figures A. 31, A.32, A.33, A. 34, A. 35 ) the posterior diatribution will be gradually shifted towards the ordinate or in the direction of increasing reliability, Concurrently, the most probable cell of the posterior distribution will change from . 99 to .999 995. However, if the test results indicate poor reliability (far to the right of the uniform prior), the uniform prior will be reduced in amplitude or almost refuted. There are instances where two peaks appear in the poaterior or final distribution. This is
caused by the biasing of the uniform prior, particularly in the range of high reliability. In these cases, the test data results are starting to reinforce the last uniform prior cells.

Given a peaked (at Lth cell) prior distribution (figure 5) it can be observed that as the number of tests increase and the perent defective decreases (figures A.36y A. 37, A. 38, A. 39, A.40) the posterior distribution will be gradually shifted towards the ordinate or in the direction of increasing reliability. Assuming that the reliability increases during testing and ppproaches the fourth cell ( 0.999999 9), the peaked prior distribution is reinforced. Concurrently, the most probable cell of the posterior distribution (cell with highest reliability) will change from 0.99 to 0.999999 9. For the 5000 and 10,000 test cases, the large jump of one posterior or final peak to 0.9999999 (or the fourth cell) is the result of the selection of the prior with most of the relabive probability or amplitude in the fourth cell. Here the test data inferences or eesults are starting to reinforce the prior distribution. Finally, if the test results indicate poor reliability (that is, far to the right of the fourth cell), the peaked prior will be totally washed out.

Given a peaked (at 7th cell) prior distribution (figure 6) it can be observed as the number of tests increase and the percent defective decreases (figures A. 41, A. 42, A. 43, A. 44, A. 45 ) the posterior distribution will be gradually shifted towards the ordinate or in the direction of increasing reliability. Assuming the reliability increases during testing and approaches the seventh cell ( 0.999995 ) the peaked prior distribution is reinforced. Concurrently, the most probable cell of the posterior distribution will change from 0.99 to 0.999995 . The centering of posterior information or data in the seventh cell (.999 995) is the result of the prior being placed almost entirely in the seventh cell, and the fact that the test data inferences are starting to reinforce the prior. Also, if the test data results indicate poor reliability (that is, far to the right of the seventh cell), this peaked prior will be totally washed out.

Given a skewed binomial prior distribution (figure 7) with the nost probable cell at 0.99999995 , it can be observed that as the number of tests increasely and the percent defective decreases (figures A. 46 , A.47, A. 48 , A. 49 , A.50) the peeterior distribution will be gradually ahifted towards the ordinate or in direction of increasing reliability. Doncurrently, the most probable cell of the posterior distribution will change from 0.99 to 0.999 9. However, if our test results indicate poor reliability (that is, far to the right of the prior cells), then the skewed binomial prior will be almost entirely washed out.

In order to indicate the Bayesian results of no failures for various test data upon several prior distributions, tables A.11, A.12, and A.13, and figures A. 51, A. 52 , and A. 53 have been generated. The conclusion is that the final histograms look very similar to the prior distribution if all tests are successes and the number of tests are not greater than the indicated cell reliability bands order of magnitude. In other words, if the reliability of the sample tested is greater than the most probable cell or class interval of the prior distribution, then the final distribution will be distributed around the reliability of the sample tested. For example, if the most probable cell of the prior is ( 0.99 and 10,000 tests are completed with no failures), one can expect the final distribution's most probable cell value to be 0.9999 .

The following conclusions can be reached concerning the Bayesian Discrete Reliability inference procedure. In the discrete reliability cell formulation, the choice of the mumber of cells, the location of the cell reliability values, and cell boundaries are all arbitrary when coverningethe complete rellability scale of numbers from zero to unity and can be chosen to suit the user. The time for each test is picked to be equal to the defined or specified equipment reliability time interval. For example, if we choose or require our equipment or mission reliability to be 0.99 per hour, then each test or data point is to be one hour. If we require a reliability of 0.98 for three hours of operation, then each test is to be three hours long. If more than one failure is recorded in our test time interval, the failures are still to be treated as one failures In this approach either the syster functions properly or fails during our test time interval. The final or posterior distribution will not be affected by the order of failure occurrence. In other words, the Bayesian results, given any one prior, are the same with the same total number of tests regardless of the order in which the test data is recedved.

An important issue that must be resolved in this application of the Bayes' Technique is the choice of an appropriate prior distribution. From this report, it is clear that the prior distribution can bias the flinal distribution in certain cases. From the histograms it is evident that the least biasing type of prior distribution is the binomial type. There are some questions that must be answered in order to postualate appropriate and/or usable prior distributions. What does the prior distribution look like? Is it to be a continuous or discrete one? For a particular choice of prior distribution, can a bound be placed on the error (in the probability sense) one can expect in the final distribution? In the implementation of the Bayesian statistics in reliability testing, can agreement be reached between the contractor and government on the selection of an approriate prior distribution: These are just a few of the questions that should be answered before a prior distribution is to be selected.

In this Bayesian discrete approach the final distribution is available for examination after each test. In other words, the final distribution can be observed after each laboratory and experimental tests (each prototype and production flight tests) and updated at each of the program phases on a continuing basis. Finally, flight test operational data can be used by the Bayesian method to update the privimon final (posterior) reliability distribution.
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## APPENDIX A

## POSTERIOR DISTRIBUTIONS DERIVED FROM VARIOIS HYPOTHETICAL PRIOR DISTRIBUTIONS AND TEST DATA

|  | Cell Reifability values $\mathrm{A}_{\mathrm{i}}$ | $\begin{aligned} & 10 \mathrm{~s} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \text { IF } \\ & +9 \mathrm{~S} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 4 \mathrm{~S} \\ & +1 \mathrm{~F}+5 \mathrm{~S} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 9 \mathrm{~S} \\ & +1 \mathrm{~F} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 2 \mathrm{~F} \\ & +8 \mathrm{~S} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 3 \mathrm{~S} \\ & +2 \mathrm{~F}+5 \mathrm{~S} \\ & \mathrm{Tests} \\ & \hline \end{aligned}$ | $\begin{array}{\|l} 8 S \\ +2 F \\ \text { Tests } \\ \hline \end{array}$ | $\begin{aligned} & 5 \mathrm{~F} \\ & +5 \mathrm{~S} \\ & \mathrm{Tests} \end{aligned}$ | $\begin{aligned} & 5 \mathrm{~S} \\ & +5 \mathrm{~F} \\ & \text { Tests } \end{aligned}$ | 10F <br> Tests |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.999999995 | 0.0033 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.99999999 | 0.0133 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.99999995 | 0.0511 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.9999999 | 0.2401 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.939 .9925 | 0.2477 | 0.0002 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.999999 | 0.1686 | 0.0002 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | $0.999995^{\circ}$ | 0.1226 | 0.0008 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
| $\stackrel{N}{\sim}$ | 0.999 .99 | 0.0664 | 0.0009 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
| $\bigcirc$ | 0.9999 | 0.0434 | 0.0060 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.999 | 0.0278 | 0.0384 |  |  | 0.0003 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.99 | 0.0115. | 0.1610 |  |  | 0.0126 |  |  |  | 00 | 0.0000 |  |
|  | 0.9 | 0.0037 | 0.5599 |  |  | 0.4831 |  |  |  | 46 | 0.0000 |  |
|  | 0.8 | 0.0006 | 0.2082 |  |  | 0.4041 |  |  | 0.1395 |  | 0.0000 |  |
|  | 0.7 | 0.0000 | 0.0171 |  |  | 0.0568 |  |  | 0.0988 |  | 0.0000 |  |
|  | 0.6 | 0.0000 | 0.0057 |  |  | 0.0294 |  |  | 0.1926 |  | 0.0001 |  |
|  | 0.5 | 0.0000 | 0.0014 |  |  | 0.0107 |  |  | 0.2362 |  | 0.0007 |  |
|  | 0.4 | 0.0000 | 0.0002 |  |  | 0.0026 |  |  | 0.1926 |  | 0.0041 |  |
|  | 0.3 | 0.0000 | 0.0000 |  |  | 0.0004 |  |  | 0.0988 |  | 0.0189 |  |
|  | 0.2 | 0.000 | 0.0000 |  |  |  |  |  | 0.0254 |  | 0.0720 |  |
|  | 0.1 | 0.0000 | 0.0000 |  |  | 0.000. |  |  | 0.0014 |  | 0.2338 |  |
|  | 0.0 | - | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.6705 |  |

$s$ =Success TableAsi Bayestan Calculation Results of Ten Two Hour Tests with Various
$F \equiv$ Failure









$\therefore$ FIGUREIA. SI. Bingmial priog. f. RESULTS of TEN TESTS. TEN FAILURES A+10F



| Cell Reliability Values $A_{i}$ | 10 S <br> Tests | IF <br> $+95$ <br> Tests | 4 S <br> +1F+5S <br> Tests | $\begin{aligned} & 9 \mathrm{~S} \\ & +1 F \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 2 F \\ & +8 \mathrm{~S} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 3 \mathrm{~S} \\ & +2 \mathrm{~F}+5 \mathrm{~S} \end{aligned}$ Tests | $\left[\begin{array}{l} \text { 日S } \\ +2 F \\ \text { Tests } \end{array}\right.$ | $\begin{aligned} & 5 F \\ & +5 \mathrm{~S} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 5 S \\ & +5 F \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \text { lof } \\ & \text { Tests } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.999999995 | 0.1419 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
| 0.99999999 | 0.1419 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
| 0.999999 .95 | 0.1419 | 0.0001 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.9999999 | 0.1419 | 0.0001 |  |  | $0.0000^{\circ}$ |  |  |  | . 000 | 0.0000 |  |
| 0.9999995 | 0.1419 | 0.0005 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.999999 | 0.1419 | 0.0011 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.999995 | 0.1419 | 0.0053 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.99999 | 0.0018 | 0.0001 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.9999 | 0.0014 | 0.0011 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.999 | 0.0014 | 0.0106 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| 0.99 | 0.0013 | 0.0974 |  |  | 0.0046 |  |  |  | 0000 | 0.0000 |  |
| 0.9 | 0.0005 | 0.4131 |  |  | 0.2128 |  |  |  | 0016 |  |  |
| 0.8 | 0.0002 | 0.2863 |  |  | 0.3317 |  |  |  | 0291 | 0.0000 |  |
| 0.7 | 0.0000 | 0.1291 |  |  | 0.2565 |  |  |  | 1132 | 0.0000 |  |
| 0.6 | 0.0000 | 0.0430 |  |  | 0.1328 |  |  |  | 2207 | 0.0001 |  |
| 0.5 | 0.0000 | 0.0104 |  |  | 0.0483 |  |  |  | 2707 | 0.0007 |  |
| 0.4 | 0.0000 | 0.0017 |  |  | 0.0117 |  |  |  | 2207 | 0.0041 |  |
| 0.3 | 0.0000 | 0.0001 |  |  | 0.0016 |  |  |  | 1132 | 0.0189 |  |
| 0.2 | 0.0000 | 0.0000 |  |  | 0.0001 |  |  |  | 0291 | 0.0720 |  |
| 0,1 | 0.0000 |  |  |  | 0.0000 |  |  |  | 0016 | 0.2338 |  |
| 0.0 | 0.0000 | 0.0000 |  |  | 0.0000 |  |  |  | 0000 | 0.6705 |  |

$S \equiv$ Success
Table A. 2

$$
2 \times
$$

Bayesian Calculation Results of Ten Tests with Various
Success/Failure Combinations, for Uniform Prior.




[^14]
$\therefore$ FIGUREIA. 91.UNIFORM PFIOF.A.AESULTS GF TEN TESTS. 5 FAILUFES F. 5 . 5 S




Table 4.3
Bayesian Calculation Results of Ten Tests with Various Success/Failure Combinations, for Peaked (at 4th Cell) Prior.













|  | Cell Reliability Values $\mathbf{A}_{i}$ | $\begin{aligned} & \text { 10S } \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 1 F \\ & +9 S \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & 4 S \\ & +1 F+5 S \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \hline 9 S \\ & +1 F \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \hline 2 F \\ & +85 \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \hline 3 \mathrm{~S} \\ & +2 \mathrm{~F}+5 \mathrm{~S} \\ & \text { Tests } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 8 \mathrm{~S} \\ & +2 \mathrm{~F} \\ & \text { Tests } \end{aligned}$ | $\begin{aligned} & \hline 5 F \\ & +5 s \\ & \text { rests } \end{aligned}$ | $\begin{aligned} & \text { 5S } \\ & +5 F \\ & \text { Tests } \end{aligned}$ | 10F <br> Tests |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.999999995 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.99999999 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.99999995 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.9999999 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  | 0.0000 |  | 0.0000 |  |
|  | 0.9999995 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
|  | 0.999999 | 0.0020 | 0.0000 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
|  | $0.999995^{\circ}$ | 0.9788 | 0.0251 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| N | 0.99999 | 0.0020 | 0.0001 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
| $\stackrel{\rightharpoonup}{F}$ | 0.9999 | 0.0020 | 0.0010 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
|  | 0.999 | 0.0020 | 0.0104 |  |  | 0.0000 |  |  |  | 0000 | 0.0000 |  |
|  | 0.99 | 0.0018 | 0.0956 |  |  |  | 0.0046 |  |  | 0000. | 0 |  |
|  | 0.9 | 0.0007 | 0.4056. |  |  |  | 0.2128 |  |  | 0016 | 0.0000 |  |
|  | 0.8 | 0.0002 | 0.2811 |  |  |  | 0.3317 |  |  | 0291 |  |  |
|  | 0.7 | 0.0001 | 0.1268 |  |  |  | 0.2565 |  |  | 1132 | 0.0000 |  |
|  | 0.6 | 0.0000 | 0.0422 |  |  |  | 0.1328 |  |  | 2207 | 0.0001 |  |
|  | 0.5 | 0.0000 | 0.0102 |  |  |  | 0.0483 |  |  | 2707 | 0.0007 |  |
|  | 0.4 | 0.0000 | 0.0016 |  |  |  | 0.0117 |  |  | 2207 | 0.0041 |  |
|  | 0.3 | 0.0000 | 0.0001 |  |  |  | 0.0016 |  |  | 1132 | 0.0189 |  |
|  | 0.2 | 0.0000 | 0.0000 |  |  |  | 0,0001 |  |  | 0291 | 0.0720 |  |
|  | 0.1 | 0,0000 | 0.0000 |  |  |  | 0.0000 |  |  |  | 0.2338 |  |
|  | 0.0 | 0.0000 | 0.0000 |  |  |  | 0.0000 |  |  | 0000 | 0.6705 |  |

S $\geq$ Success
Table A. 4
Bayesian Calculation Results of Ten Tests with Various
Success/Failure Combinations, for Peaked (at 7th Cell) Prior
F $\equiv$ Failure























Table A. 6 . Bayesian Calculation Results for Various Numbers of Tests, Each with One Failure, for Binomial Type Prior.



Table A. 8
Bayesian Calculation Results for Various Numbers of Tests Each with One Failure, for Peaked (at 4 th Celi) Prior.


| Cell Reliability Values $\mathbf{A}_{\mathbf{i}}$ | $\begin{aligned} & 99 \mathrm{~S}+1 \mathrm{~F} \\ & \text { or } 2 \mathrm{~F}+99 \mathrm{~S} \end{aligned}$ | $\begin{aligned} & 499 S+1 F \\ & \text { or } 1 F+499 S \end{aligned}$ | $\begin{aligned} & 999 \mathrm{~S}+1 \mathrm{~F} \\ & \text { or } 1 \mathrm{~F}+999 \mathrm{~S} \end{aligned}$ | $\begin{aligned} & 4999 S+1 F \\ & \text { or } 1 F+4999 S \end{aligned}$ | $\begin{aligned} & 9999 \mathrm{~S}+1 \mathrm{~F} \\ & \text { or } 1 \mathrm{~F}+9999 \mathrm{~S} \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.999 999 995 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |
| 0.99999999 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |
| 0.99999995 | 0.0004 | 0.0019 | 0.0030 | 0.0121 | 0.0173 |  |
| 0.9999999 | 0.0003 | 0.0015 | 0.0024 | 0.0096 | 0.0137 |  |
| 0.929 .2925 | 0.0009 | 0.0040 | 0.0062 | 0.0251 | 0.0358 |  |
| 0.999999 | 0.0012 | 0.0053 | 0.0082 | . 0.0330 | 0.0470 |  |
| 0.999995 | 0.0041 | 0.0189 | 0.0291 | 0.1153 | 0.1609 |  |
| 0.929 .92 | 0.0053 | 0.0240 | 0.0370 | 0.1436 | 0.1954 |  |
| 0.9992 | 0.0348 | 0.1531 | 0.2255 | 0.6105 | 0.5300 |  |
| 0.999 | 0.2385 | 0.7325 | 0.6880 | 0.0508 | 0.0005 |  |
| 0.99 | 0.7140 | 0.0587 | 0.0006 | 0.0000 | 0.0000 |  |
| 0.9 | 0.0005 | 0.0000 | 0.0000 | 4 | 4 |  |
| 0.8 | 0.0000 | 4 | 4 |  |  |  |
| 0.7 | 4 |  |  |  |  |  |
| 0.6 |  |  |  |  |  |  |
| 0.5 |  |  |  |  |  |  |
| 0.4 |  |  |  |  |  |  |
| Q, 2 |  |  |  |  |  |  |
| 0.2 |  |  |  |  |  |  |
| 0.1 | . | $\dagger$ | $\frac{1}{7}$ | $\dagger$ | 1 |  |
| 0.0 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |

Table A. 10
Bayesian Calculation Results for Various Numers of Tests, Each with One Failure, for Skewed Binomial Prior.
















FIGURE(A.37). PEAKEUL4TH CELL)PAIOR.F.RESULTS OF 5OU TESTS. 1 FAILURE A+3F+4995


























TESTS WITH NO FAILURES AND BINOMLAL TYPE PRICR DISTRIBUTION

TABLE A. 11 BAYESIAN CALCULATION RESULTS FOR 10000 TESTS WITH
NO FAILURES, FOR BINOMIAL TYPE PRIOR DISTRIBUTION,

266
baitsian caiculation resulis for 1000 and 10,000 tests WITH NO FAILURES, FOR UNIFORM PRIOR DISTRIBUTION.

TABLE A. 12

TESTS WITH NO FAILURES AND SKEWED BINOHEAL FRIOR DISTRIBUTICA


TABLE A. 13 . BAYESIAN CALCULATION RESUETS FOR 10000 TESTS WITH NO FAILURES, FOR SKEWED BINOMIAL PRIOR DISTRIBUTION.




FIGUAE (A. 52). UNIFORM PRIOF. A. 10000 TESTS. NO FAILURES Fi+10000S



## Sample of Bayesian Calculation Computer Program in FOHTHAN IV

These calculations are for 10,000 tests in which the first nine tests and last test were failures with the remaining all successes, or 10 failures and 9990 successes.

```
:FORTRAN 16K COMPILER PPN 07-825-0004-10-N
            OIMENSION A(24),B(24),P(24),C(24),PR(24),FI(24)
            DIMENSION IND (10000)
            READ(5,5)N1,N2
            READ(5,15) (A(1),\:1,N1)
            READ(5,15) (P(1),I=1,N1)
            READ(5,15) (B(1),I=1,N1)
    F FORMAT(13,15)
    10 FORMAT(25!3)
    15 FCRMAT(6012,9)
            DO 60 I=1,N2
            1ND(1):1
            IF (I.EQ.1) IND (I) = \emptyset
            IF (I.EQ.1) GO TO 19
            IF(I,EQ,2)INO(I)=0
            IF(I,EQ.3)IND(!)=0
            IF(!,EO,4)\ND(!)=0
            IF(1,E0.5)IND(1)=0
            IF(1,FQ,6)IND(1)=0
            IF(I,EQ,7)INO(I)=0
            IF(1,EQ.8)INO(1)=0
            IF(1,EQ.9)IND(1)RO
            IF(1,EQ,N2)IND(1)=0
            IF(I,NE,N2) GO TO.25
        19 WR!TE(6,20)
    20
    FORMAT(1H1,10X,1HA,15X,4HP(A),16X,6HP(B/A),16X,10HP(B/A)P(A),
        116X,6HP(A/B)//)
    25 SUME0.0
        DO 3D J=1,N1
    C(J)= B(J)*P(J)
    [F(IND(1),EO.1)C(J)=A(J)*P(J)
```

```
30 SUM=SUM+C(J)
    DO 50 Jx1,N1
    D&C(J)/SUM
    1F(1,EO.1) GO T0 35
    IF(I,NE,N2) GO TO 47
    IF(INO(I),EQ, 1) GO TO 45
    35 WRITE(G,40) A(J),P(J),B(J),C(J),0
40 FORMAT(1X,016,9,F16,6,D26,9,F26,6,F24,6)
    IF(I,NE,1) GO TO 47
    PR(J)=P(J)
    1F(P(J).LT.0.0001) PR(J)=0,0001
    GO T0 47
45 WR(TE(0,40) A(J),P(J),A(J),C(J),D
47 P(J)=0
    Fi(J)=0
    IF(0.LT.0.0001) FI(J)=0.0001
5* CONTINUE
60 CONTINUE
    WRITE(2,70)
70 FORMAT(47H TYPE A I FOR.PUNCHED DATA, OTHERWISE TYPE A O )
    RFAD(2,71) IOP
71 FORMAT(11)
    IF(IOP,NE,1) GO TO 80
    WR!TE(1,75) (PR(J),Jx1,N1)
    WR!TE(1,75) (F\(J),J=1,N1)
75 FORMAT(10F8.5)
80 CONTINUE
    STOP
    ENO
```
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## ABSTRACT

The Weibull probability density function is considered as a failure model under the influence of a stochastic scale parameter. Bayesian estimates of the scale parameter, reliability function and hazard rate are given for the conjugate prior distribution. A method for evaluating the robustness of the conjugate prior distribution which characterizes the behavior of the parameter is presented. The proposed method is based on any acceptable level of the average mean square crror of the Bayesian reliability estimate under the conjugate prior distribution. The analytical procedure utilizes the ratio of the average mean square error when the prior probability distribution is different from the conjugate prior (and its Bayes reliability estimate is used) to the average mean square error when he prior is assumed to be the conjugate distribution (and again the Bayes estimate of the reliability function is used).

A computer simulation to investigate the robustness of the conjugate prior distributlon with respect to six other prior probability distributions, namely, beta, poisson, inverted gamma, truncated normal, log-normal and extreme value, were employed. These results indicate that there is a significant variation in the average mean squared error even when the priors were chosen so that their first two moments approximately agreed with that of the conjugate.
lhis research was supported by the United States Air Force, Air poms office of Scientific Research, under Grant No. AFOSR-74-2711.

It has recently become quite evident that Bayesian reliability methods are very useful techniques in the reliability analysis and intepretation of various complex systems. A Bayesian analysis implies the expolitation of a suitable prior information in association with Bayes' Theorem. It rests on the notion that a parameter within a failure model is not simply an unknown fixed quantity but rather a stochastic variable which follows some probability distribution. In life testing problems, it is quite realistic to assume that a life parameter is stochastically dynamic. This assertation is strongly supported by the fact that the complexity of electronic or structural systems is likely to cause undetected component interactions resulting in unpredictable fluctuations of the life parameter.

Drake [4] and Evans, [5], have given an excellent account for the importance and implementation of Bayesian statistics in reliability problems. From a practical point of view, Feducia, [6], has given some constructive arguments concerning the Bayesian usefulness to reliability. Finally, Crelin, [3], among others has given an eloquent presentation of the basic philosophy and fruitfulness of the Bayesian approach to reliability.

Bhattacharya, [1], studied the exponential failure model under the assumption that the parameter behaved as a stochastic variable. Soland, [9], suggested a Bayesian analysis of the Weibull failure model. Canavos and Tsokos, [2], developed a Bayesian analysis of the scale and shape parameter in the Weibull failure model
and its corresponding reliability function. For the scale parameter and reliability function, Bayesian estimates were obtained for various characterizations of the stochastic behavior of this parameter. Recently, Papadopoulos and Tsokos, [8], have developed the theory for constructing Bayesian confidence bounds for the random scale parameter and the reliability function of the Weibull failure model. The usefulness of the analytical findings were illustrated by employing a Monte Carlo simulation.

In the above studtes among others, the most "popular" prior probability distribution to characterize the stochastic behavior of the scale parameter of the Weibull fallure model is the conjugate distribution. Perhaps the most important reason for employing such a prior probability density is because the Bayesian estimates of the scale parameter and reliability function result in an analytical tractable form. Thus, this popularity encourages the investigation of what happens if the prior probability distribution is different from the assigned conjugate, but we proceed to employ the Bayes reliability estimator. Also, how "good" is the Bayes estimate under different probability distributions that characterize the random behavior of the scale parameter.

It is the aim of the present study to investigate the significance of the above questions. We shall propose to utilize the ratio of the average mean square errors as a measure of "goodness" of the Bayes reliability estimator. In Section 2 we introduce some of the preliminary concepts essential to our investigations. The Bayes estimates of the scale parameters, reliability function and the hazard rate are given in Section 3. In Section 4 we propose an analytical approach to Investigate the robustness of the conjugate prior. A similar procedure to study the behavior of the Bayesian estimate of the hazard rate is given in Section 5. In Section 6 we present a brief computer simulation in an attempt to illustrate the usefulness of the basic analytical developments. The conclusions and a summary of our findings in the present study are given in Section 7.

## 2. PRELIMINARY CONCEPTS

In this section we shall summarize some known results of the Weibull failure model that we will be utillzing in fulfilling the aims of the present study.

Consider the Weibull failure model with the time to failure probability density function given by

$$
\mathrm{f}(\mathrm{t} ; \alpha, \theta)=\alpha \theta \mathrm{t}^{\alpha-1} \exp \left\{-\theta \mathrm{t}^{\alpha}\right\}, \quad \begin{align*}
& 0<\mathrm{t}<\infty  \tag{2.1}\\
& \\
& 0<\alpha, \theta
\end{align*}
$$

where $\theta$ and $\alpha$ are the scale and shape parameters, respectively. It is well known that the reliability function, $R(t ; \alpha, \theta)$ and the hazard rate, $\rho(t ; \alpha, \theta)$ of the above failure model are given by

$$
\begin{equation*}
R(t ; \alpha, \theta)=\exp \left\{-\theta t^{\alpha}\right\} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho(t ; \alpha, \theta)=\alpha \theta t^{\alpha-1} \tag{2.3}
\end{equation*}
$$

respectively.

Suppose now that the scale parameter $\theta$ behaves as a stochastic variable and that the shape parameter $\alpha$ is known or can be estimated. To estimate the Bayes reliabllty function under the described situation we conduct a life test on $n$ items and obscrve the ordered times to failure $r(\leq n)$ ittems to be $t_{1}, t_{2}, t_{3}, \ldots, t_{r}$. t.et

$$
\begin{equation*}
\underline{t}=\left(t_{1}, t_{2}, \ldots, t_{r}\right) \tag{2,4}
\end{equation*}
$$

Then the likelihood function, $\mathrm{L}(\underline{t} ; \alpha, \theta)$, of the complete sample is given by

$$
\begin{equation*}
L(\underline{t} ; \alpha, \theta)=\frac{n!}{(n-r)!}(\alpha \theta)^{r}{\underset{i=1}{r} t_{i}^{\alpha-1} \exp \left\{-\theta T_{r}\right\}}_{T} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{r}=\sum_{i=1}^{r} t_{i}^{\alpha}+(n-r) t_{r}^{\alpha} \tag{2.6}
\end{equation*}
$$

It is known, [2], that the probability density function of $T_{r}$ is of the form

$$
\begin{equation*}
f_{r}(y \mid \theta)=\frac{1}{(r-1)!} \theta^{r} y^{r-1} \exp \{-\theta y\}, \quad 0<y<\infty . \tag{2.7}
\end{equation*}
$$

## 3. GAMMA PRIOR DISTRIBUTION FOR THE SCALE PARAMETER

Let us assume that the stochastic scale parameter, 0, of the Weibull failure model, (2.1), is being characterized by the natural conjugate distribution, that is, the gamma* probability density function given by

$$
g(\theta)= \begin{cases}\frac{\mu^{\nu}}{\Gamma(\nu)} \theta^{\nu-1} \exp \{-\mu \theta\}, & 0<\theta<\infty \\ 0, \text { elsewhere } & 0<\mu, \nu\end{cases}
$$

Then the posterior probability density function of $\theta$ given $t$ is

$$
\begin{align*}
g_{1}(\theta ; \alpha \mid \underline{t}) & =\frac{\theta^{-(r+\nu+1)} \exp \left\{-\frac{1}{\theta}\left(T_{r}+\mu\right)\right\}}{\int_{0}^{\infty} \frac{1}{\theta^{-(r+v+1)}} \exp \left\{-\frac{1}{\theta}\left(T_{r}+\mu\right)\right\} d \theta} \\
& =\frac{1}{\left(T_{r}+\mu\right) \Gamma(r+\nu)} \quad\left\{\frac{T_{r}+\mu}{\theta}\right\} \quad \exp \left\{-\frac{1}{\theta}\left(T_{r}+\mu\right)\right\}
\end{align*}
$$

where $T_{r}$ is defined by equation (2.6)
*Note if the failure model (2.1) had been given in the form of

$$
f(t ; \alpha, \theta)=\frac{\alpha}{\theta} t^{\alpha-1} \exp \left\{-\frac{t^{\alpha}}{\theta}\right\}, \quad \begin{aligned}
& 0<t<\infty \\
& 0<\alpha, \theta
\end{aligned}
$$

then the conjugate prior distribution will be the inverted gamma, that is,

$$
g(\theta)=\frac{\left(\frac{\mu}{\theta}\right)^{\nu+1}}{\mu \Gamma(\nu)} \exp \left\{-\frac{\mu}{\theta}\right\} \quad \begin{aligned}
& 0<\theta<\infty \\
& 0<\mu, \nu
\end{aligned}
$$

For $\theta$ to be characterized by the natural conjugate prior and for a square error loss function, it is known, [2], that the Bayes estimator, $\hat{\theta}_{c}(t)$, of the scale parameter $\theta$ is given by the conditional expectation of $\theta$ given $t$. That is,

$$
\begin{equation*}
\hat{\theta}_{\mathbf{c}}(\mathrm{t})=\mathrm{E}\{\theta \mid \underline{t}\}=\frac{\mathrm{T}_{\mathbf{r}}+\mu}{\mathbf{r}+v-1}, 1<\mathbf{r}+v . \tag{3.3}
\end{equation*}
$$

Also under the above conditions the Bayes reliability estimator, $R_{c}(t)$, is given by the conditional expectation of the reliability function, (2.2), given t, (2.4). It can be easily calculated to be

$$
\begin{align*}
\hat{\mathrm{R}}_{\mathrm{c}}(\mathrm{t}) & =\mathrm{E}\{\mathrm{R}(\mathrm{t} ; \alpha \mid \theta) \mid \underline{t}\} \\
& =\frac{1}{\left(1+\frac{1}{\mathrm{~T}_{r}+\mu}\right)^{\mathrm{t}+\nu}} \tag{3.4}
\end{align*}
$$

Similarly, the Bayes hazard rate estimate, $\hat{\rho}_{c}(t)$, is given by

$$
\begin{align*}
\hat{\rho}_{c}(t) & =E\{\rho(t ; \alpha \mid 0) \mid \underline{t}\} \\
& =\frac{\alpha t^{\alpha-1}(r+v)}{\left(T_{r}+\mu\right)} \tag{3.5}
\end{align*}
$$

In the following sections of the present study we shall employ the above Bayesian estimates to investigate the robustness of the Bayesian reliability estimate as we deviate from the assumption that the scale parameter is being characterized by the gamma distribution.

## 4. ANALYTICAL APPROACH TO ROBUSTNESS

In the preceding sections we have obtained estimates for the Bayesian reliability and hazard rate estimators for the Weibull failure model under the assumption that the stochastic behavior of the scale parameter is being characterized by the conjugate distribution. Perhaps one of the main reasons for choosing such a prior probability density is because it is analytically tractable. Thus, it becomes quite significant to ask:
(i) What if the prior distribution is different from the assigned natural conjugate, but we employ the Bayes reliability estimator, $\hat{\mathrm{R}}_{\mathrm{c}}(\mathrm{t})$, developed for the inverted gamma?
(ii) How "good" is the estimate $\hat{\mathrm{R}}_{\mathrm{c}}(\mathrm{t})$ under a different prior probability distribution for the scale parameter?

To answer this question, we shall propose to employ the ratio of the average mean square errors as a measure of "goodness" of the Bayes reliability estimator, $\hat{R}_{c}(t)$. That is, the ratio of the average mean square error when the prior is different from the conjugate prior (and $\hat{R}_{c}(t)$ is used as the reliability estimate) to the average mean square error when the prior is assumed to be the conjugate (and $\hat{R}_{c}(t)$ is again used as the Bayesian rellability estimate). Thus, it is clear that the closer this ratio is to one, the more robust is the Bayesian reliability estimate, $\hat{R}_{c}(t)$.

We proceed by developing an expression for the average mean square error in terms of the moments of the prior probability distribution which characterizes the behavior of the scale parameter.

The definition of the average mean square error, $\overline{\text { M.S.E., }}$ is given by

$$
\overline{\text { M.S.E. }}=E_{\theta}\left\{E_{t}\left[R(t ; \alpha, \theta)-\hat{R}_{c}(t)\right]^{2} \mid \theta\right\}
$$

More conveniently the M.S.E. can be written in the following form

$$
\begin{align*}
\overline{\text { M.S.E. }} & =E_{\theta}\left\{E_{\underline{t}}\left[R^{2}(t ; \alpha, \theta) \mid \theta\right]\right\} \\
& -2 E_{\theta}\left\{R(t ; \alpha, \theta) E_{\underline{t}}\left[\hat{R}_{c}(t) \mid \theta\right]\right\} \\
& +E_{\theta}\left\{E_{\underline{t}}\left[\hat{R}_{c}^{2}(t)\right] \mid \theta\right\} . \tag{4.1}
\end{align*}
$$

We proceed by working with the term

$$
E_{\theta}\left\{R(t ; \alpha, \theta) E_{t}\left[\hat{R}_{c}(t) \mid \theta\right]\right\}
$$

of equation (4.1). Utilizing equations $(2.2)$ and (2.7) we can write the above expression as

$$
\begin{align*}
& E_{\theta}\left\{R(t ; \alpha, \theta) E_{t}\left[\hat{R}_{c}(t) \mid \theta\right]\right\} \\
& =E_{\theta}\left\{R(t ; \alpha, \theta) \int_{0}^{\infty} \frac{\theta^{r}}{\Gamma(r)} \frac{\left(T_{r}+\mu\right)^{r+v}}{\left(T_{r}+\mu+t^{\alpha}\right)^{r+v}} T_{r}^{r-1} \exp \left[-\frac{T_{r}}{\theta}\right] d T_{r}\right\} \tag{4.2}
\end{align*}
$$

Let us consider the integral

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\theta^{r}}{F(r)} \frac{(y+\mu)^{r+\nu}}{\left(y+\mu+t^{\alpha}\right)^{r+\omega}} y^{r-1} \exp \left\{-\frac{y}{\theta}\right\} d \theta . \tag{4.3}
\end{equation*}
$$

We can write the above integral, equation (4.3), as follows

$$
\begin{align*}
& \int_{0}^{\infty} \frac{\theta^{r}}{\Gamma(r)} \frac{(y+\mu)^{r+\nu}}{\left(y+\mu+t^{\alpha}\right)^{r+v}} y^{r-1} \exp \left\{-\frac{y}{\theta}\right\} d \theta \\
& =\int_{0}^{N} \frac{\theta^{r}}{\Gamma(r)} \frac{(y+\mu)^{r+v}}{\left(y+\mu+t^{\alpha}\right)^{r+v}} y^{r-1} \exp \left\{-\frac{y}{\theta}\right\} d \theta \\
& +\int_{N}^{\infty} \frac{\theta^{r}}{\Gamma(r)} \frac{(y+\mu)^{r+\nu}}{\left(y+\mu+t^{\alpha}\right)^{r+v}} y^{r-1} \exp \left\{-\frac{y}{\theta}\right\} d \theta \\
& \equiv I+I I . \tag{4.4}
\end{align*}
$$

We shall show that for any $\varepsilon>0$, we can find an $N>0$ such that

$$
E_{\theta}\{R(t ; \alpha, \theta) I I\}<\varepsilon
$$

under the assumption that the probability density function of $\theta$ is bounded. Thus, let the probability density function of $\theta$ be $g(\theta)$, such that $g(\theta)<k$, $0 \leq \theta<\infty$. Then

$$
\begin{aligned}
& E_{\theta}\{R(t ; \alpha, \theta) I I\} \\
& \equiv \int_{0}^{\infty} \exp \left\{-\theta t^{\alpha}\right\} g(\theta) d \theta \\
& \cdot \int_{N}^{\infty} \frac{\theta^{r}}{\Gamma(r)} \frac{(y+\mu)^{r+v}}{\left(y+\mu+t^{\alpha}\right)^{r+v}} y^{r-1} \exp \{-\theta y\} d y \\
& \leq K \int_{0}^{\infty}\left\{\exp -\theta t^{\alpha}\right\} \Gamma(r, N \theta) d \theta
\end{aligned}
$$

$$
\begin{equation*}
=K \frac{\Gamma(r)}{t^{\alpha}}\left\{1-\frac{N^{r}}{\left(N+t^{\alpha}\right)^{r}}\right\} \tag{4.5}
\end{equation*}
$$

where $\Gamma(r, x)$ is the incomplete gamma function,

$$
\int_{t}^{\infty} \exp \{-t\} t^{r-1} d t
$$

From equation (4.5) it is clear that by choosing $N$ sufficiently large, the right hand side of the inequality can be made smaller than $\varepsilon$. In fact it can be shown that if

$$
N \geq K \frac{\left\{1-\frac{\varepsilon t^{\alpha}}{\Gamma(r)\}} \frac{1}{r}\right.}{1-\left\{1-\frac{\varepsilon t^{\alpha}}{\Gamma(r)}\right\}^{\frac{1}{\dot{r}}}}
$$

then

$$
E_{\theta}\{R(t ; \alpha, \theta) I I\} \leq \varepsilon .
$$

Similarly, it can be shown that if N is chosen to satisfy the inequality (4.6), then

$$
\begin{align*}
& E_{\theta}\left\{E_{\underline{t}}\left[\hat{R}^{2}(t) \mid \theta\right]\right\} \leq \\
& E_{\theta} \int_{0}^{N} \hat{R}_{c}^{2}(t) \frac{\theta^{r}}{\Gamma(r)} T_{r}^{r-1-\frac{T_{r}}{\theta}} d I_{r}+\varepsilon . \tag{4.7}
\end{align*}
$$

where $\mu^{(n)}$ is the nth ordinary (noncentral) moment of the prior probability distribution function of the stochastic variate $\theta, g(\theta)$.

Thus, inequality (4.9) gives an approximate value for the average mean square error in terms of the moments of the prior probability distribution.

## Average Mean Square Error For The Conjugate

## Distribution

Using the definttion of M.S.E., equation (4.1), the reliability function of the Weibull failure model, equation (2.2) and the conjugate prior distribution, equation (3.1) we have

$$
\begin{aligned}
& E_{\theta}\left\{R(t ; \alpha, 0) E_{\underline{t}}\left[\hat{R}_{c}(t) \mid \theta\right]\right\} \\
& =\int_{0}^{\infty} \frac{\mu^{v}}{\Gamma(v)} \theta^{v-1} \exp [-\mu \theta] \exp \left[-\theta t^{\alpha}\right] \\
& \cdot\left\{\int_{0}^{\infty} \frac{\dot{\theta}}{\Gamma(r)} T_{r}^{r-1} \exp \left[-T_{r}{ }_{r}\right]\left[\frac{T_{r}+\mu}{T_{r}+\mu+t^{\alpha}}\right]^{r+\nu} d T_{r}\right\} d \theta \\
& =\frac{\mu}{\Gamma(v)} \frac{1}{\Gamma(r)} \int_{0}^{\infty}\left(\frac{T_{r}+\mu}{T_{r}+\mu+t^{\alpha}}\right)^{r+v} T_{r}^{r-1} \frac{\Gamma(r+v)}{\left(T_{r}+\mu+t^{\alpha}\right)^{r+v}} d T_{r} \\
& =\frac{\mu^{\nu} \Gamma(r+v)}{\Gamma(r) \Gamma(v)} \quad \mu^{r} B(\nu, r){ }_{2} F_{1}\left[2(r+v), r ; r+v ;-\frac{t^{\alpha}}{\mu}\right] \\
& \left.=\mu^{\nu+r} B(r, \nu)\right]^{2}{ }_{2} F_{1}\left[2(r+\nu), r ; r+\nu ;-\frac{t^{\alpha}}{\mu}\right]
\end{aligned}
$$

Using inequalities (4.6) and (4.7) in equation (4.1) we can obtain an approximation to the average mean square error, that is,

$$
\begin{align*}
\overline{\text { M.S.E. }} \leq & \leq E_{\theta}\left\{\int_{0}^{N} \frac{\theta^{r}}{\Gamma(r)} \frac{\left(T_{r}+\mu\right)^{2(r+\nu)}}{\left(T_{r}+\mu+t^{\alpha}\right)^{2(r+\nu)}} T_{r}^{r-1}\left\{\exp -T_{r} \theta\right\} d T_{r}\right\} \\
& +2 E_{\theta}\left\{\int_{0}^{N} \exp \left[-\theta t^{\alpha}\right] \frac{\theta^{r}}{\Gamma(r)} \frac{\left(T_{r}+\mu\right)^{r+\nu}}{\left(T_{r}+\mu+t^{\alpha}\right)^{r}+\nu} T_{r} \exp \left\{-T_{\mathbf{r}} \theta\right\} d T_{r}\right\} \\
& -E_{\theta}\left\{\exp \left[-2 \theta t^{\alpha}\right]\right\}+2 \varepsilon . \tag{4.8}
\end{align*}
$$

Let

$$
\begin{aligned}
& A_{k}=\int_{0}^{N} \frac{(-1)^{k}}{\Gamma(r)} \frac{y^{k+r-1}}{k!}\left(\frac{y+\mu}{y+\mu+t^{\alpha}}\right)^{2(r+v)} d y \\
& B_{k}=\int_{0}^{N} \frac{(-1)^{k}}{\Gamma(r)} \frac{\left(t^{\alpha}+y\right)^{k+r-1}}{k!}\left(\frac{y+\mu}{y+\mu+t^{\alpha}}\right)^{r+v} d y
\end{aligned}
$$

and

$$
C_{k}=\frac{(-1)^{k}}{k!}\left(2 t^{\alpha}\right)^{k}
$$

Using these definitions, inequality (4.8) can be written as follows

$$
\begin{equation*}
\overline{\text { M.S.E. }} \leq \sum_{k=0}^{\infty}\left\{A_{k}-2 B_{k}+C_{k}\right\}^{(r+k)}+2 \varepsilon \tag{4.9}
\end{equation*}
$$

where $B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t$
and

$$
F(\alpha, \beta ; V ; z)
$$

is a hypergeometric function. For some details see [ 7, p. 287].
Similarly,

$$
\begin{aligned}
& \left\{\int_{0}^{\infty} \theta^{r+v-1} \exp \left[-\left(\mu+T_{r}\right) \theta\right] d \theta\right\} d T r \\
& =\mu^{\nu+r}\{B(\nu, r)\}^{2}{ }_{2} F_{1}\left[2(\nu+r), r ; r+v ;-\frac{t^{\alpha}}{\mu}\right] .
\end{aligned}
$$

Also,

$$
\begin{aligned}
& E_{\theta}\left\{\exp \left[-2 t^{\alpha} \theta\right]\right\} \\
& =\int_{0}^{\infty} \exp \left[-2 t^{\alpha} \theta\right] \frac{\mu^{\nu}}{\Gamma(\nu)} \ddot{\theta}^{\nu-1} e^{-\mu \theta} d \theta \\
& =\frac{\mu^{\nu}}{\Gamma(\nu)} \frac{\Gamma(\nu)}{\left(\mu+2 t^{\alpha}\right)^{\nu}} \\
& =\frac{1}{\left(1+2 \frac{t^{\alpha}}{\mu^{+}}\right)^{\nu}} .
\end{aligned}
$$

Hence, the average mean square error, $\overline{\text { M.S.E., for the conjugate prior }}$ distribution is given by

$$
\begin{gather*}
\overline{\text { M.S.E }}_{c}=\frac{1}{\left(1+2 \frac{t^{\alpha}}{\mu}\right)}-\mu^{\nu+r^{\prime}}\{B(\nu, r)\}^{2} \\
{ }_{2} F_{1}\left[2(r+\nu), r ; r+v ;-\frac{t^{\alpha}}{\mu}\right] . \tag{4.9~s}
\end{gather*}
$$

Thus, as we have mentioned above, a measure of the robustness, $R(t)$, is the ratio of the mean square error when the prior is different from the conjugate, $\overline{\text { M.S.E., to the average mean square error when the prior is assumed to be the }}$ conjugate, $\overline{\text { M.S.E.E. }}$. That is,

$$
\begin{equation*}
R(t)=\frac{\overline{M \cdot S \cdot E}}{\overline{M_{\cdot} S \cdot E_{c}}} \tag{4.10}
\end{equation*}
$$

For the conjugate prior we have

$$
R(t)=\frac{\overline{M \cdot S \cdot E}}{\left(1+2 \frac{t^{\alpha}}{\mu}\right)^{-v}-\mu+r_{\{B(v, r)\}^{2}}^{2} F_{1}\left[2(r+v) ; r ; r+v,-\frac{t^{\alpha}}{\mu}\right]}
$$

Unfortunately, the M.S.E. for most priors other than the conjugate cannot be given in a closed mathematical form. Thus, we must rely on approximating the $\overline{\text { M.S.E. for other prior distributions using equation (4.9) in conjunction with }}$ electronic computers.

## 5. HAZARD RATE BEHAVIOR

In this section we shall propose to use the method we discussed in the previous section to investigate the robustness of the Bayesian estimate of the hazard rate using the prior conjugate with respect to other prior distributions. Namely, we shall employ the ratio of the average mean square error when the prior is different from the conjugate prior (and $\hat{\rho}_{c}(t)$ is used as the estimate of the hazard rate) to the average mean square error when the prior is assumed to be the conjugate (and $\hat{\rho}_{c}(t)$ is again used as the Bayesian hazard rate estimate).

The average mean square error, M.S.E. for the hazard rate is given by

$$
\begin{align*}
\overline{\text { M.S.E. }}_{H} & =E_{\theta}\left\{E_{\underline{t}}\left[\rho(t ; \alpha, \theta)-\hat{\rho}_{c}(t)\right]^{2} \mid \theta\right\} \\
& =E_{\theta}\{\rho(t ; \alpha, \theta)\}^{2}-2 E_{\theta}\left\{\rho(t ; \alpha, \theta) E_{\underline{t}}\left[\hat{\rho}_{c}(t) \mid \theta\right]\right\} \\
& +E_{\theta}\left\{E_{\underline{t}}\left[\hat{\rho}_{c}(t)\right]^{2} \mid \theta\right\} . \tag{5.1}
\end{align*}
$$

Recall that the Bayes estimate of the hazard rate is given by

$$
\hat{p}_{c}(t)=\frac{\alpha t^{\alpha-1}(r+v)}{\left(T_{r}+\mu\right)}
$$

and that $T_{r}$ follows the gamma distribution, (2.7). Following the procedure we heve employed in the previous section we can calculate the average mean square error
for the Bayes estimate of the hazard rate. That is, from equation (5.1) we have

$$
\begin{align*}
\text { M.S.E. }_{H} & =\alpha^{2} t^{2(\alpha-1)}\left\{E\left(\theta^{2}\right)-2 \sum_{k=0}^{\infty} C_{k} E\left(\theta^{k+r+1}\right)\right. \\
& \left.+\sum_{k=0}^{\infty} D_{k} E\left(\theta^{k}\right)\right\} \tag{5.2}
\end{align*}
$$

where

$$
C_{k}=\int_{0}^{N}(-1)^{k} \frac{(r+v)}{(r-1)!} \frac{y^{k}}{k!} \frac{1}{(y+\mu)} d y
$$

and

$$
D_{k}=\int_{0}^{N} \frac{(-1)^{k}}{(r-1)!} \frac{y^{k}}{k!} \frac{1}{(y+\mu)^{2}} d y
$$

Thus, for a speciffed (very) small $\varepsilon$ we can obtain an $N$ that satisfies inequality (4.6) and one can proceed to calculate the M.S.E. ${ }_{H}$ for a specified probability distribution for the parameter $\theta$ using equation (5.2).

Average Mean Square Error of the Hazard
Rate For the Conjugate Distribution

The average mean square error for the Bayesian hazard rate estimate for the conjugate prior, $\overline{\text { M.S.E. }}{ }_{c}$; can be obtained to be

$$
\begin{equation*}
\overline{\text { M.S.E. }} H_{c}=\alpha^{2} t^{2(\alpha-1)}\left\{\frac{\alpha(\alpha+1)}{\mu^{2}}-\frac{(r+v)^{2}}{\mu^{2(r+1)}} \frac{B(r, v+2)}{B(r, v)}\right\} \tag{5.3}
\end{equation*}
$$

where $B(x, y)$ is the beta function defined in Section 4.

Thus, one can employ a procedure similar to the one we discussed previously to study the robustness of the Bayesian hazard rate of a conjugate prior with respect to other prior probability distributions by forming the ratio of $\overline{\text { M.S.E. }}$ H to $\overline{\text { M.S.E. }}{ }_{H}$.

## 6. COMPITTER SIMULATION

As we have pointed out in the previous sections to investigate the robustness of the natural conjugate with respect to different prior probability distributions that characterize the behavior of the scale parameter we propose to study the ratio of the average mean square error with a non-conjugate prior, M.S.E. to the average mean square error using a conjugate prior, $\overline{\text { M.S.E. }}$. . That is, the measure of robustness, $R(t)$ is given by

$$
R(t)=\frac{\overline{M_{. S} \cdot E_{.}}}{\overline{M . S . E}_{\cdot}}
$$

Our sensitivity analysis will be determined by a careful computer simulation. A brief description of the simulation procedure is given below:
i) A very small $\varepsilon$ is specified and an $N$ is obtained which satisfies Inequality (4.6).
ii) For specific values of the parameters and the conjugate prior the $\overline{M . S . E . E ~}_{\mathrm{C}}$ is calculated using equation (4.9a).
iii) For the different prior probability distributions given in Table 6.1 the M.S.E. is calculated using equation (4.9).
iv) The measure of robustness, $R(t)$ is calculated and plotted as a function of time for different configurations of the parameters.

Table 6.1 gives the different prior distributions along with the various values of the parameters that we have used in the simulation. These values are chosen so that the mean and variance of the specified prior is approximately close to the mean and variance of the natural conjugate prior. For the Weibull failure model the shape parameter was fixed at $\alpha=\frac{1}{2}, 1,2$. The parameters of the natural conjugate were $\mu=60$ and $\nu=6$.

Figures 6.1-6.6 are representative samples of the proposed measure of robustness, $R(t)$, of the conjugate prior distribution, with respect to the following different priors; beta, Poisson, inverted gamma, truncated normal, log-normal and the extreme value.
Table 6.1

| Prior Distribution For $\theta$ | Form 0f Probability Density Function | Values of Parameters |
| :---: | :---: | :---: |
| Beta p.d.f. | $g_{1}(\theta)=\frac{\Gamma\left(\alpha_{1}+\beta\right)}{\Gamma\left(\alpha_{1}\right) \Gamma(\beta)} \theta^{\alpha_{1}-1}(1-\theta)^{\beta-1} ; \quad 0<\theta<\infty$ | $\alpha_{1}=3 / 2, \beta=3 / 2$ |
| Poisson p.d.f. | $g_{2}(\theta)=\frac{e^{-\lambda} \lambda^{\theta}}{\theta!} ; \theta=0,1,2, \ldots$ | $\lambda=13$ |
| Inverted Gamma p.d.f. | $g_{3}(\theta)=\frac{\frac{\alpha}{2}_{\left(\frac{\alpha_{2}}{\beta}\right)^{\beta}+1}^{\alpha_{2} \Gamma\left(\beta_{1}\right)}}{} \exp \left\{-\frac{\alpha_{2}}{\theta}\right\} ; \quad \begin{aligned} & 0<\theta<\infty \\ & 0<\alpha_{2}, \beta_{1} \end{aligned}$ | $\alpha_{2}=4, \beta_{1}=3$ |
| Truncated Normal p.d.f. | $\begin{array}{ll} \mathbf{g}_{4}(\theta)=\frac{\mathrm{d}}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{\left(\theta-\mu_{1}\right)^{2}}{2 \sigma^{2}}\right\} ; & -\infty<\mu_{1}<\infty \\ & 0<\sigma \\ \text { (d is a truncation factor) } & 0<\theta<\infty . \end{array}$ | $\mu_{1}=12, \sigma=6$ |
| Log-Normal p.d.f. | $\begin{array}{r} \mathrm{g}_{5}(\theta)=\frac{1}{\theta \sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2 \sigma^{2}}\left(\ln \theta-\alpha_{3}\right)^{2}\right\} ; \\ 0<\theta<\infty ; \\ \\ -\infty<\alpha_{3}<\infty, 0<\sigma \end{array}$ | $\begin{aligned} & \alpha_{3}=\ln 12-\frac{\sigma}{2} \\ & \sigma=\ln 5-\ln 4 \end{aligned}$ |
| Extreme Value p.d.f. | $g_{6}(\theta)=\frac{1}{\lambda_{1}} \exp \left\{-\frac{e^{\theta}-1}{\lambda_{1}}+\theta\right\} ; \quad \begin{aligned} & 0<\theta<\infty \\ & 0<\lambda_{1}\end{aligned}$ | $\lambda_{1}=e^{13}$ |
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## 7. SUMMARY AND CONCLUSIONS

Bayesian estimates of the scale parameter and reliability function of the Weibull failure model under the "popular" conjugate prior have been given. The employment of this prior results in analytically tractable forms of the Bayesian estimates is of interest. A procedure has been developed to investigate the consequence of the prior probability distribution being different from the assigned conjugate. The proposed method employs the ratio of the average mean square error when the prior is different from the conjugate prior (and its Bayes reliability estimate is used) to the average mean square error when the prior is assumed to be the conjugate distribution (and again the Bayes reliability estimate is used). That is, we shall assume that the level of the average mean square error of the Bayesian reliability estimate under the conjugate prior (which is assumed to be the true prior) is acceptable. The present study investigates M.S.E. under different priors and compares them to the accepted M.S.E. ${ }_{C}$. The proposed measure of "goodness" of the Bayes reliability estimate under the conjugate prior is the ratio

$$
R(t)=\frac{E_{\theta}\left\{E_{t}\left[R(t ; \alpha, \theta)-\hat{R}_{C}(t)\right]^{2} \mid \theta\right\}}{E_{\theta}\left\{E_{t}\left[R(t ; \alpha, \theta)-\hat{R}_{C}(t)\right]^{2} \mid \theta\right\}}
$$

The closer this ratio is to one, the more robust is the conjugate distribution as a prior to obtain a Bayesian reliability estimate. Thus, there are three significant possibilities the proposed ratio as a function of time will assume.
(i) The ratio will be approximately equal to one, in which case we can conclude that the conjugate prior distribution is quite robust. Thus, since the conjugate prior is mathematically more attractive to work with, its implementation is recommended.
(土i) The ratio is significantly greater than one. In this case the use of the conjugate prior will result in considerable increase in the average mean square error. By inspecting the above ratio, $R(t)$, it is clear that the numerator, which represents the average mean square error of the Bayesian reliability estimate under the influence of the conjugate prior, when in fact the true prior is different from the conjugate, is considerably larger than the denominator which represents the average mean square of the Bayesian reliability estimate under the conjugate prior when in fact the true prior is the conjugate. Thus, it is recommended that a more careful choice of the prior distribution be investigated. In fact, any non-conjugate prior which results in $R(t)$ greater than one would be a better candidate for characterization of the stochastic behavior of the parameter.
(iii) The ratio of $R(t)$ is significantly less than ane. In this case the use of the conjugate prior is not objected because it yields an average mean square error which is less than the accepted level.

A similar approach can be employed to study the Bayesian estimate of the hazard rate under the influence of the conjugate prior versus different prior distributions.

A brief computer simulation has been given utilizing the six different prior probability density functions, namely, beta, Poisson, inverted gamma, truncated normal, log-normal and extreme value. The computer results indicate that there is a significant variation in the M.S.E. when the priors were chosen so that their first two moments approximately agreed with that of the conjugate. One would therefore conclude that it is the higher moments that cause the variation. This observation is in agreement with the analytical expressions for robustness which show that the M.S.E. depends on the higher order moments. Thus, it appears that in Bayesian reliability estimation one has to be very careful in choosing (estimating) the prior probability distribution to characterize the stochastic parameter of the given failure model.
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ABSTRACT: A Bayesian approach to assessment of reliability for systems under-going active development is presented. It is assumed, that at distinct stages of development, tests are conducted on similar items providing data for estimation of reliability and for the tracking and projection of reliability growth. While a parametric model is not assumed, it is assumed that reliability is non-decreasing from stage to stage. An approximation of the posterior conditional distribution of the nth stage reliability given that it is at least as great as the reliability in the ( $n-1$ ) th stage is employed. Properties of estimates extracted from this distribution are examined. Illustrative numerical examples are provided.

INTRODUCTION: Reliability has for some time been regarded as one of the single most important characteristics by which adequacy of system design can be measured. Prior to the initiation of the development program general requirements for the system are established. One of these requirements is often the minimum reliability to be considered acceptable for the system design resulting as the end product of the development effort. An important facet of the development program is the systematic effort on the part of responsible engineers to see that these reliability goals are achieved. The level of engineering effort is determined by program managers who are responsible for the allocation of available funds, time, manpower, and facilities during development to insure that design goals are achieved. Program managers have a need for a consistent quantitative technique by which they can monitor and evaluate, through assessment of current status and forecasting of future trends, the progress of the development program toward attainment of the goals. It was this need that inspired the development of the concept of reliability growth analysis.

The phenomenon of reliability growth, as it occurs in Army materiel development programs, does not occur simply as a result of placing prototype systems on test with reliability growing in proportion to the time or number of tests occurring before a failure is observed. The ingredients of a development program which cause reliability growth are many and complex. First and foremost are the, hopefully well-designed, test programs which together become an iterative process of design, test, redesign, retest, and so on.

Following each test stage the redesigns are accomplished in part for the purpose of eliminating observed failure modes, as well as any potential failure modes or deficiencies which may have been recognized since the last design. Many reliability growth models appearing in the literature consider only this process, and as a result, fail to accurately describe reliability growth in the context of a realistic Army development program. Some of the other factors which influence end item reliability and which should be taken into account when constructing reliability growth models are advancements in the state-of-the-art allowing for the elimination of deficiencies considered inherent in the initial design, improved inspection and quality control procedures, identification of and concentration on important parameters, better methods of incorporating design changes, accelerated or overstress testing in combination with better understanding of the environmental stresses the system will experience in actual use, and many more.

That these factors and their interactions exist allows for the following important preliminary conclusions:

1. Reliability is increasing from stage to stage of testing.
2. A general representation of reliability growth by a smooth curve is unreasonable.

The first conclusion is reached because the influencing factors provide a "built-in" guarantee that the resultant system will be improved; the second, because the impact of interacting factors between stages will vary significantly.

The approach to be presented in this paper incorporates the first conclusion as an underlying assumption and the second conclusion through avoidance of parametric models [2] representing reliability as a function of development program time. The methods of estimating reliability at each stage are based on the given condition that the reliability has not decreased since the last stage. At each test stage similar items are placed on test providing binomial data in the form of successes and failures from which estimates of the current value of reliability are to be made. The unknown reliability at each stage is treated as a random variable which is the unknown parameter of the Bernoulli process generating the data in that stage. Prior and posterior distributions are formulated as beta distributions, the family of distributions conjugate to the Bernoulli process [1]. It will be apparent that conjugate priors are not requisite to application of the approach. In actual applications one could use personallzed or evidential priors following essentially the same steps outlined herein. The prior distributions, whether they be conjugate or otherwise, and the likelihood functions based on the observed data
in each stage are used to compute, via Bayes Theorem, the posterior conditional distribution of the nth stage reliability given that it is greater than or equal to the reliability at the ( $n-1$ ) th stage. This distribution can then be used to make inferences about the nth stage reliability in the context of reliability growth. The details of the approach are provided in the next section.

PROCEDURE FOR TRACKING---INDEPENDENT BERNOULLI PROCESSES:
The testing during the development program is conducted in m distinct stages. At the ith stage the results of testing are recorded as the observed number, $x_{i}$, of failures out of $n_{i}$ trials. We denote by
$s_{1}=n_{i}-x_{i}$, the number of successes observed at the ith stage. The
ith stage reliabllity, that is, probability of success, is denoted by $r_{i}$. The factors listed previously, including elimination of
failure modes observed in previous stages, lead to improvements in system reliability from stage to stage so that we may assume the $r_{L}^{\prime}$ 's are nondecreasing, or equivalently, $r_{l} \leqq r_{2} \leqq \ldots \leqq r_{m}$. In
utillzing the Bayesian approach we will consider the unknown reliabilities as independent random variables. When it becomes necessary to emphasize that the unknown ith stage reliability is a random variable in the Bayesian sense, it will be denoted by $\mathrm{r}_{i}$. The
likelihood for the ith stage event is given by

$$
L\left(r_{i} ; s_{i}, n_{i}\right)=\left(\begin{array}{c}
n_{i} \\
s_{i}
\end{array} r_{i} s_{i}\left(1-r_{i}\right)^{n_{i}-s_{i}} .\right.
$$

To apply Bayes Theorem for the determination of the posterior probability density functions of the $\tilde{r}_{i}$ we require formulation of
prior distributions for these random variables. As stated previously the conjugate beta family will provide the class of distributions from which a choice will be made. Our studies have shown that good estimation procedures in the reliability growth environment result when a uniform distribution on the unit interval is assumed as the prior distribution for each $\tilde{r}_{i}$. As members of the beta family the densities of these prior distributions are formulated as

$$
f^{\prime} \tilde{r}_{i}\left(r_{i}\right)=\frac{\Gamma\left(a_{0 i}+b_{O i}\right)}{\Gamma\left(a_{O i}\right) \Gamma\left(b_{O 1}\right)} r_{i}^{a}{ }^{\circ i}{ }^{-1}\left(1-r_{i}\right)^{b_{0 i}-1} \quad \begin{aligned}
& 0 \leq r_{i} \leq 1 \\
& i=1, \ldots, m
\end{aligned}
$$

where the parameters of the beta distributions are $a_{o i}=b_{o i}=1$,
$i=1, \ldots, m$, with the $o$ subscript and prime used to signify that these are prior representations. To employ other members of the beta family (i.e. non-uniform) as priors all that is required is a redefinition of the $\mathrm{a}_{\mathrm{oi}}{ }^{\prime} \mathrm{s}$ and $\mathrm{b}_{\mathrm{oi}}$ 's. It is suggested, however, that
the impact on the properties of resulting estimates be thoroughly understood beforehand. Studies of prior representations for the reliability growth situation are now being undertaken.

Employing Bayes Theorem following each stage of testing, we determine the unconditional posterior distribution of the $\tilde{r}_{i}$ to have density

$$
\begin{aligned}
f^{\prime \prime} \tilde{r}_{i}\left(r_{i}\right) & =\frac{f_{\tilde{r}_{i}}^{\prime}\left(r_{i}\right) L\left(r_{i} ; s_{i}, n_{i}\right)}{\int_{0}^{1} f_{\tilde{r}_{i}}^{\prime}\left(r_{i}\right) L\left(r_{i} ; s_{i}, n_{i}\right) d r_{i}} \\
& =\frac{\Gamma\left(n_{i}+a_{o j}+b_{O i}\right)}{\Gamma\left(s_{i}+a_{o i}\right) \Gamma\left(n_{i}-s_{i}+b_{O i}\right)} r_{i}^{s} i^{+a_{o i}}{ }^{-1}\left(l-r_{i}\right)^{n_{i}-s_{i}+b_{o i}-1}
\end{aligned}
$$

Letting $a_{1}=s_{i}+a_{o i}$ and $b_{i}=n_{1}-s_{i}+b_{o i}$, we can reformulate this density as

$$
\begin{equation*}
f^{\prime \prime} \tilde{r}_{i}\left(r_{i}\right)=\frac{\Gamma\left(a_{i}+b_{i}\right)}{\Gamma\left(a_{i}\right) \Gamma\left(b_{i}\right)} r_{i}^{a_{i}}{ }^{-1}\left(1-r_{i}\right)^{b_{i}-1} \tag{1}
\end{equation*}
$$

Having the probability densities for the independent random variables, $\tilde{r}_{1}$, we now wish to structure our procedure for assessing reliability at each stage within the context of reliability growth.
 then introducing the additional assumption that $\tilde{r}_{k-1} \leq \tilde{\mathrm{I}}_{\mathrm{k}}$. The manner in which this is accomplished is by first formulating the unconditional joint posterior density of $r_{1}$ and $r_{2}$ as

$$
h_{\tilde{r}_{1}, \tilde{r}_{2}}\left(r_{1}, r_{2}\right)=f^{\prime \prime} \tilde{r}_{1}\left(r_{1}\right) f^{\prime \prime} \tilde{r}_{2}\left(r_{2}\right), \quad 0 \leqq r_{1}, r_{2} \leq 1
$$

To simplify notation we will for the remainder of this discussion drop the subscript of the density functions indicating the appropriate random variables unless ambiguity will result. Thus $h_{r_{1}}, \tilde{r}_{2}\left(r_{1}, r_{2}\right)$
will be simply represented as

$$
\begin{equation*}
h\left(r_{1}, r_{2}\right)=f^{\prime \prime}\left(r_{1}\right) f "\left(r_{2}\right) \tag{2}
\end{equation*}
$$

The conditional joint posterior distribution of $\tilde{r}_{1}$ and $\tilde{r}_{2}$ given $\tilde{\dot{r}}_{1} \leq \tilde{r}_{2}$ then has density

$$
h\left(r_{1}, r_{2} \mid \tilde{r}_{1} \leqq \tilde{r}_{2}\right)=\frac{h\left(r_{1}, r_{2}\right)}{\iint_{S} h\left(r_{1}, r_{2}\right) d r_{1} d r_{2}}
$$

for $\left(r_{1}, r_{2}\right) \varepsilon S$, where $S=\left\{\left(r_{1}, r_{2}\right): 0 \leq r_{1} \leq r_{2} \leq 1\right\}$.
Hence, from (2)

$$
\begin{aligned}
h\left(r_{1}, r_{2} \mid \tilde{r}_{1} \leqq \tilde{r}_{2}\right) & =\frac{£^{\prime \prime}\left(r_{1}\right) f "\left(r_{2}\right)}{\int_{0}^{1} \int_{0}^{r_{2}} f^{\prime \prime}\left(r_{1}\right) f^{\prime \prime}\left(r_{2}\right) d r_{1} \mathrm{~d} r_{2}} \quad ; 0 \leq r_{1} \leq r_{2} \leq 1 \\
& =0 ; \text { elsewhere. }
\end{aligned}
$$

To obtain the conditional marginal posterior density of $\boldsymbol{r}_{2}$ given $\tilde{r}_{1} \leq \tilde{r}_{2}$ we integrate with respect to $r_{1}$ over its range. Hence,

$$
\begin{equation*}
h\left(r_{2} \mid \tilde{r}_{1} \leq \tilde{r}_{2}\right)=\left[f^{\prime \prime}\left(r_{2}\right) \int_{0}^{r_{2}} f^{\prime \prime}\left(r_{1}\right) d r_{1}\right] /\left[\int_{0}^{1} \int_{0}^{r_{2}} f^{\prime \prime}\left(r_{1}\right) f^{\prime \prime}\left(r_{2}\right) d r_{1} d r_{2}\right] \tag{3}
\end{equation*}
$$

The denominator of the right side of (3) is the posterior probability that $\tilde{\boldsymbol{r}}_{1} \leq \tilde{r}_{2}$. Substituting the unconditional marginal distributions glven by (1) in (3) and cancelling the normalizing constants we have

To remain consistent with our choice of the beta family to summarize beliefs concerning an unknown reliability and to eliminate the difficulties expected in using the form of the density appearing in (4) we will approximate this density by a beta density. The beta fit will be accomplished through use of the method of moments employing only the first two moments of the distribution with density given by (4) to obtain the two parameters of the desired beta density. If we let $\mu_{12}$ and $\mu_{22}$ denote the first and second moments, respectively, of this distribution, we can compute their values from

$$
\begin{equation*}
\mu_{12}=\int_{0}^{1} r_{2} h\left(r_{2} \mid \tilde{r}_{1} \leq \tilde{r}_{2}\right) d r_{2} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{22}=\int_{0}^{1} r_{2}^{2} h\left(r_{2} \mid \bar{r}_{1} \leq \bar{r}_{2}\right) d r_{2} \tag{6}
\end{equation*}
$$

The required double integrations are performed using the binomial expansion for the interior integrals, in this case the incomplete beta integrals, and summations of the completc beta integrals forming a finite or convergent infinite series.

To determine the beta distribution with first moment $\mu_{12}$ and second moment $\mu_{22}$ we recall that a beta distributed random variable y with density

$$
f_{\beta}(y)=\frac{\Gamma(p+q)}{\Gamma(p) \Gamma(q)} y^{p-1}(1-y)^{q-1} \quad ; \quad 0 \leqq y \leqq 1
$$

has $n$th moment given by

$$
E\left(\tilde{y}^{n}\right)=\prod_{i=0}^{n}[(p+i-1) /(p+q+i-1)]
$$

Hence, two equations can be solved for $p_{2}$ and $q_{2}$, the parameters of the beta fit to $h\left(r_{2} \mid \tilde{r}_{1} \leqq \tilde{r}_{2}\right)$ given in (4); these are

$$
\begin{equation*}
\mu_{12}=p_{2} /\left(p_{2}+q_{2}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{22}=\left[p_{2}\left(p_{2}+1\right)\right] /\left[\left(p_{2}+q_{2}\right)\left(p_{2}+q_{2}+1\right)\right] \tag{8}
\end{equation*}
$$

The solutions for $p_{2}$ and $q_{2}$ are

$$
\begin{equation*}
P_{2}=\left[\mu_{12}^{2}\left(1-\mu_{12}\right) / \sigma_{2}^{2}\right]-\mu_{12} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{2}=\left[\mu_{12}\left(1-\mu_{12}\right)^{2} / \sigma_{2}^{2}\right]+\mu_{12}-1 \tag{10}
\end{equation*}
$$

where $\sigma_{2}^{2}=\mu_{2} \overrightarrow{2}^{2} \mu_{12}^{2}$ is the variance of the distribution with density given by (4). We will represent by $g_{2}\left(r_{2}\right)$ the beta density approximating $h\left(r_{2} \mid \tilde{r}_{1} \leq \dot{\mathrm{r}}_{2}\right)$. Hence,

$$
g_{2}\left(r_{2}\right)=\frac{\Gamma\left(p_{2}+q_{2}\right)}{\Gamma\left(p_{2}\right) \Gamma\left(q_{2}\right)} r_{2}^{p_{2}^{-1}\left(1-r_{2}\right) q_{2}^{-1}, ~(1)}
$$

where $p_{2}$ and $q_{2}$ are given by (9) and (10), respectively. Obviously, the beta distribution summarizing our beliefs concerning $\tilde{r}_{1}$ has density given by $f^{\prime \prime}\left(r_{1}\right)$ so that we can define $g_{1}\left(r_{1}\right)$ by

$$
g_{1}\left(r_{1}\right)=f^{\prime \prime}\left(r_{1}\right)
$$

Point and Bayesian confidence interval estimates of $r_{1}$ can be obtained using $g_{1}$. Similarly, these estimates of $r_{2}$ can be obtained using $g_{2}$. The point estimates of $r_{1}$ and $r_{2}$ are the means
of the distributions with densities approximated by $g l_{1}$ and $g_{2}$, respectively. Hence,

$$
\hat{r}_{1}=\frac{a_{1}}{a_{1}+b_{1}} \quad \text { and } \quad \hat{r}_{2}=\frac{p_{2}}{p_{2}+q_{2}}
$$

Lower $100(1-\gamma) \%$ Bayesian confidence limits for $r_{1}$ and $r_{2}$ are obtained from solution for $r_{i}$ of

$$
\gamma=\int_{0}^{r_{i}} g_{i}\left(z_{i}\right) \mathrm{d} z_{i} \quad i=1,2
$$

To track reliability growth through the remaining stages we require the conditional marginal posterior distributions of the $\tilde{r}_{k}, k=3, \ldots, m$. Instead we will obtain the beta approximations to the densities of these distributions as we did for the conditional marginal posterior density of $\tilde{r}_{2}$. For $k=3, \ldots, m$ we begin with the conditional joint posterior distribution of $\tilde{r}_{k-1}$ and $\tilde{r}_{k}$ given $\tilde{r}_{1} \leqq \tilde{r}_{2} \leq, \ldots, \leq \tilde{r}_{k-1}$. The density of this distribution is approximated by

$$
h\left(r_{k-1}, r_{k} \mid \tilde{r}_{1} \leq \tilde{r}_{2} \leq \cdots \leq \tilde{r}_{k-1}\right)=f^{\prime \prime}\left(r_{k}\right) g_{k-1}\left(r_{k-1}\right)
$$

The conditional joint posterior distribution of $\tilde{r}_{k-1}$ and $\tilde{r}_{k}$ with the additional given condition that $\tilde{r}_{k-1} \leq \tilde{r}_{k}$ is then approximated by

$$
h\left(r_{k-1}, r_{k} \mid \tilde{r}_{1} \leq \tilde{r}_{2} \leq \cdots \leq \tilde{x}_{k}\right)=\frac{f^{\prime \prime}\left(r_{k}\right) g_{k-1}\left(r_{k-1}\right)}{f_{0}^{1} r_{k f}^{\prime \prime}\left(r_{k}\right) g_{k-1}\left(r_{k-1}\right) d r_{k-1} d r_{k}}
$$

Therefore, the conditional marginal posterior density of $\tilde{\mathbf{r}}_{\mathbf{k}}$ given $\tilde{r}_{1} \leqq \tilde{r}_{2} \leqq, \ldots, \leq \tilde{r}_{k}$ is

To determine $\mathrm{g}_{\mathrm{k}}\left(\mathrm{r}_{\mathrm{k}}\right)$, the beta fit to (11), we again employ the method of moments. 'rhe first and second moments of the distribution with approximate density given by (11) are, respectively,

$$
u_{1 k}=\int_{0}^{1} r_{k} h\left(r_{k} \mid \tilde{r}_{1} \leq \ldots \leq \tilde{r}_{k}\right) d r_{k}
$$

and

$$
\mu_{2 k}=\int_{0}^{1} r_{k}^{2} h\left(r_{k} \mid \tilde{r}_{1} \leq \cdots \leq \tilde{r}_{k}\right) d r_{k}
$$

Proceeding as we did for $k=2$, the values of $\mu_{1 k}$ and $\mu_{2 k}$ can be used to determine the parameters, $p_{k}$ and $q_{k}$, of $g_{k}$ from

$$
\begin{equation*}
p_{k}=\left[\mu_{1 k}^{2}\left(1-\mu_{1 k}\right) / \sigma_{k}^{2}\right]-\mu_{1 k} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.q_{k}=\left[\mu_{1 k}\left(1-\mu_{l k}\right)\right)_{\sigma_{k}}^{2}\right]+\mu_{1 k}-1 \tag{13}
\end{equation*}
$$

So that the conditional marginal posterior density of $\tilde{r}_{k}$ is approximated by the beta density

$$
g_{k}\left(x_{k}\right)=\frac{\Gamma\left(p_{k}+q_{k}\right)}{\Gamma\left(p_{k}\right) \Gamma\left(q_{k}\right)} r_{k}^{p_{k}-1}\left(1-r_{k}\right)^{q_{k}-1}
$$

and the estimate of $r_{k}$ is the mean of $g_{k}$; that is,

$$
\begin{equation*}
\hat{x}_{k}=p_{k} /\left(p_{k}+q_{k}\right) . \tag{14}
\end{equation*}
$$

The lower loo(1-r)\% Bayesian confidence limit of $r_{k}$ is $r$ determined from

$$
\begin{equation*}
r=\delta^{r} g_{k}\left(r_{k}\right) d r_{k} . \tag{15}
\end{equation*}
$$

We can now employ (14) and (15) to track reliability growth through each stage of the development program testing.

EXAMPLE OF APPLICATION: The results in TABLE 1 represent the data recorded for seven stages of testing during a hypothetical development program.

TABLE 1

| STAGE, $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | SUCCESSES, $s_{i}$ | 6 | 5 | 7 | 6 | 8 | 9 |
| FAILURES, $x_{i}$ | 4 | 5 | 3 | 4 | 2 | 1 | 2 |
| TESTS, $n_{i}$ | 10 | 10 | 10 | 10 | 10 | 10 | 10 |

Suppose we are confident that the factors we listed earlier which influence reliability growth are in effect so that we, without question, assume that test items at each stage are improved over items tested in previous stages and, as a consequence, rellability is nondecreasing from stage-to-stage. We assume that the items are homogeneous within each stage.

Before proceeding with our analysis of this data, we must emphasize here that at all times our assumption of non-decreasing reliability should rest, not only on the subjective judgment that the influencing factors are obtaining, but also on careful consideration of the data. If, for example, the data up to the kth stage yields a very small posterior probability that $\tilde{r}_{k} \geq \tilde{r}_{k-1}$ we would seriously question our assumption and treat
the data in a manner different from that provided in the preceding section. It is important that this is kept in mind when using this approach.

The data in Table 1 was used to track reliability through the stages employing the approach outlined above with $a_{o k}=b_{o k}=1$
for $k=1, \ldots, 7$. In addition the maximum likelihood estimation procedure of Barlow and Scheuer [3] was employed for purposes of comparison. Barlow and Scheuer showed that the maximum likelihood estimates of the kth stage reliability, $r_{k}$, given $r_{1 \leq} \ldots \leq r_{k}$ are given by

$$
\hat{r}_{k}=1-\min _{j \leq k}\left(\sum_{i=j}^{k} x_{i} / \sum_{i=j}^{k} n_{i}\right)
$$

They also suggested a method for computing conservative lower confidence limits for reliability at each stage. This method involved consideration of the data as though homogeneity existed between all stages as if no reliability growth were taking place. The usual technique for obtaining a one-sided lower confidence limit for a binomial parameter is then used with $\mathrm{S}_{\mathrm{k}}$ successes in $\mathrm{N}_{\mathrm{k}}$ trials where

$$
s_{k}=\sum_{i=1}^{k} s_{i} \quad \text { and } \quad N_{k}=\sum_{i=1}^{k} n_{i}
$$

Table 2 provides the results of application of the two approaches which include point estimates of the reliability in each stage for both approaches, lower Bayesian $90 \%$ confidence limits, and Barlow and Scheuer's conservative $90 \%$ confidence bounds.

BAYESTAN STAGE ESTIMATE

| 1 | 0.583 |
| :--- | :--- |
| 2 | 0.607 |
| 3 | 0.728 |
| 4 | 0.729 |
| 5 | 0.819 |
| 6 | 0.891 |
| 7 | 0.884 |

LOWER 90\%CONF. LIM. BAYESIAN CONSERVATIVE
M.L.E.
0.600
0.550
0.700
0.650
0.800
0.900
0.850
0.401
0.354
0.463
0.385
0.596
0.467
0.613
0.486
0.713
0.540
0.808
0.594
0.808
0.619

The results included in TABLE 2 reflect immediately the relatively close agreement between the point estimates determined using the two approaches. They also demonstrate the extreme conservatism of the confidence bound suggested by Barlow and Scheuer and the improvement in this respect achieved by the method introduced here. These features are more readily apparent when reviewed graphically, as in FIGURE 1 , where the tracking of reliability growth for this example is provided.

The improvement in the confidence bound obtained via the Bayesian approach can be viewed from a different aspect and said to result from an increase in the pseudo-sample size for each stage. This value for the kth stage is denoted by $\hat{\mathrm{N}}_{\mathrm{k}}$
and is simply the sum of the parameters of the beta approximation determined for $h\left(r_{k} \mid \tilde{r}_{1} \leq \tilde{r}_{2} \leq \ldots \leq \tilde{r}_{k}\right)$ reduced by the sum of the prior parameters for that stage, i.e. $a_{o k}+b_{8 k}$. Hence,

$$
\hat{\mathrm{N}}_{\mathrm{k}}=\mathrm{p}_{\mathrm{k}}+q_{\mathrm{k}}-\mathrm{a}_{\mathrm{ok}}-\mathrm{b}_{\mathrm{ok}}
$$

If we define the number of pseudo-successes to be $\hat{\mathbf{s}}_{\mathrm{k}}=\mathrm{p}_{\mathrm{k}}-\mathrm{a}_{\mathrm{ok}}$ and the number of pseudo-failures to be $\hat{\boldsymbol{F}}_{\mathrm{k}}=\mathrm{q}_{\mathrm{k}}-\mathrm{b}$ ok, then $\hat{\mathrm{N}}_{\mathrm{k}}=\hat{\mathrm{S}}_{\mathrm{k}}-\hat{\mathrm{F}}_{\mathrm{k}}$ The values of $\hat{N}_{k}, \hat{s}_{k}, \hat{F}_{\mathbf{k}}$ for our example are provided in TABLE 3


| STAGE, k | $\hat{S}_{k}=\mathrm{pk}^{-1}$ | $\hat{\mathbf{F}}_{\mathrm{k}}=\mathrm{q}_{\mathrm{k}}-1$ | $\hat{\mathrm{N}}_{\mathrm{k}}=\hat{S}_{\mathrm{k}}+\hat{\mathrm{F}}_{\underline{\mathrm{k}}}$ |
| :---: | :---: | :---: | :---: |
| 1 | 6.0 | 4.0 | 10.0 |
| 2 | 10.6 | 6.5 | 17.1 |
| 3 | 13.2 | 4.3 | 17.5 |
| 4 | 17.3 | 5.8 | 23.1 |
| 5 | 18.0 | 3.2 | 21.2 |
| 6 | 20.9 | 1.7 | 22.6 |
| 7 | 27.1 | 2.7 | 29.8 |

The results in this table show the degree to which the pseudosample size was increased in each stage as compared to the actual sample size of 10 tested at each stage. This increase in pseudosample size and the use of $S_{k}$, rather than the cumulative number of actual successes used by Barlow and Scheuer lead to the improved confidence limits in TABLE 2.

In addition to carrying out the necessary computation for many examples such as the one jusi preserifed, computer simulation and direct computations were made to determine the properties of the point estimates rosulting from the suggested Bayesian approach. These investigations involved the effects of varying sample sizes within stapes and from stage to stage. A broad spectrum of true reliability growth profiles were employed for which a determination was made of the bias and mean-square-error (MSE) of estimates of reliability at each stage. These values were determined for each of the profile/sample size cases for both the Bayesian approach and the maximum likelihood method of Barlow and Scheuer. In every case at each stage the MSE of the estimates resulting from the Bayesian approach were smaller than that for the MLE. In most cases, while the bias of the Bayesian estimates was larger than that of the MLE in the early stages, as the number of stages increased the difference decreased. In some of these cases the bias of the Bayesian estimates became smaller than that of the MLE in the later stages.

PROCEDURE FOR PREDICTION: At any intermediate stage of testing during a development program, the program managers would like to have a projection of the reliability through future stages of testing assuming the program will proceed without many unforeseen problems. In this respect, a reliability
growth analysis approach which provides only a method of tracking the past and current status of system reliability, is incomplete. A means of predicting or forecasting reliability through later stages of testing based on the past experience is necessary.

Fortunately there is a natural and intuitively pleasing way to extend the Bayesian approach of tracking reliability presented above to provide a procedure for predicting reliability growth through future stages. Suppose that testing through stage $k$ has been accomplished and the resulting data has been used along with data from previous stages to track reliability through stage $k$ by the Bayesian approach. Prediction for future stages is accomplished by continuing the analysis conducted for stages 1 through $k$ into stages $k+1, k+2, \ldots, m$, by defining the prior beta parameters for these stages to be

$$
a_{\mathrm{oi}}=\mathrm{p}_{\mathrm{k}} \quad \text { and } \quad \mathrm{b}_{\mathrm{oi}}=\mathrm{q}_{\mathrm{k}}
$$

for $i=k+1, k+2, \ldots, m$, where $p_{k}$ and $q_{k}$ are the computed parameters of the beta approximation to $h\left(r_{k} \mid \tilde{r}_{1} \leq \tilde{x}_{2} \leq \ldots \leq \tilde{r}_{k}\right)$. Then for each stage $i, i=k+l, \ldots, m$, since no actual data has been observed, we define $s_{i}=0$ and $x_{i}=0$, so that the parameters of the unconditional marginal beta distribution of the $\tilde{r}_{i}, 1=k+1, \ldots, m$ are

$$
a_{i}=s_{i}+p_{k}=p_{k} \quad \text { and } \quad b_{i}=x_{i}+q_{k}=q_{k}
$$

The conditional marginal distribution of the $\tilde{r}_{i}$ given $\tilde{\mathbf{r}}_{1} \leq \tilde{\mathbf{r}}_{2} \leq \ldots \leq \tilde{x}_{i}$ can then be approximated by a beta distribution by continuing the procedure used for stages 1 through $k$. Point and interval estimates of the predicted reliability for the future stages can then be obtained in the same way as for earlier stages.

This procedure was applied to the example presented in the previous section to predict reliability growth for stages 8, 9 , and 10 , since for that example $k=7$. The results are presented in TABLE 4 and include point estimates and lower $90 \%$ Bayesian confidence limits for stage 7, computed previously, as well as, for stages 8, 9, 10.

TABLE 4

POINT
ESTIMATE
0.884
0.915
0.936
0.950

LOWER 90\% CONF. LIMIT
0.808
0.864
0.901
0.926

A graphical representation of the tracking and prediction of reliability growth for stages 1 through 10 of our example is provided in FIGURE 2.


RELIABILITY GROWTH-INDEPENDENT FOISSON PROCESSES:
We conclude this paper with a discussion of an extension of: the method presented in the previous section for test stages defined by independent Bernoulli processes to the case where the test stages are defined by independent Poisson processes. In such cases data, instead of being provided as a number of failures in a given number of trials, is provided in terms of a number of failures occurring in some total test time at each stage. 'l'hat is, at stage $k, N_{k}$ items are placed on test, the test being texminated when either (a) all $N_{k}$ items have failed, (b) a predetermined number, $N_{o k}$, of items have failed, or (c) a predetermined test time, $T_{o k}$, has been reached. Regardless of the manner in which the kth stage test is terminated, the time to failure of each failed item is recorded along with the total number of failures, and this information is used to define a set of sufficient statistics, $\left\{n_{k}, T_{k}\right\}$, for the unknown kth stage failure rate, $\lambda_{k}$. The definition of the elements of the sufficient statistic set depend on the manner in which the test was terminated.

When termination criterion (a) is used $n_{k}$ and $T_{k}$ are defined as

$$
n_{k}=N_{k} \quad \text { and } \quad T_{k}=\sum_{i=1}^{n} k t_{i}
$$

where $t_{i}$ is the ith greatest time to fallure of the $n_{k}$ llems. For termination criterion (b) we have

$$
n_{k}=N_{o k} \quad \text { and } \quad T_{k}=\sum_{i=1}^{\sum_{k}} t_{i}+\left(N_{k}-N_{o k}\right) t_{n_{k}}
$$

with the $t_{i}$ defined as for (a). For criterion (c) we have

$$
n_{k}=N_{O k} \quad \text { and } \quad T_{k}=\sum_{i=1}^{n k} t_{i}+\left(N_{k}-N_{O k}\right) T_{O k}
$$

where $N_{\text {ok }}$ is the observed number of failures occuring before or at $T_{o k}$ and the $t_{i}$ defined as for (a).

The probability distribution of the times to failure of the items tested at stage $k$ has density

$$
f\left(t \mid \lambda_{k}\right)=\lambda_{k} e^{-\lambda_{k} t} \quad 0 \leqq t<\infty
$$

This is the density of the exponential distribution with failure rate $\lambda_{k}$. It is easily shown that the set $\left\{\mathrm{n}_{\mathrm{k}}, \mathrm{T}_{\mathrm{k}}\right.$ \}, with definition depending on the termination criterion is a set of sufficient statistics for $\lambda_{k}$ given the sample information at
each stage. The family of distribution conjugate to this Poisson process is the family of gamma distribution characterized by the density

$$
\mathbf{f}_{\gamma}(\lambda \mid n, T)=\frac{(T \lambda)^{n} \exp [-T \lambda] T}{\Gamma(n+1)} \quad 0 \leqq \lambda<\infty
$$

Let stage $k$ prior be $f_{\gamma}\left(\lambda_{k} \mid n_{k}^{\prime}, T T_{k}^{\prime}\right)$
where $\left\{n_{k}^{\prime}, T_{k}^{\prime}\right\}$ is interpreted as the prior sufficient statistic set, then given the observed sufficient statistic set $\left\{n_{k}, T_{k}\right\}$ the posterior distribution of $\tilde{\lambda}_{k}$ has density $f_{\gamma}\left(\lambda_{k} \mid n_{k}^{\prime \prime}, T_{k} "\right)$ with

$$
\begin{aligned}
& n_{k}^{\prime \prime}=n_{k}+n_{k}^{\prime} \\
& T_{k}^{\prime \prime}=T_{k}+T_{k}^{\prime}
\end{aligned}
$$

For the remainder of this discussion we will let $n_{k}^{\prime}=T_{k}^{\prime}=0$, the situation analogous to $\mathrm{a}_{\mathrm{ok}}=\mathrm{b}_{\mathrm{ok}}=1$ for the Bernoulli process. Then the posterior distribution of $\quad \tilde{\lambda}_{k}$ is considered to have density $f_{\gamma}\left(\lambda_{k} \mid n_{k}, T_{k}\right)$.

To develop an approach to analysis of reliability growth for this case we first note that the reliability of each item placed on test at stage $k$ in terms of a specified mission time, $t_{m}$, is glven by

$$
r_{k}=\operatorname{Pr}\left\{t_{k} \leq t_{m}\right\}=e^{-\lambda_{k} t_{m}}
$$

so that if we treat the unknown failure rate as a Bayesian random variable, $\tilde{\lambda}_{k}$, then the reliability is also such a random variable defined by

$$
\tilde{r}_{k}=e^{-\lambda_{k} t_{m}}
$$

with distribution depending on the distribution of $\tilde{\lambda}_{k}$. Instead of determining the distribution of the $\tilde{r}_{k}$ directly and proceeding with our analysis of reliability growth with the assumption that $\tilde{r}_{1} \leq \tilde{r}_{2} \leq \ldots \leq \tilde{r}_{k}$, we will approximate these distributions by
members of the beta family using the method of moments. This is accomplished by first determining the first and second moments of $\tilde{r}_{k}$, denoted $\mu_{1 k}$ and $\mu_{2 k}$, by

$$
\mu_{1 k}=E\left(\tilde{r}_{k}\right)=E\left(e^{-\lambda_{k} t_{m}}\right)=\int_{0}^{\infty} e^{-\lambda_{k} t_{m} f_{\gamma}\left(\lambda_{k} \mid n_{k}, T_{k}\right) d \lambda_{k}}
$$

and

$$
\mu_{2 k}=E\left(\tilde{r}_{k}^{2}\right)=E\left(e^{-2 \lambda_{k} t_{m}}\right)=\int_{0}^{\infty} e^{-2 \lambda_{k} t_{m_{f}}}\left(\lambda_{k} \mid n_{k}, T_{k}\right) d \lambda_{k}
$$

Performing the required integration yields

$$
\mu_{1 k}=\left[T_{k} /\left(t_{\mathrm{m}}+T_{k}\right)\right]^{n_{k}+1}=\left[\delta_{k} /\left(1+\delta_{k}\right)\right]^{n_{k}+1}
$$

and

$$
\mu_{2 k}=\left[T_{k} /\left(2 t_{\mathrm{m}}+T_{\mathrm{k}}\right)\right]^{\mathrm{n}_{\mathrm{k}}+1}=\left[\delta_{\mathrm{k}} /\left(2+\delta_{\mathrm{k}}\right)\right]^{\mathrm{n}_{\mathrm{k}}+1}
$$

where $\delta_{k}=T_{k} / t_{m}$ is the ratio of total test time to mission time.
We can then employ (12) and (13) with ak and $b_{k}$ substituted for $p k$ and $q k$, respectively, to obtain the parameters of the
beta fit to the distribution of $\tilde{r}_{k}$. The resulting beta
distributions for each stage, $f_{\beta}\left(r_{k} \mid a_{k}, b_{k}\right)$, can then be used for
reliability growth analysis proceeding in exactly the same way as for the Bernoulli process to obtain point and interval estimates of the reliability at each stage under the nondecreasing reliability assumption. It is expected that simulation studies would demonstrate that these estimates have properties almost as good as those demonstrated for the Bernoulli process.

## REFERENCES

I. Ralffa, H., Schlaifer, R., Applied Statistical Decision Theory, Harvard University Press, Boston, Mass., 1961. 2. Bauman, M. F., "A Comparative Analysis of Reliability Growth Models," US Army Logistic's Management Center, USAMC Intern Training Center, Report No. 1-73-01, May 1973. 3. Barlow, R. E., Scheuer, E. M., "Reliability Growth During a Development Testing Program," Technometrics, Vol. 8, No.l, pp. 53-60, February, 1966.
4. Mardo, J. G., Cole, P.V.Z., Seibel, G., Stephenson, A. R., "A Tri-Service Bayesian Approach to Nuclear Weapons Reliability Assessment," Picatinny Arsenal Technical Report \#4359, April 1972. 5. Mardo, J. G., McCarthy, T. G., "Bayesian Estimation of Reliability for Components with Independent, Normally Distributed Characteristics," Picatinny Arsenal Technical Report \#4670, December, 1974.
6. Sackrowitz, H., Strawderman, W., "On the Admissibility of the M.L.E. for Ordered Blnomial Parameters," Annals of Statistics, Vol. 2, No.4, pp. 822-828, 1974.

Egon Marx<br>Electronagnetic Effects Laboratory<br>Harry Dlamond Laboratories Adelph1, Maryland 20783


#### Abstract

A computer simulation model of the AUTOVON Network has been constructed in GPSS-V. It includes all 70 switches and 60 multiplehomed PBX's in the continental United States. This model is used to predict the behavior of the network under normal operating conditions and under stress situations, such as a sudden accumulation of highm priority calls or the elimination of a number of switches or interconnecting links. The size of the network and its importance within the communications systems make it impractical to determine the reactions of the network by actual experiment. The large degree of complication brought about by the multiple interconnections, routing instructions and five levels of call priority preclude a purely theoretical calculation. Thus, the tool of computer simulation provides the best way to obtain the answers when the network is represented in the required detall. Questions that are answered in this manner include the effects of routine traffic on the high-priority calls under stress condition, and the transient effects of the elimination of a block of switches or interswitch links. The validity of the statistics gathered for the model depends on the length of the simulation run and the adequacy of the random number generators used. General results on these points are not known for GPSS.


1. INTRODUCTION. The AUTOVON network is part of the World-Wide Military Command and Communications System/Defense Communications System (WWMCCS/DCS). The Continental US (CONUS) part of the network covers the US and Canada and permits voice communications for routine traffic and priority matters.

The precise conflguration of the network is constantly being altered as a regult of improvements and changes in the nature of the load. The model that was used in the simulation consists of 70 switches and 60 multiple-homed Private Branch Exchanges (PBX). For this investigation, the changes introduced in the network do not affect the validity of the results.

The model is coded in GPSS $-V$, and it faithfully represents the processing of long-distance calls through the AUTOVON system. Minor changes are introduced to simulate the spectal conditions considered for each run.

The purpose of these runs was to study transient effects on the flow of traffic, which may occur under emergency conditions. This is

[^16]in contradistinction to the more usual simulation programs primarily directed to the evaluation of steady state conditions of normal operations.

Section 2 presents a summary of the functional aspects of the network and section 3 describes the principal features of the model. Section 4 summaries a study of the effects of routine background traffic on surges of high-priority calls; and section 5 gives some results for the transient effects of the elimination of a block of switches or a part of the link between them on priority traffic. Some of the problems associated with the statistical aspects of simulations are discussed in section 6 .

The effect of the routine background traffic is not large but clearly noticeable, about $10 \%$. The transient effects of the disruption of switches or links are negligible, and the steady-state effects depend strongly on the selection of links to be eliminated. This reflects the importance of the role of the random-number generators in a GPSS model.
2. THE AUTOVON NETWORK. There are 70 switches that form the basic grid of AUTOVON, Ideally laid out in a hexagonal pattern. Each switch then has 6 nearest neighbors and 6 second nearest neighbors, except for those on the edges of the network, and each switch is connected to these 12 neighbors that form the home grid of the switch. In practice this pattern is considerably distorted and the home grid can include either more or less than 12 switches. In addition, each switch is connected to a number of other switches outside the home grid by long lines. The 60 multiple-homed PBX's are smaller switches that are connected to two (in one case, three) main switches and have a single address. When the destination of a call is established, each switch has a table that shows how to route this call to a switch or PBX in the most expeditious manner. Outside the home grid, the routing instructions provide a direct route, when avallable, and three triples of switches that serve as an intermediate destination, a most direct triple, a first alternate triple, and a second alternate triple. Inside the home grid, there exist a direct route and a first and second alternate triples only. The home grid for a multiple-homed $P B X$ consists of the home grids of the switches to which it is connected.

There are five priority levels for the calls, routine calls having the lowest priority. The routing instructions for routine calla restrict them in their ability to move laterally when forward routes are not available; for priority calls, a routemcontrol digit is used to avold shuttling and circular patterns in lateral moves. Calls can preempt trunks used by those of lower priorities after searching for an available one to the destination or in the most direct triple. The PBX's are normally capable of generating only routine traffic, and they can go to either switch first, whereas priority calls typically originate from subscribers directly connected to a switch.

The information to process a call is transmitted forward from one switch to the next as it uses tandem switches to reach its destination. Although part of this information is the priority, priority calls get no preferential treatment when queuing for common equipment used in call processing at a switch.

A more detailed description of the AUTOVON network and its simulation will be presented in an HDL Technical Report now in preparation.
3. THE NETWORK MODEL. The code for simulation of the AUTOVON network is written in GPSS-V. It uses the random number generators in the origination of calls, the selection of destination, the delays at switches, the length of conversation, the selection of a tandem switch within a triple for priority calls, the choice of a call to be preempted, etc., modified in the appropriate way for each case.

The background traffic is generated in such a way that the network is more or less uniformly loaded, as indicated by the number of calls blocked at each switch. To get good statistics for reasonable run times, the load is chosen rather heavy, so that an appreciable fraction of the calls is blocked or preempted; this is not intended to represent the normal traffic pattern. The priority profile of the calls is also chosen in a way that it facilitates the study of the special effects that are being investigated, and does not represent an average condition.

The model uses the actual routing instructions for the network, and the numbers of interswitch and PBX-to-switch trunks are close to the actual ones. It also follows the procedures used by the switch to prempt calls.

A switch is represented by a delay, which in this case is chosen to be a function of the load. This function was determined by a simulation of an AECo switch in a separate model; it was assumed that the differences between this and the ESS and 4W5 switches, which are the two other kinds in the network, would not affect the nature of the results. It is straightforward to include a more detailed model of the switch in the simulation if this is necessary. The local traffic that might exist and the possibility of the called line being busy were not taken into account. This could be included by a suitable extension of the code. Additional assumptions are detalled in the following sections.
4. EFFECTS OF BACKGROUND LOAD ON PRIORITX TRAFFIC. Although the ability of high-priority calls to preempt lower priority ones seems to indicate that routine traffic has no effect on the priority traffic, there are at least two reasons why a high load of background traffic makes the completion of priority calis more difficult.

The priority of a call is recognized only by a switch after this information has been relayed to it by the previous switch. Thus, while
queuing up to be serviced for the first time by the switch marker, routine calls have the same probability of being taken as a priority one, delaying their processing. Even hot-line calls, which are checked first by the marker in the originating switch, receive no special preference when competing with other calls to be recognized at another switch. Furthermore, there is a timemout limit for the call to be accepted by the next switch. If this time is exceeded, the previous switch will try another trunk; if this happens again, it decides that the switch is out and tries another route.

Routine traffic also affects the routing of priority calls through the idle gearch. If a direct line is avallable but all trunks are busy, a priority call will normally search for a free trunk in the most direct triple of switches; only if none is avallable does it go back to preempt a lower priority call in the direct route. The time delay for the search itself is negligible; but when a route from the triple is chosen the number of tandem switches increases, the call has to be processed by the additional switches, more equipment is used, and the probability of its being preempted by a call of higher priority also increases.

To determine the extent of these effects, the system was heavily loaded with routine traffic. At a set time, it is assumed that an emergency occurs and that a very large number of priority calls is generated. At the same time, most of the routine traffic is excluded from AuTOVON; in the model, the remaining routine traffic being generated is represented by the $50 \%$ of blocked and preempted calls that try again. It is also assumed that an additional $40 \%$ of the priority traffic originates in the Washington, DC area, and that an additional $30 \%$ terminates there. No priority traffic originates from the multiple-homed PBX's, but $40 \%$ terminates there. Statistics are taken primarily for the priority calls. The surge of calls is of short duration, and the network is then allowed to go to an idle condition. After resetting the random number generators, the same priority calls are generated, this time on an empty network, and the statistics are collected separately and compared with the previous ones.

Before giving some of the results, a few additional details on the simplifying assumptions for the switch behavior are in order. The delay of the call at a switch is a function of the load, which was computed for the standard AECo switch with 24 registers, with the proper differences for the originator and destination switches. This value is then increased or decreased at random by up to $20 \%$ to give some expression of the arbitrary selection of a call by the marker. The switch can handle only 24 calls at a time, and new calls have to queue for the marker. It was assumed that a queue of 5 calls or less would make it try one trunk, of 10 calls or less, two trunks; and for more than 10 calls, it continues its search for another route. A limit of 56 calls queued was set for the originator switch, representing the patience of the caller to get a dial tone. These assumptions do not reflect prectsely the variations in delay times, but a
better solution would have demanded a rudimentary switch model to be included, with the corresponding increase in running time. All these additional waiting periods increase the delay time at the switch.

In each case, 5430 priority calls are generated with a uniform priority profile, and the number of calls started increases to 7146 and 7141 (with and without background of routine calls) due to retries from blocked and preempted calls. The calls that reached their destination were 2227 and 2366 respectively, an increase of approximately $6 \%$ when there was no interference from routine traffic. The numbers of completed calls were 3573 and 2085 respectively, but the first number includes routine calls; in the second case, $38 \%$ of the calls were eventually completed. It should be noted that this percentage does not correspond to a realistic scenario, but to an overloaded network. The average number of tandem switches used by priority calls that were completed is 1.561 and 1.474 respectively, showing a decrease of $6 \%$; the maximum number of tandem switches was 6 in both cases. The average time for a priority call to reach its destination was 120 and 111 seconds, showing a decrease of $8 \%$. An indication of the overloading of the network is the average number of calls active or queued for a switch when a new call arrives, which is 25.3 and 24.7 calls respectively, with a maximum of 81 as should be expected from the patience assigned to the caller.

The number of blocked priority calls shows a decrease of $10 \%$, from 2930 to 2650 , while the corresponding number of preempted calls shows an increase of $9 \%$ from 856 to 928 . This last result, which at first sight seems to go against the general trend of improvement with the absence of background traffic, probably results from the lack of preemptable routine calls and the increase in the number of established priority calls. The largest effect appears in the number of highest priority calls that were blocked, with an $11 \%$ decrease from 681 to 613. For the next lower priority, the decrease is a $7 \%$ from 753 to 697, accompanied by a $10 \%$ increase in preempted calls, from 137 to 151.

The conclusion that can be drawn from the above results is that the effects of routine background traffic are small but not negligible.
5. SWITCH OR LINK ELIMINATION. To test the transient effects of the elimination of a block of 12 switches in the center of the network, three sets of statistics are taken. The first set is for normal conditions, the second one is right after the switches have been eliminated, and the third one is taken after the network has reached a steady state without the awitches. The network is heavily loaded with routine traffic and priority traffic of the three lower priorities, and superimposed is coast-to-coast traffic of the highest priority used to test more vividly the effects of the switch elimination. The statistics are gathered for a simulated time of 6 minutes each time.

The numbers of special calls (highest priority, coast to coast) for the three intervals are 580,571 , and 635 respectively, and the numbers
of calls that were blocked during these periods were 23,177 and 172. It is difficult in this case to establish a clear relationship between the two sets of numbers, since the former set does not include calls that try again and there is a variable time delay between the initiation of the call and its reaching the destination switch or PBX. The average time to connect the special calls was $13.1,13.3$, and 13.3 seconds; the average numbers of tandem switches used by these calls were $1.425,1.415$, and 1.441 , with maximun numbers of 4,5 , and 5 respectively.

There is a considerable increase in the number of blocked calls (again it should be emphasized that the load is not realistic but chosen large enough to bring out these effects), but there is no sizable effect on those calls that get through either in the period immediately following the perturbation or later on. No appreciable queuing occurs at the switches, where the maximum number of active calls being processed goes from 12 to 15 to 18 in the three periods, compared with a maximum capacity for 24 simultaneous calls of the standard AECo switch.

The number of "preempted" calls, all of lower priority, goes from 720 to 1272 to 570 ; the second number includes those calls that were disconnected due to the fallures.
$\Lambda$ variation of the same problem was then tried, where the links between the same 12 switches and other switches were failed with a probability of .3 , as chosen by a random number generator.

The special calls were 580,537 , and 561 ; those blocked were 23,62 , and 108; the average times to connection were $13.1,13.3$, and 13.3 seconds; the average number of tandem switches $1.425,1.467$, and 1.494 , with a maximum of 4 , 5 , and 6 switches respectively.

There is a significant reduction in the number of blocked calls when the switches remain in service, but otherwise the behavior of the network is not too different from the former case or the normal network. The large change in the number of blocked calls from the transient state to the steady state of the damaged network is due to a change in the sequence of random numbers to determine the elimination of links. In the run to determine the transient effects, 71 links were eliminated, while in the one for steady-state conditions 72 were eliminated, but they were not the same ones.

The numbers of "preerapted" calls were 720,1014 , and 629 respectively, and the maximum active loads on the switches were 12,13 , and 12 calls.
6. STATISTICAL CONSIDERATIONS. In conducting computer "experiments" such as these, it is important to keep in mind the requirements and limitations of the simulation language used.

There always exists a problem about the length of the simulation run required to gather the information sought. It is desirable to ascertain that the results are reasonably stable, which would suggest
repeating the runs with different time spans and random number generators. But on a big model such as that on the AUTOVON network, which uses between 600 and 800 K of core and about one-half the simulated time in CPU time on an IBM $360-95$, there are strong reasons to limit the length of runs to a minimum, (The CPU time can vary significantly with the simulated load of the system, the type of "experiment", and even the fortune of running in a faster portion of core,) Experience then dictates the length of simulation runs, together with the characteristic times in the model such as the delays at the switches, the length of conversations, and the intercall arrival time.

Questions also arise about the influence of a particular sequence of numbers from a random number generator, which can be considerable as shown by the results from the elimination of links discussed in section 5. This problem can be associated with the limitations of a random number generator or with the actual uncertainties of the system itself when chance plays an important role.

Another problem arises when statistics gathered under different conditions are compared. It appears wasteful to extend the length of the runs until the averages are well established, but the manipulation of the random number generators to reproduce the same sequences requires a considerable amount of programing with the associated drawbacks.

At the present level of understanding of these characteristics of a simulation language, these decisions have to be left to the judgement of the developer of the model both in terms of the program characteristics and the interpretation of the results.
7. SUMMARY AND CONCLUSIONS. A detailed GPSS-V model of the CONUS AUTOVON network was developed, and it was used to determine some load effects and transient effects under abnormal conditions.

It was found that routine background traffic has a small but significant obstructing role on a surge of priority traffic. The most critical phase of processing the call occurs after a trunk to another switch is taken and the call waits for a response from this switch. When it is overloaded, a call might not be recognized soon enough to avoid a timemout which delays the calls or results in its being blocked when trunks are really still available. Other calls are significantly delayed or abandoned because they get no dial tone. Another cause of delays is the idle search for trunks in the most direct triple when calls of lower priority are using the direct trunks. The deterioration of the service to priority calls due to the presence of background traffic is of the order of $10 \%$.

The elimination of a block of 12 switches in the center of the network reduces markedly the probability of a coast-tomcoast high priority call being completed during heavy traffic, but it does not
increase by a large amount the time it needs for processing or the number of tandem switches it uses. The transient effects due to the traffic that is disrupted and tries again is not a very significant factor in the processing of the high priority calls. Stmilar results are true when about $30 \%$ of the links between the switches are eliminated without affecting the performance of the switches themselves; in this case, an important factor is apparently which of the links are eliminated.

These are fust a few special conditions that can be simulated with the computer model, where practical considerations preclude actual testing of the network under abnormal circumstances. Furthermore, the model can be refined to include local traffic and a switch model, either the same one for all switches or a different one in each case.
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#### Abstract

BUFFERS CAN BE USED TO INCREASE THE AVERAGE THROUGHPUT OF A PRODUCTION SYSTEM. THE USE OF BUFFERS HAS THE EFFECT OF SMOOTHING THE PROCESS FLOW THROUGH THE SYSTEM BY PROVIDING FOR IN-PROCESS INVENTORIES. IF A BUFFER EMPTIES, IT CAUSES THE SHUT-DOWN OF OTHER MACHINES IN THE PRODUCTION LINE. THESE SHUT-DOWNS CAN BE MINIMIZED WITH PROPERLY SIZED BUFFERS.

INITIALLY THE USE OF BUFFERS WAS INVESTIGATED TO DETERMINE THE EFFECTS THEY WILL HAVE ON A PRODUCTION SYSTEM. RULES WERE ESTABLISHED TO IMPROVE THE EFFECTIVENESS AND INCREASE THE BENEFIT DERIVED FROM PLACING BUFFERS IN A PRODUCTION LINE. THESE RULES TAKE INTO ACCOUNT THE DISTRIBUTION OF THE MTTR AND THE PRODUCTION SPEED FOR EACH MACHINE IN THE PRODUCTION LINE. THESE RULES WERE THEN APPLIED TO THE SCAMP PRODUCTION SYSTEM. A MONTE CARLO SIMULATION OF THE SCAMP SYSTEM WAS USED TO DETERMINE WHAT EFFECT VARIOUS SIZE BUFFERS AND SMALL CHANGES IN THE PRODUCTION SPEED WILL HAVE ON THE THROUGHPUT OF THE SYSTEM, AND THUS MINIMIZING THE NUMBER OF SHUT-DOWNS CAUSED BY THE EMPTYING OF A BUFFER.


1. INTRODUCTION: BUFFERS CAN BE USED TO INCREASE THE AVERAGE THROUGHPUT OF A PRODUCTION SYSTEM. THE USE OF BUFFERS HAS THE EFFECT OF SMOOTHING THE PRODUCT FLOW THROUGH THE SYSTEM BY PROVIDING FOR INPROCESS INVENTORIES. IF A BUFFER EMPTIES, IT CAUSES THE SHUTDOWN OF OTHER MACHINES IN THE PRODUCTION SYSTEM. THESE SHUTDOWNS CAN BE MINIMIZED WITH PROPERLY SIZED BUFFERS.

INITIALLY, THE USE OF BUFFERS WAS INVESTIGATED TO DETERMINE THE EFFECTS THEY WILL HAVE ON A PRODUCTION SYSTEM. RULES WERE ESTABLISHED TO IMPROVE THE EFFECTIVENESS AND INCREASE THE BENEFIT DERIVED FROM PLACING BUFFERS IN A PRODUCTION LINE. THESE RULES TAKE INTO ACCOUNT THE DISTRIBUTION OF THE MEANTIME TO REPAIR (MTTR) AND THE PRODUCTION SPEED FOR EACH MACHINE IN THE PRODUCTION SYSTEM, AND STATE GENERAL CONCLUSIONS AND RECOMMENDATIONS CONCERNING THE SIZE OF THE BUFFERS WHICH SHOULD BE EMPLOYED. THESE RULES WERE THEN APPLIED TO THE SMALL CALIBER AMMUNITION MODERNIZATION PROGRAM (SCAMP) PRODUCTION SYSTEM. A MONTE CARLO SIMULATION OF THE SCAMP SYSTEM WAS USED TO DETERMINE WHAT EFFECT VARIOUS SIZE BUFFERS AND SMALL CHANGES IN THE PRODUCTION

SPEed Will have on the average throughput of the system, and thus REDUCE THE NUMBER OF SHUTDOWNS CAUSED BY THE EMPTYING OF A BUFFER.

THE SCAMP PRODUCTION SYSTEM IS DESIGNED TO PRODUCE SMALL CALIBER AMMUNITION AT A MAXIMUM RATE OF 1200 PIECES PER MINUTE. THE SYSTEM IS A SERIES OF MACHINES KNOWN AS SUBMODULES THAT PERFORM UNIQUE PROCESSES THAT ULTIMATELY YIELD A COMPLETED CARTRIDGE. THE MACHINES CONSIST OF A CASE SUBMODULE THAT PRODUCES A COMPLETE BRASS CARTRIDGE CASE; A PRIMER INSERT SUBMODULE THAT INSERTS THE PRIMER INTO THE JUST MANUFACTURED CASE; A BULLET SUBMODULE THAT PRODUCES THE COMPLETED BULLET; AND A LOAD AND ASSEMBLE SUBMODULE THAT LOADS THE CASE WITH PROPELLANT AND INSERTS THE BULLET INTO THE CASE, THUS PRODUCING A COMPLETED CARTRIDGE.

BECAUSE OF THE SERIAL NATURE OF THIS PRODUCTION SYSTEM, IT WAS FELT THAT SOME IN-PROCESS INVENTORIES BETWEEN SUBMODULES WOULD BE REQUIRED IN ORDER TO OBTAIN A SYSTEM THROUGHPUT THAT REFLECTED THE CAPAbilities of the equipment. The addition of buffers reduces the serial EFFECT AND SMOOTHS THE PRODUCT FLOW THROUGH THE SYSTEM. WITH BUFFERS, A SUBMODULE FAILURE WILL NOT AUTOMATICALLY SHUTDOWN THE WHOLE SYSTEM, BUT WILL ALLOW CONTINUED PRODUCTION BY THE OTHER SUBMODULES.

THE USE OF ARBITRARILY LARGE OR INFINITE BUFFERS WILL PRODUCE THE MAXIMUM SYSTEM THROUGHPUT, WHICH WILL BE THE THROUGHPUT OF THE LAST SUBMODULE IN THE SYSTEM. FAILURES IN ANY OF THE SUBMODULES WOULD NOT AFFECT SYSTEM THROUGHPUT OR CAUSE SHUTDOWN OF ANY OTHER SUBMODULE BECAUSE THE INPUT BUFFER TO THE FAILED SUBMODULE CAN STORE AN ARBITRARILY LARGE NUMBER OF ITEMS FROM THE PRECEDING SUBMODULE, THUS THE PRECEDING SUBMODULE WILL NEVER NEED TO BE SHUTDOWN DUE TO A FULL BUFFER. SIMILARLY, THE SUCCEEDING SUBMODULE WILL NOT BE SHUTDOWN SINCE AN INFINITE AMOUNT OF IN-PROCESS WORK PIECES ARE AVAILABLE AS INPUT TO THAT SUBMODULE.

OBVIOUSLY, INFINITELY LARGE BUFFERS ARE IMPRACTICAL. THIS PAPER ATTEMPTS TO ESTABLISH HOW BUFFERS CAN BE SIZED IN ORDER TO MINIMIZE The serial effect of a production system and thus increase the average THROUGHPUT FOR THAT SYSTEM.

## 2. METHODOLOGY:

INITIALLY, A STATISTICAL APPROACH WAS ATTEMPTED IN ORDER TO OBTAIN NUMERICAL PROBABILITIES AND ESTABLISH CONFIDENCE INTERVALS FOR THE EMPTYING OF A BUFFER FOR A GIVEN SIZE. THIS METHOD PROVED VERY CUMBERSOME, COMPLEX, AND MATHEMATICALLY TEDIOUS. AN ATTEMPT AT AN EXACT SOLUTION ALSO ELIMINATED THE POSSIBILITY OF INVESTIGATING VARIOUS ALTERNATIVES, THEREFORE, THIS APPROACH WAS ABANDONED.

A SECOND METHOD OF ATTACHING A COMPLEX PROBLEM IS TO MAKE AN ABSOLUTE MINIMUM NUMBER OF ASSUMPTIONS INVOLVING OPERATING POLICIES AND

TIME DISTRIBUTIONS OF TIME TO FAIL AND REPAIR. THIS APPROACH MORE ACCURATELY REPRESENTS THE SYSTEM TO BE MODELED AND PROVIDES A GREAT AMOUNT OF FLEXIBILITY TO VARIOUS TYPES OF ASSUMPTIONS THAT NEED TO BE INVESTIGATED. THE DISADYANTAGE OF THIS APPROACH IS THAT THE GENERALITY AND FLEXIBILITY INCORPORATED INTO THE ANALYSIS PREVENT A COMPLETE AND GENERAL SOLUTION FOR THE DETERMINATION OF THE OPTIMM BUFFER SIZE.

THE ACTUAL METHOD OF ANALYSIS USED WAS A COMBINATION OF THE TWO ABOVE MENTIONED TECHNIQUES. INITIALLY, A GENERALIZED ANALYSIS OF THE EFFECT OF BUFFERS IN THE SCAMP PRODUCTION SYSTEM WAS CONDUCTED. THIS RESULTED IN THE ESTABLISHMENT OF A SET OF RULES TO IMPROVE THE EFFECTIVENESS AND INCREASE THE BENEFIT DERIVED FROM PLACING BUFFERS IN A PRODUCTION LINE. THESE RULES TAKE INTO ACCOUNT THE DISTRIBUTION OF TIME TO REPAIR, PRODUCTION SPEEDS, AND AVAILABILITY FOR EACH SUBMODULE IN THE SYSTEM, AND WERE USED AS GUIDELINES AND HELPED TO LIMIT THE NuMBER OF ALTERNATIVE SOLUTIONS.

IN ORDER TO DETERMINE NUMERICAL SOLUTIONS FOR THE BUFFER SIZES, A MONTE CARLO SIMULATION OF THE SCAMP PRODUCTION SYSTEM WAS WRITTEN. USING THE RULES FOR SIZING BUFFERS IN A PRODUCTION SYSTEM AS A GUIDE, NUMERICAL SOLUTIONS FOR SEVERAL ALTERNATIVE OPERATING MODES WERE DETERMINED.

THE RULES CONCERNING THE PLACEMENT OF BUFFERS ARE OF SUCH A GENERAL NATURE THAT THEY CAN BE APPLIED TO ANY PRODUCTION SYSTEM. HOWEVER, IN ORDER TO DETERMINE NUMERICAL VALUES, A SPECIFIC MATHEMATICAL OR SIMULATION MODEL MUST BE AVAILABLE FOR USE.
3. BUFFER RULES:

THE RULES OBTAINED FOR THE EFFECTIVE PLACEMENT OF BUFFERS WERE DERIVED FROM GENERAL OBSERVATION OF THE EFFECT A BUFFER WOULD HAVE ON THE THROUGHPUT OF THE PRODUCTION SYSTEM. THESE RULES ALSO INCLUDE FACTS THAT ARE TRUE FOR ANY PRODUCTION SYSTEM, AND CANNOT NECESSARILY BE CHANGED BY THE ADDITION OF BUFFERS. SOME OF THESE RULES MIGHT SEEM ELEMENTARY, BUT THEIR KNOWLEDGE IS REQUIRED TO INSURE THAT A COMPLETE AND COMPREHENSIVE REVIEW OF THE FACTORS PERTAINING TO BUFFERS IN A PRODUCTION SYSTEM IS INCLUDED.

THE RULES THAT FOLLOW ARE BASED ON THE SCAMP SYSTEM DIAGRAM SHOWN IN FIGURE 1.
A. A SYSTEM WITH NO BUFFERS WILL YIELD THE MINIMUM POSSIBLE AVERage throughput for the system.
B. THE USE OF INFINITELY LARGE BUFFERS WILL YIELD THE MAXIMUM AVERAGE THROUGHPUT FOR THE SYSTEM.
C. WHEN USING BUFFERS, THE AVERAGE THROUGHPUT OF A SYSTEM CAN BE NO GREATER THAN THE AVERAGE THROUGHPUT OF THE SLOWEST SUBMODULE.

scamp system diagram.
1 :
figure
D. THE ADDITION OF BUFFERS SMOOTHS THE PRODUCTION PROCESS BY REDUCING THE INTERACTION OF SUBMODULES THAT RESULT WHEN FAILURES OCCUR.
E. IF THE AVERAGE THROUGHPUT OF THE PRECEDING SUBMODULE IS LESS THAN THE AVERAGE THROUGHPUT OF THE SUCCEEDING SUBMODULE, THE BUFFER BETWEEN THE TWO WILL EVENTUALLY BECOME EMPTY.
F. THE CLOSER THE BUFFERS ARE TO THE END OF THE SYSTEM, THE MORE IMPORTANT IT IS TO INSURE THAT THEY DO NOT EMPTY.
G. IF A buFfer fills, it Will cause the shutdown of a machine, but it will not decrease the average throughput for the system.
H. run the slowest submodule at full speed at all times in ORDER TO GET MAXIMUM PRODUCTION.
I. RUN THE LAST SUBMODULE IN THE SERIES TO ITS MAXIMUM CAPACITY IN ORDER TO GET THE MAXIMUM POSSIBLE THROUGHPUT.
4. SCAMP SIMULATION:

THE SIMULATION OF THE SCAMP SYSTEM USED IN THIS ANALYSIS IS A RELATIVELY SIMPLE PROGRAM USING A MONTE CARLO TECHNIQUE. IT IS VERY GENERAL IN NATURE SO THAT DIFFERENT OPERATING POLICIES AND DISTRIBUTIONS OF TIME TO FAILURE AND REPAIR CAN BE USED. THE PROGRAM GENERATESATES TIMES TO FAILURE AND REPAIR BASED ON AN EXPONENTIAL DISTRIBUTION. THE QUANTITIES IN THE BUFFERS ARE TABULATED EACH MINUTE AND TESTED TO SEE IF THEY HAVE EMPTIED OR FILLED. OPTIONS ALSO EXIST THAT WILL CHANGE THE OPERATING SPEEDS WHEN BUFFERS REACH CERTAIN VALUES.

## 5. ALTERNATIVES INVESTIGATED:

NOW THAT THE GROUND RULES FOR THE BUFFER ANALYSIS HAS BEEN ESTABLISHED, THE DIFFERENT OPERATING POLICIES THAT NEED TO BE ANALYZED MUST BE DETERMINED. THESE POLICIES REPRESENT FEASIBLE ALTERNATIVES THAT CAN LEAD TO DIFFERENT VALUES FOR THE AVERAGE THROUGHPUT. IT IS NECESSARY TO INVESTIGATE THESE POLICIES, BECAUSE OF THE NEWNESS OF THE SYSTEM, AND IN ORDER TO DETERMINE BUFFER CHARACTERISTICS FOR EACH OF THE POLICIES.

TWO OPERATING POLICIES ARE INVESTIGATED AND PRESENTED IN THIS PAPER. FIRST, THE PRODUCTION RATE OF THE SUBMODULES IN THE UP-MODE WERE MATCHED. THE OPERATING CONDITIONS THAT WERE USED WERE:

| PRODUCTION RATE | MTBF | MTTR | QUALITY |
| :---: | :---: | :---: | :---: |
| 1080 | 75 | 25 | 98\% |
| 1080 | 40 | 8 | $100 \%$ |
| 1080 | 90 | 30 | 98\% |
| 1080 | 40 | 20 | 100\% |

THE SECOND POLICY THAT IS INYESTIGATED MATCHES THE AVERAGE THROUGHPUT OF THE SUBMODULES. THE CONDITIONS USED WERE:

CASE SUBMODULE
PRIMER SUBMODULE
BULLET SUBMODULE
LOAD/ASSEMBLE SUBMODULE

| PRODUCTION RATE | MTBF | MTTR | QUALITY |
| :---: | :---: | :---: | :---: |
| 7080 | 75 | 25 | 98\% |
| . 952 | 40 | 8 | 100\%. |
| 1080 | 90 | 30 | 98\% |
| 992 | 40 | 10 | 100\% |

SUBMODULE SPEED CHANGES ARE COMPAPED FOR EACH OF THE ABOVE OPERATING POLICIES. FIRST SPEEDS ARE HELD CONSTANT. NEXT, THE SPEED OF THE PRECEDING SUBMODULE IS INCREASED WHEN THE BUFFER LEVEL DROPS TO ONE QUARTER FULL AND IS DECREASED WHEN THE BUFFER LEVEL REACHES THREE QUARTERS FULL.

FINALLY, THE OPERATING SPEEDS ARE ONLY INCREASED AND THEN ONLY DECREASED WHEN THE BUFFER LEVELS REACH THE ABOVE MENTIONED LEVELS.

FOR EACH SPEED CONDITION AND OPERATING POLICIES, TWO BUFFER LEVELS WERE INVESTIGATED. THESE LEVELS WERE DETERMINED USING THE MTTR OF THE PRECEDING SUBMODULE. THE MAXIMUM QUANTITY ALLOWED IN THE BUFFER WAS THAT QUANTITY WHICH WOULD SUPPLY THE SUCCEEDING SUBMODULE WITH INPUT FOR TWICE ITS MTTR OR THREE TIMES ITS MTTR.

IN ORDER TO VALIDATE THE POLICY COMPARISONS, THEY MUST BE TESTED AGAINST THE SAME CONDITIONS. THIS IS DONE BY RE-INITIALIZING THE RANDOM NUMBER GENERATOR SO THAT THE SAME CONDITIONS WILL BE RE-CREATED FOR EACH POLICY THAT IS TESTED. THE DURATION OF ALL SIMULATION RUNS WERE FOR 9600 MINUTES OR TWENTY DAYS OF PRODUCTION AND BUFFERS WERE initialized to the half full level.

THESE OPERATING POLICIES REPRESENT ONLY A FEW OF THE POSSIBLE CONDIITIONS THAT COULD BE INVESTIGATED, THEREFORE, EVERY EFFORT HAS BEEN MADE TO GUARANTEE THAT THE SELECTION REPRESENTS A GOOD CROSS-SECTION OF ANTICIPATED OPERATING ENVIRONMENTS.

ALTHOUGH, IT MIGHT NOT SEEM OBVIOUS, THE GENERAL ANALYSIS OF BUFFERS HELPED TO LIMIT THE NUMBER OF ALTERNATIVES THAT NEEDED TO BE INVESTIgated. THE RULES LIMITED THE SCOPE OF THE ANALYSIS AND HELPED PREVENT THE INVESTIGATION OF UNFEASIBLE ALTERNATIVES. THE STUDY OF THE ALTERNATIVES ALSO SUCCEEDED IN PRODUCING ADDITIONAL FACTS PERTAINING TO THE effectiveness of buffers in a production system. these will be listed IN THE RESULTS SECTION OF THIS PAPER.

## 6. RESULTS:

SINCE TWO MAJOR OPERATING POLICIES WERE INVESTIGATED, THE RESULTS OF EACH SHALL BE PRESENTED SEPARATELY.

FIRST, CONSIDER THE MATCHING OF PRODUCTION RATES IN THE UP-MODE. THE CONTROLLED CONFIGURATION FOR THE FIRST POLICY CONSISTED OF AN UNBUFFERED PRODUCTION SYSTEM AND ONE WITH INFINITE CAPACITY BUFFERS. FOR THESE CONFIGURATIONS, IT WAS OBSERVED THAT:

AVERAGE THROUGHPUT WITH NO BUFFERS - 358.47/PIECES/MINUTE AVERAGE THROUGHPUT WITH INFINITE BUFFERS - 887.40. PIECES/MINUTE

THE RESULTS OF THE SIMULATION WHEN BUFFERS WERE SIZED TWICE THE MITR WERE:

AVERAGE THROUGHPUT WITH NO SPEED CHANGES - 760.07/PIECES/MINUTE AVERAGE THROUGHPUT WITH INCREASE AND DECREASES IN SPEED - 768.90/PIECES/MINUTE
AVERAGE THROUGHPUT WITH SPEED INCREASES ONLY -768.60/PIECES/MINUTE
AVERAGE THROUGHPUT WITH SPEED DECREASES ONLY -737.66/PIECES/MINUTE
THE POLICY WAS REPEATED FOR BUFFER CAPACITIES THAT WERE THREE TIMES THE MTTR:
average throughput with no speed -
795.61/PIECES/MINUTE

AVERAGE THROUGHPUT WITH INCREASES AND DECREASED IN SPEED -
AVERAGE THROUGHPUT WITH INCREASES ONLY -
AVERAGE THROUGHPUT WITH DECREASES ONLY -
791.24/PIECES/MINUTE 807.29/PIECES/MINUTE 783.98/PIECES/MINUTE

THE CONTROLLED CONFIGURATION FOR THE POLICY WHERE THE AVERAGE THROUGHPUTS WERE MATCHED WAS THE SAME AS THE FIRST POLICY. FOR THIS CONFIGURATION, IT WAS OBSERVED THAT:

AVERAGE THROUGHPUT WITH NO BUFFERS -- 344.8 PIECES/MINUTE
AVERAGE THROUGHPUT WITH INFINITE BUFFERS - 790.29 PIECES/MINUTE
When buffer capacities were sized twice the mitr:
average throughput with no speed changes -
691.14/PIECES/MINUTE

AVERAGE THROUGHPUT WITH INCREASES AND
DECREASED IN SPEED -
703.07/PIECES/MINUTE

AVERAGE THROUGHPUT WITH SPEED INCREASES ONLY - 737.29/PIECES/MINUTE
AVERAGE THROUGHPUT WITH SPEED DECREASES ONLY - 697.52/PIECES/MINUTE
WHILE RESULTS OBTAINED WITH bUFFER CAPACITIES SIZED THREE TIMES THE MTTR WERE:
average throughput with no speed changes -
739.50/PIECES/MINUTE

AVERAGE THROUGHPUT WITH INCREASES AND decreases in speed -
746.35/PIECES/MINUTE

AVERAGE THROUGHPUT WITH SPEED INCREASES ONLY - 753.47/PIECES/MINUTE
AVERAGE THROUGHPUT WITH SPEED DECREASES ONLY - 722.70/PIECES/MINUTE
FROM THESE RESULTS, SOME GENERAL CONCLUSIONS CAN BE DRAWN:
A. InCREASING THE OPERATING SPEED WHEN THE BUFFER LEVEL DROPS IS THE MOST EFFICIENT WAY TO INCREASE THE AVERAGE THROUGHPUT AND INCREASE THE EFFECTIVE SIZE OF THE BUFFERS.
B. DECREASING THE SPEED WHEN A BUFFER STARTS FILLING DOES NOT INCREASE THE AVERAGE THROUGHPUT.
C. MATCHING THE PRODUCTION RATES IN THE UP-MODE GIVES A HIGHER aVERAGE THROUGHPUT THAN MATCHING THE AVERAGE THROUGHPUT RATE.
D. ON THE AVERAGE, A BUFFER CAPACITY OF TWICE THE MTTR HAS AN EFFICIENCY OF $91 \%$ COMPARED TO AN INFINITELY LARGE BUFFER.
E. A BUFFER CAPACITY OF THREE TIMES THE MTTR HAS AN EFFICIENCY OF $95 \%$ COMPARED TO AN INFINITELY LARGE BUFFER.

BECAUSE THE SCAMP SYSTEM IS STILL UNDERGOING DEVELOPMENTAL TESTING, MUCH MORE WORK ON BUFFER ANALYSIS AND MANY MORE OPERATING POLICIES NEED TO BE INVESTIGATED. ALSO, AS SYSTEM OPERATING CHARACTERISTICS CHANGE AND COME TO LIGHT, NEW ANALYSES SHOULD BE MADE AND HOPEFULLY, THIS ANALYSIS IS OF SUCH A GENERAL NATURE THAT ALL NEW CONDITIONS CAN BE ANALYZED USING THIS TECHNIQUE.

Erwin Biser<br>Avionics Laboratory<br>U. S. Army Electronics Command<br>Fort Monmouth, New Jersey


#### Abstract

The Avionics Laboratory is presently engaged in the construction of a computer queuing model to evaluate and to compare candidate system configurations for an Air Traffic Automated Center (ATMAC).

It is necessary to verify that the model generates and operates on data that are truly representative of the Air Traffic System configurations being simulated.

The ATMAC queuing model simulates Army aircraft operations, the approach control, enroute control and departure control functions in a division area, data processing and communications functions in regulating and controlling Army Air Traffic consisting of 100 to 300 aircraft of various types.

In order to validate the ATMAC queuing model, an Interactive Simulator was developed to integrate the various data processing and display equipment and to integrate the software program packages required to generate the desired realistic controller responses. The data recorded and collected from the Interactive Simulator include:

Controller time response data: elapsed time from displayed alert to acknowledge action; from presentation of flight blank display to completed flight plan entrance, etc. These are response time probability distributions associated with each of the sequence of tasks performed by an operator (controller).

The enroute control function for instance, includes a measurement of the time required for a controller to acknowledge a conflict alert. A scenario is developed to verify that the alert acknowledged time measurements are representative of realistic (actual) events. Based on a designed realistic scenario discrete action requircd by the Controller are determined. From the distribution of operator response time measurements, time Intervals, the mean, the standard deviations and the cumulative probability distribution are computed. This process is repeated for all operator task time statistics gathered by the interactive simulator.


In addition to providing valid data (from the actions of live experienced operators) as input for the ATMAC queuing model, the interactive simulator is being used for the validation of the ATMAC queuing model: the data collected from the interactive simulator are compared with the results of other system simulations. These data include controller response time distrubutions associated with sequences of tasks and the system performance for those functions incorporated ir she interactive simulator. The system performance data consist of: number of flights in a sector, number of conflicts, number of near misses, separation distance between any two planes, etc.

The basic statistical method employed in the analysis of the interactive simulator data is that of a two-way analysis of variance to analyze the approach control, Departure Control, and Handover data. It identifies simultaneously differences in operator performance between individual operators and between levels of automation. For each operator, the mean response time, the number of measurements, the standard error of the mean, the 90 percent confidence interval of the time mean are printed for each task and for each mode of operation.

The Scheffé method was used to compare the mean response times of the semi-automated and max-automated modes for the same task. The data of operators which consistently yielded response times significantly different from the majority was deleted from the data set. The analysis was then repeated for the remaining data. Differences in the response times resulting from pairs of automation levels were identified. The response times from different levels of automation represented the same or at least similar tasks.

The inputs to the queuing model consist, among other items, of the response time distribution for (one) representative operator for each task, function or subfunction of the ATMAC.

## 1. INTRODUCTION

The basic objective of the Air Traffic Management System is to facilitate safe, orderly, and efficient movement of aircraft throughout the combat area with minimum constraints on mission accomplishments.

The following are some of the typical missions flown by Army rotary wing and fixed wing aircraft.

Tactical airlift: landing, airdrop, and maximum load Logiatical airifft: troops, normal cargo, and maximum cargo
Electronic warfare
Battlefield illumination
Search and rescue
Medical rescue
Emergency resupply
Delivery of critical personnel and supplies
Radar surveillance
Infrared surveillance
Armed reconnaissance, etc.
One of the principal objectives of ATMAC is to accomplish safe movement of aircraft within the volume of responsibility. Each aircraft must arrive at its destination safely before it can carry out its mission.

Since timeliness is an important factor in mission accomplishment, the orderly movement of alrcraft is essential. With an orderly movement of aircraft in the terminal area, each aircraft is able to depart the airfield close to the pilot's filed estimated time of arrival.

The ATMAC must be capable of handing aircraft operations 24-hours a day. It must handle high traffic densities with minimum traffic delays.

The combat area represents the tactical environment for combat, combat support, and combat support units that are directly engaged with the enemy.

The Interactive Simulator (I/A Sim) is a real-time systern operating under the Varian VORTEX operating system. In order to provide validation data for the ATMAC Queuing Model, an air traffic environment is generated simulating the movement of aircraft and performing the functions of console input/output, track state maintenance, maneuvering, conflict prediction and resolution, and approach/ departure control.

The I/A Sim operates under the Varian VORTEX operating system as two nultiprogrammed tasks; 1) an event processing task consisting of Scenario Input, Track State Maintenance, Approach/Departure Control, Conflict Prediction/Resolution, Data Recording and Reduction, and 2) a Console Input/ Output Task consisting of Switch Action Processing and Display Generation. Both tasks run concurrently. The functions in the event processing task are called in from rotating memory disc storage as overlays by a system scheduler program, as shown in the following diagram.

The I/A Sim has three basic functions in common with the Queuing Model: Approach/Departure Control, Track State Maintenance, and Conflict Prediction/Resolution. Approach/Departure Control monitors flights within a designated radius of a terminal checkpoint, determines patterns of approach and departure, and calculates spacing of aircraft for take-off and landing. Track State Maintenance monitors the flight enroute, updates its position and heading, and calculates the necessary parameters for maneuvering. Conflict
Prediction/Resolution monitors flights with respect to other flights and restricted areas. When a conflict is detected, a display alert is generated for the console operator.

Flights and fixed points are initiated through the Scenario Input Function. A preformatted Scenario input file is read and data is stored in the appropriate location in the data base. This data is then processed by the other system functions, thereby generating flights, terminals, boundaries, and navigational aids.

The five display consoles of the I/A Sim are controlled by the Console Input/Output function. Updated displays are output to each console at periodic intervals. All input from the alphanumeric and function keyboards and joy/ pressure stick is interpreted, processed, and appropriate data is stored in the data base.

The following paragraphs describe the I/A Sim program functions in more detail. The I/A Sim Program Description Document (CDRL item G001) provides a still more detailed description of the program.

Console I/O - This function processes inputs from the display consoles and outputs updated displays to them. This function is core resident and operates every 200 Milliseconds. It performs the following functions:

- Output updated displays to the console or consoles. Whenever displays have been updated (changed) a flag is set indicating that they are to be output to the display consoles. Displays are updated when track positions change, when ARO's have been modified, or when new categories of display data have been made up to alert the console operator of conditions requiring his attention or in response to switch actions requesting such data.
- Input from console alphanumeric keyboard. Each console is examined to determine whether an input is ready (pending) from the alphanumeric keyboard. If so, the message is input, buffered, and the
console input (switch action) processor scheduled to operate in the next cycle of the 1/A Sim.
- Input from the function keyboard. Each console is examined to determine whether an input is ready (pending) from the function keyboard. If so, the input is read, buffered, and the console input (switch action) processor scheduled to operate in the next cycle of the $1 / \mathrm{A}$ Sim.
- Input from the joy/pressure stick. If the joy/pressure stick has been activated it is read and the value input used to update the position of the hook symbol on the console display. Display update to the console from which the input was received is set to cause console I/O to output displays (including the updated position of the hook symbol) to that particular console the next time it is operated ( 200 milliseconds later).
System Scheduler - This function schedules the operation of the programs in the I/A Sim. This function is core resident and is designated as a root segment under VORTEX. The functional program segments of the I/A Sim are designated as overlay segments and reside on disc. 'They are loaded into memory and operated on a cyclic basis by the system scheduler.

Scenario Input Function - This function is read into memory and operated on a cyclic basis. Its task is to read scenario input data (simulation data) from efther the simulation file on disc storage or from the simulation file on magnetic tape. This program reads such data into memory and update the I/A Sim data base (i.e. tracking tables, etc.) as required.

Track State Maintenance - This function is read into memory and operated on a cyclic basis. Its purpose is to update the X, Y, Z, velocity and heading for each active track in the I/A Sim system depending upon the particular flight's characteristics.

Location Monitor - This function is read into memory and operated on a multiple cycle basis (i.e. every other cycle, every third cycle, etc.). Its task is to monitor maneuvering flights (i.e. those following flight plans) and to determine at what point they should be required to maneuver to maintain course along a given flight path. Predicted maneuvers are communicated to the display update function for the making up of displays to alert the console operator of suggested course changes.

Track Maneuvering - This function is called when it is desired to maneuver a track in the I/A Sim system. This function determines the necessary parameters required to maneuver a flight to another heading, another altitude, another speed, or to a fixed location in the I/A Sim system. The parameters output by this function are communicated to the display track update function for formatting displays to the console operator indicating the required change to the track. Changes to tracks are communicated to the ghost pilot console operator who then implements the chenge by an appropriate switch action.

Conflict Prediction - This fuaction is read into memory and operated on a multiple cyclic basis (i.e. every cther cycle, every third cycle, etc.). Its function is to monitor the position of all flights within the I/A Sim system (a) in respect to all other flights and (b) in respect to system boundaries and restricted areas. When a conflict is detected, such data is communicated to
the display update function for the making up of displays to alert the console operator of the condition. The conflict prediction algorithm computes suggested course changes for display to the console operator to avoid the conflict.

Approach/Departure Control - Tle Approach/Departure Control routine Is entered when 1) an approaching flight enters within a specified radius of its terminal checkpoint, or 2) whenever a flight is scheduled to depart. A/D Control monitors the flight, determines patterns of approach and departure, calculates spacing of aircraft for takeoff and landing, and provides vectoring instructions for formation link up and break up.

Display Generation - This function is read into memory and operated on a cyclic basis. Its purpose is to convert the positional data for the tracks in the I/A Sim system into display data for output to the consoles. In addition, this routine makes up displays for a console to indicate conflicts and suggested maneuvers for flights in the system. When this function has operated the display update flag is set indicating that the Console I/O function should output updated displays to the consoles.

Switch Action Processing - This routine is read into memory and operated only upon receipt of an input from a console. Its function is to process the input for legality and, if valid, provide the proper processing. Functions performed by this routine include the following:

1. Format display for output to console (e.g. boundaries, navigational aids, corridors, etc.)
2. Input or modify flight plans
3. Change track speed, altitude, or heading (i. e. vector flight)
4. Accept flight from outside sector
5. Handover flight to outside sector
6. Handover flight to tower controller
7. Accept flight from tower controller
8. Break up or link flights
9. Change display scale or display coordinates
10. Format data for ARO display
11. Initiate or drop flights within system
12. Start or terminate simulation processing

Once switch action processing has been completed the display update flag will be set for Console I/O indicating the updated displays are to be output to the consoles.

Data Recording - This routine is read into memory and operated on a cyclic basis when data recording has been requested. Its function is to format data for output to the recording output device.

Data Reduction Program - The I/A Sim data reduction program operates off-line from the rest of the I/A Sim program. It operates upon the data collected during a simulation and computes statistics describing operator task times and parametric function effectiveness. The output data provided by this program are described in the next topic.

The I/A Sim collects operator response time and algorithm effectiveness data for all major ATMAC controller tasks at up to 3 automation levels.

The data to be collected from the I/A SIM for validation of the ATMAC Model consists of controller response data and system and controller performance data. Controller data includes such items as alert response time, alert resolution time, flight plan entry/modification time, flight plan clearance time, and handover coordination time. System and controller performance data consists of elapsed time of the simulation, number of flights in a sector, number of conflicts, near misses, restricted zones active, penetrations into restricted zones, separation alerts, arrivals, departures, flight plans files, modified plans, original and modified flight plan errors, plans cleared, plans rejected, unassigned flights, and late handovers. The collected data is output after reduction and consists of cumulative probability distributions including means and standard deviations for all time-dependent categories of recorded data.

To facilitate the collection of controller response data with the I/A SIM, validation test procedures have been developed for each of the ATMAC functions implemented on the I/A SIM as follows:

- Flight Plan Entry and Modification
- Flight Plan Clearance
- Departure Control Functions
- Approach Control Functions
- Enroute Air Traffic Operation Functions

The valldation test procedures are contained in the Validation Test Plan (CDRL D001) and consist of two parts. The first part is a detailed description of the actions required by the test subject controller and the supporting controllers. The second part is a series of flow diagrams which parallel the first part and include interactions between the exercise participants and the I/A SIM computer. Since most of the I/A SIM functions are being evaluated for more than one automation level, test procedures are included for each level as required.

The automation levels provided in the I/A SIM are as follows:

- Flight Plan Entry -Semi-automated
- Flight Plan Modification - Semi-automated
- Flight Plan Clearance - Semi-automated
- Departure Control Operations - Min. Auto and Max. Auto
- Approach Control Operations - Min. Auto and Max. Auto
- Handover Operations - Min. Auto and Max. Auto
- Conflict Prediction - Automated
- Conflict Resolution - Min. Auto, Semi-automated and Max. Automated
- Flight Plan Monitor - Min. Auto and Max, Automated

The types of operator tasks involved in the various modes of the I/A SIM listed above inciude the following:

Conflict Prediction/Resolution Data - Data collected for conflict prediction and resolution include controller response times for conflict alert acknowledge, conflict resolution determination, conflict resolution coordination, and flight vectoring. In addition, the program measures the effectiveness of the conflict resolution decisions and the effectiveness of aircraft separation performed by the controller.

Approach/Departure Control Data - Data measurements collected for approach/departure control include controller participation time and effectiveness of control for flight breakup and flight linkup. Flight breakup is an approach control task where an incoming flight of several aircraft is divided into individual aircraft tracks to permit final approach and landing. Flight linkup is a departure control task which combines aircraft which depart separately. into one flight. Data measurements also are made for the approach control tasks associated with aircraft vectoring, sequencing and metering. Both controller times and control effectiveness will be recorded for these tasks.

Flight Plan Entry/Modification Data - Controller time required to enter and update flight plans are collected for this function. For this operation, the controller enters flight plan data with a keyboard entry device. The computer records entry time and also measures accuracy of data entry.

Flight Plan Clearance Data - Controller time required to perform flight plan clearance is collected for this function. Flight plan clearance involves examining the plan parameters and comparing them with other cleared flights for possible conflicts.

Handover Data - Data collected for handover situations include controller response times for handover alert acknowledgment and handover resolution. These data items will be collected for the following handover situations:

- Enroute to enroute
- Enroute to approach
- Approach to tower
- Approach to GCA
- Approach to TLS
- Tower to departure

The general form of the output data consists of horizontal cumulative probability distributions with units on the top line with the cumulative percents below, as shown in the table on the facing page. Non-time-dependent data is also output horizontally; for example: Number of Flights $=54$. The figure on the opposite page is an example of the output for enroute conflict resolution. In the figure, drepresents a decimal digit. Detailed descriptions of the I/A SIM output formats are contained in Vol. IV of the I/A STM Program Description Document.

Table I. EXAMPLE OF THE OUTPUT FORMATS PROVIDED BY THE I/A SIM COMPUTER PROGRAM

## ENROUTE CONFLICT RESOLUTION MEASURES
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The two primary activities performed by the ATMAC Queuing Model are the functional application of air traffic control algorithms and the determination of system events in simulated time based upon these algorithms. The functional simulations respond to the status of system conditions and determine that a sequence of simulated system activity is required (e.g., a controller must vector a flight in response to a conflict alert). This need is communicated to ASP which then initiates and processes a Table of Action Sequences and Schedules (TASS), modeling the desired chain of simulated events. ASP simulates the uttization of controllers and system hardware such as the central data processor, (computer), G/G DDL and G/A/G DDL facilities. The TASS contains control and instruction parameters relating to this simulation capability as discussed above. Data concerning the utilization of system resources (controllers, data processor and DDL) are collected by ASP and are stored for later reduction by the Model Data Reduction Program.

A single TASS may be in process for more than one flight during the same simulated time period. In cases where two or more flights are assigned to the same cont roller and have the same TASS in process, ASP provides the queuing priority and maintains the queued tasks until the controller becomes free to handle the next task.

ASP, residing at the center of these activities, provides the primary model control mechanism. As such it receives and processes requests from external sources (functional modules) to initiate a sequence of TASS processing steps and from internal sources such as requests encountered through processing TASS parameters. The external source interface is through the GASP event chain. Consider the example of the ASP interface processing which occurs when the Conflict Prediction algorithm determines that a flight is in conflict with a restricted zone, as described in the preceding sample TASS. The Air-Air Confilct Prediction/Resolution TASS must be processed to simulate the controller's efforts in attempting to resolve the conflict in accordance with the sequence of events described in the next paragraph.

The Conflict Prediction algorithm passes the appropriate parameter data (the flight's identification and control parameters which request ASP processing) to GASP. The GASP routines store this data in the GASP event chain. When the Conflict Prediction algorithm is finished testing for conflicts, it returns control to GASP. As GASP processes the event chain, it removes the next event in time sequence from the event chain. The control parameters placed in the event chain by the Conflict Prediction algorithm are interpreted as a request for ASP processing and control is passed to ASP. ASP receives control through its external source interface using the control parameters associated with the event to initiate the interpretation of the appropriate TASS. Processing the TASS request begins immediately and the internal source interface is exercised. Some requests such as branches and ASP services are performed wholely within the ASp module. Other requests, such as simulating usage of a controller, cause ASP to place parameters into the GASP event chain which request future ASP processing.

During ASP processing of the Conflict Prediction/Resolution TASS two requests for execution of functional application algorithms are encountered. The ASP processing is the same for both even though the control parameters are different. ASP places the control parameters into the GASP event chain and continues processing the TASS. After the next time delay event is processed ASP returns control to GASP. GASP again processes the event chain
removing the next event in time sequence from the chain. The control parameters placed in the event by ASP are interpreted to be a request for one of the two prediction/resolution functional applications and GASP passes control to the requested routine. After operating on the data base, the application algorithm returns control to GASP, completing the sequence of simulated activities caused by the detection of the conflict situation.


Queuing Model Block Diagram: TASS Interface Relationship

Output data from the queuing model provides information for performing analysis of ATMAC system effectiveness by providing data on the most significant parameters which have sensitivity to scenario factors and to differences between the ATMAC configurations being modeled.

The queuing model output and reduction functions provide data for analysis of the system effectiveness measures of an ATMAC configuration. These system effectiveness measures provide the means for comparison of alternate ATMAC configurations.

During the execution of the queuing model, performance data is continuously written to disk for post-processing. This performance data consists of events that are about to occur or have just been completed, the time of day, and other information about the event.

After the execution of the queuing model simulation, offline processing and reduction of the performance data begins. The performance data is read into the Varian computer from disk and is processed by a postprocessing program. This program groups the data into many different sequences to provide the required data reduction and concludes by printing data reduction reports.

The reduction reports consist of performance measures for the preceding simulation of a specific ATMAC configuration. They consist of Arrival/Departure rates, conflict rates, conflict resolution effectiveness, flight plan monitor effectiveness, approach/departure control effectiveness, flight/aircraft densities, aircraft/flight delays and thruput, and processor, digital data link, and controller utilization. The type of information printed for each of these categories consists of 'time-line" reports showing the actual time sequences in which events occurred, mean and standard deviations of event occurrence times and a tabular report of the event giving a percentage of occurrence (i.e., a distribution) of each type of category. Accumulations of the occurrence of the total time required for an event in each category are also printed. A detailed description of the queuing model output formats is given in Vol. V of the ATMAC Model Program Description Document.

By relating these reports of performance measures for each ATMAC configuration simulated it is possible to evaluate ATMAC system performance among the candidate configurations.

## 5. PLAN FOR ANALYSIS OF INTERACTTVE SIMULATOR RESULISS

Each of the ATMLAC functions simulated on the Interactive Simulator generates data which represent controller response times, switch actions and efficiency of operation.

To insure that these performance measures are representative and can be used on the ATMLAC Queueing Model, the following preparation and analyses will be performed.

- Prepare Plan of Experiments
- Statistical Analysis of Results
- Statistically Compare Results with Previous Studies


## 6. PLAN OF EXPERIMIENTS

The Plan of Experiments defines a series of tests which are designed to gather human performance data for ATMAC functions implemented in the I/A SIM. The personnel involved in the tests will include test subjects, test conductors, ghost pilots and ghost controllers. Test subjects with sufficiont experience to be classified as Air Traffic Controllers will be used. Each test subject will be made familiar with the I/A SIM and the ATMAC functions through a training program prior to collection of test data.

The experiments will present the test subject with air situations based on approved scenarios. The test subject and the support personnel (test concur, ghost controllers) will perform the experiment using the procedures descriled.

## 7. STATISTICAL ANALYSIS OF RESULTS

The Plan of Experiments test program has been designed for eight subjects who are assumed to have essentially the same level of skill in air traffic control. Precautions shall be taken, however, to avoid the contaminating effects of different experience levels.

In order to prevent biasing the experimental response data by individual
differences of skill, a training session of at least two days with appropriate testing procedures will be used.

The focus of data evaluation shall center about the purpose of the I/A Simulator and the ATMAC Model. The primary goal is to gather meaningful human response data which can be applied to the ATMAC Queuing Model.

The principal statistical methods which will be employed to analyze the data are an analysis of variance for a two-way classification together with the standard Tukey and Scheffe' methods (denoted T-method and S-method, respectively) for multiple comparisons. The analysis of variance model proposed in the following section results in the standard $F$-test for accepting or rejecting hypotheses concerning the mean response times for the three different levels of automation.

## 8. EXPERIMENTAL DESIGN*

This section describes briefly the two-way classification model for the analysis of variance to be performed. It is assumed that the response time of each operator for each class of tasks under each level of automation will be sampled $N_{i j}$ times. The sampled response times will be denoted $X_{i j k}$ where $i=1,2, \ldots n$ denotes the operator, $j=1,2, \ldots m$ denotes the level of automation, and $k=1$, $2, \ldots N_{i j}$ denotes the sample size.

The basic assumption for the subsequent analysis is that the random variable $\mathrm{X}_{i j k}$ may be represented as follows (see H. Scheffe': The Analysis of Variance, Wley and Sons, 1959):

$$
Q_{i}\left\{\begin{array}{l}
X_{i j k}=\mu+\alpha_{i}+\beta_{j}+\gamma_{i j}+E_{i j k}, \\
\sum_{i=1}^{n} \alpha_{i}=0, \sum_{j=1}^{m} \beta_{j}=0 \\
\sum_{j=1}^{m} \gamma_{i j}=0, \sum_{i=1}^{n} \gamma_{i j}=0 \\
E_{i j k} \text { is } N\left(O, \sigma^{2}\right)
\end{array}\right.
$$

In the future, the foregoing set of assumptions will be referenced as hypothesis Q. The components of $X_{i j k}$ are described in the following liat:
$\mu=$ general mean,
$\alpha_{i}=$ variation in the mean due to operator $i$,
$\boldsymbol{\beta}_{\mathbf{j}}=$ variation in the mean due to the level j of automation,
*The Analysis of Variance, H. Scheffé, J. Wiley \& Sons, 1959.
$\boldsymbol{\gamma}_{i j}=$ interaction between operator i and automation level
$\mathbf{E}_{\mathbf{i j k}}=$ random sample error from a $\mathrm{N}\left(\mathrm{O}, \sigma^{2}\right)$ distribution.
Note that the expected value, $\mathrm{E}\left(\mathrm{X}_{\mathrm{ijk}}\right)$, of $\mathrm{X}_{\mathrm{ijk}}$ is, therefore,

$$
E\left(\mathrm{X}_{\mathrm{ijk}}\right)=\dot{\mu}+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}
$$

In order to be specific, $\beta_{1}$ will represent the variation in the mean due to the min-automated mode of operation, $\beta_{2}$ the variation due to the semi-automated mode of operation, and $\boldsymbol{\beta}_{3}$ the variation due to the max-automated mode of operation.

There are three separate hypotheses which will be of interest in analyzing the experimental data; they are:

$$
\begin{aligned}
H_{o}: \gamma_{i j} & =O \text { for } i=1,2, \ldots n \text { and } \\
j & =1,2, \ldots m, \\
H_{1}: \beta_{j} & =O \text { for } j=1,2, \ldots m, \\
H_{2}: \alpha_{j} & =O \text { for } i=1,2, \ldots n .
\end{aligned}
$$

The hypothesis $H_{0}$ is of no direct interest; however, acceptance or rejection of $\mathrm{H}_{\mathrm{o}}$ determines the specific statistics used to test $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ and influences significantly any interpretation of the results of those tests. In particular, if the hypothesis $H_{o}$ is accepted, by statistical inference or otherwise, then inferences about the $\alpha_{i}$ 's and the $\beta_{j}$ 's will be sufficient to summarize the experiment. Thus, If it is concluded that $\beta_{3}<\beta_{1}$, then the difference in the response times between' levels of automation is the same for each operator. If $\mathrm{H}_{\mathrm{o}}$ is rejected, however, then $\beta_{3}<\beta_{1}$ implies only that operator response, when averaged over all operators, is greater in the min-auto mode than in the max-automated mode of operation.
The important hypothesis with respect to the Interactive Simulator is $\tilde{H}_{1}$, the alternative hypothesis for $\mathrm{H}_{1}$. Note that rejection of $\mathrm{H}_{1}$ automatically implies acceptance of $\widetilde{\mathrm{H}}_{1}$. In order to facilitate the computations, $\mathrm{H}_{1}$ will be tested rather than testing $\overline{\mathrm{H}}_{1}$ directly. If H is rejected, then the T -method will be used to identify significant differences between the $\beta_{j}$ 's under the hypothesis $\mathrm{I}_{0}$. If $H_{o}$ is rejected (that is, interactions are present), the T-method cannot be used because the $\beta_{j}$ 's may not have equal variances.
Hypotheses $\mathrm{H}_{2}$ is included in order to verify that the operators have, at least approximately, the same level of skill. If the hypothesis $\mathrm{H}_{2}$ is rejected, the T-method (or the S-method if $\mathrm{H}_{\mathrm{O}}$ is rejested) will be used to determine which operator (or operators) contributed to the rejection. The analysis then can be repeated after deletion of the relevant operator data or the experiments can be repeated by the appropriate operator (or operators) after the appropriate training.

## 9. COMPUTATIONAL PROCEDURE

In this section the statistics which are necessary to test the hypotheses outlined in the previous section are defined. Recall that $X_{i j k}$ represents the $K^{\text {th }}$ sample response time of operator $i$ in the operating mode $j$.

Assuine that the data set $X_{i j k}$ is given. In order to test the hypotheses mentioned previously, it will be necessary to compute the following sample means and estimates (denoted collectively as the Means):

$$
\begin{aligned}
& \lambda_{i j}=\frac{1}{N_{i j}} \sum_{k=1}^{N_{i j}} x_{i j k}, \\
& N_{t}=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i j}, \\
& g_{i}=\sum_{j=1}^{m} \sum_{k=1}^{N_{i j}} x_{i j k}=\sum_{j=1}^{m} \lambda_{i j} N_{i j}, \\
& h_{j}=\sum_{i=1}^{n} \sum_{k=1}^{N_{i j}} x_{i j k}=\sum_{i=1}^{n} \lambda_{i j} N_{i j}, \\
& G_{i}=\sum_{j=1}^{m} N_{i j}, \quad \text { row sums of cell numbers } \\
& A_{i}=\frac{1}{m} \sum_{j=1}^{m} \lambda_{i j}, \\
& H_{j}=\sum_{i=1}^{n} N_{i j}: \text { column sums of cell numbers } \\
& B_{j}=\frac{1}{n} \sum_{i=1}^{n} \lambda_{i j} \text {. }
\end{aligned}
$$

Following Scheffe': The Analysis of Variance, the maximum likelihood estimates of $\beta_{j}$, denoted by $\hat{\beta}_{j}$, are the solutions of the following set of linear equations:
$\sum_{i=1}^{m} b_{j 1} \hat{\beta}_{1}=R_{j}, j=1,2, \ldots m$,
where

$$
\begin{aligned}
& b_{j 1}=\delta_{j 1} H_{j}-\sum_{i=1}^{m}\left(\frac{N_{i j} N_{i l}}{G_{i}}\right), \\
& R_{j}=h_{j}-\sum_{i=1}^{m}\left(\frac{N_{i j} g_{i}}{G_{i}}\right) .
\end{aligned}
$$

The sums of squares (denoted collectively by SS) which are necessary for the analysis of variance are:

$$
\begin{aligned}
& S S_{A}=\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{N_{i j}} x_{i j k}^{2}-\sum_{j=1}^{m}\left(\frac{h_{j}^{2}}{H_{j}}\right), \\
& S S_{A}^{\prime}=\sum_{i=1}^{n} W_{i} A_{i}^{2}-\left[\sum_{i=1}^{n} W_{i}\right]^{-1}\left[\sum_{i=1}^{n} W_{i} A_{i}\right]^{2}, \\
& S S_{B}=\sum_{j=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{N_{i j}} x_{i j k}^{2}-\sum_{i=1}^{n} \frac{g_{i}^{2}}{G_{i}}, \\
& S S_{B}^{\prime}=\sum_{j=1}^{m} U_{j} B_{j}^{2}-\left[\sum_{j=1}^{m} U_{j}\right]^{-1}\left[\sum_{j=1}^{m} U_{j} B_{j}\right]^{2}, \\
& S S_{C}=\sum_{i=1}^{n} \sum_{j=1}^{m} \cdot \sum_{k=1}^{N_{i j}} x_{i j k}^{2}-\sum_{j=1}^{m} R_{j} \hat{\beta}_{j}-\sum_{i=1}^{n} \frac{g_{i}^{2}}{G_{i}}, \\
& S S_{E}=\sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{N_{i j}}\left(X_{i j k}-\lambda_{i j}\right)^{2}=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i j} \sigma_{i j}^{2},
\end{aligned}
$$

where the weighting factors $U_{j}$ and $W_{i}$ are defined:

$$
\begin{aligned}
& W_{i}=m^{2}\left[\sum_{j=1}^{m} N_{i j}^{-1}\right]^{-1} \\
& U_{j}=n^{2}\left[\sum_{i=1}^{n} N_{i j}^{-1}\right]^{-1}
\end{aligned}
$$

SNYaN TId

|  | Operatora |  |  |  | Row Sume ( $\hat{a}_{1}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 |  | n |  |
| Min-Arto. (1) | $\mathrm{X}_{111}, \mathrm{~N}_{11}$ | $\mathrm{X}_{12 k}, \mathrm{~N}_{12}$ |  | $\mathrm{X}_{1 \mathrm{nk}}, \mathrm{N}_{1 \mathrm{n}}$ | $\begin{aligned} & H_{1}=\sum_{i=1}^{n} N_{11} \quad B_{1}=\sum_{i=1}^{n} \sum_{k=1}^{N_{11}} \frac{x_{11 k}}{n N_{11}} \\ & H_{1}=\sum_{i=1}^{n} \sum_{k=1}^{N_{11}} x_{11 k} \end{aligned}$ |
| Semi-Aato. (2) | $\mathrm{X}_{211}, \mathrm{H}_{21}$ | $\mathrm{X}_{22 \mathrm{k}}{ }^{\text {, }}{ }_{22}$ |  | $\mathrm{X}_{2 \mathrm{nk}}{ }^{\prime} \mathrm{N}_{2 \mathrm{n}}$ | $\begin{aligned} & H_{2}=\sum_{i=1}^{n} N_{i 2} \quad B_{2}=\sum_{j=1}^{n} \sum_{k=1}^{N_{12}} \frac{x_{12 k}}{n N_{12}} \\ & b_{2}=\sum_{i=1}^{n} \sum_{k=1}^{N_{12}} x_{12 k} \end{aligned}$ |
| Max-Auto. (3) | $x_{311}, N_{31}$ | $\mathrm{X}_{322 \mathrm{c}} \mathrm{N}_{32}$ |  | $\mathrm{X}_{3 \mathrm{nk}}{ }^{*} \mathrm{~N}_{3 n}$ | $\begin{aligned} & H_{3}=\sum_{i=1}^{n} N_{13} \quad B_{3}=\sum_{i=1}^{n} \sum_{k=1}^{N} \frac{x_{13 k}}{a N_{13}} \\ & H_{j}=\sum_{i=1}^{n} \sum_{k=1}^{N_{13}} x_{13 k} \end{aligned}$ |
| Moden of Operationa Column Sums ( $\hat{\beta}_{1}$ ) | $\begin{aligned} & G_{1}=\sum_{F=1}^{m} N_{1 j} \\ & \mathrm{G}_{1}=\sum_{k=1}^{m} \sum_{k=1}^{N_{1 j}} x_{1 j k} \\ & A_{1}=\sum_{j=1}^{m} \sum_{k=1}^{N_{1 j}} \frac{x_{1 k k}}{m N_{1 j}} \end{aligned}$ | $\begin{aligned} & a_{2}=\sum_{j=1}^{m} N_{2 j} \\ & g_{2}=\sum_{=1}^{m} \sum_{k=1}^{N_{2 j}} x_{2 j k} \\ & A_{2}=\sum_{j=1}^{m} \sum_{k=1}^{N_{2 j}} \frac{x_{2 j k}}{m N_{2 j}} \end{aligned}$ |  | $\begin{aligned} & a_{n}=\sum_{j=1}^{m} N_{n j} \\ & x_{n}=\sum_{j=1}^{m} \sum_{k=1}^{N_{n j}} x_{n j k} \\ & A_{n}=\sum_{j=1}^{m} \sum_{k=1}^{N_{n j}} \frac{x_{n j k}}{m N_{n j}} \end{aligned}$ | $N_{t}=\sum_{j=1}^{3} H_{j}=\sum_{i=1}^{n} G_{1}$ |

Table III. ANALYSIS OF VARIANCE FOR A TWO-WAY CLASSIFICATION; SUMS OF SQUARES


Table IV. QUEUING MODEL AUTOMATION LEVELS

|  | Manual <br> Level* | Min-Automated <br> Level | Semi-Automated <br> Level | Max-Automated <br> Level |
| :--- | :--- | :--- | :--- | :--- |
| Facility | No | Yes | Yes | Yes |
| Computer | No | No | YDL | Yes |
| G-A DDL** | No | No | Yes |  |
| A-G DDL | No | Yes | No | Yes |
| Function | Des | Yes | Yes |  |
| Track Acquisition/Tracking | CONT | DP | DP |  |
| FP Processing/Approval | CONT | DP** | DP | DP |
| FP Conformance | CONT | CONT | DP | DP |
| Approach/Departure Control | CONT | CONT | DP | DP |
| Formation Linkup/Breakup | CONT | CONT | DP | DP |
| Handover | CONT | CONT | DP | DP |
| Conflict Prediction/Resol. | CONT | CONT |  | DP |

*Uses radar video
**Controller approves FP
NOTE: CONT means controller performs function
DP means Cata processor performs function with controller review, approval and/or override.

When these computations have been completed, the hypotheses $\mathrm{H}_{0}, \mathrm{H}_{1}$, and $\mathrm{H}_{2}$ will be tested by the procedures enumerated below:

Step 1: Test $H_{0}$ against $Q$ at the significance level $\sigma(=0.05)$. In order to perform this test, define the statistic:

$$
F=\frac{N_{t}-m n}{(m-1)(n-1)} \cdot \frac{S S_{C}-S S_{E}}{S S_{E}}
$$

The random variable F has an F -distribution with parameters $(\mathrm{m}-1)(\mathrm{n}-1)$ and $\left(\mathrm{N}_{\mathrm{t}}-\mathrm{mn}\right)$. The F -test for $\mathrm{H}_{\mathrm{O}}$ is defined as follows: Reject $\mathrm{H}_{\mathrm{O}}$ if $\mathrm{F}>\mathrm{F}_{\mathrm{O}}$ where $\mathrm{F}_{\mathrm{O}}$ satisfies:

$$
P\left(f \leq F_{0}\right)=1-\alpha .
$$

Step 2: Test $\mathrm{H}_{1}$. If $\mathrm{H}_{\mathrm{O}}$ is accepted, test $\mathrm{H}_{1}$ against $\Omega \cap \mathrm{Q}$; that is, set:

$$
F=\frac{N_{t}-n-m+1}{m-1} \cdot \frac{S S_{B}-S S_{C}}{S S_{C}}
$$

The random variable $F$ has an $F$-distribution with parameters ( $\mathrm{m}-1$ ) and ( $\mathrm{N}_{\mathrm{t}}-\mathrm{m}-\mathrm{n}+1$ ). An F-test similar to that of Step 1 may be used to accept or reject $\mathrm{H}_{1}$.

If $H_{o}$ is rejected, then $H_{1}$ should be tested against $Q$ rather than $\Omega \cap Q$; the appropriate statistic in this case is:

$$
F=\frac{N_{t}-m n}{m-1} \cdot \frac{S S_{B}^{\prime}}{S S_{\dot{E}}}
$$

which has an $F$ distribution with parameters ( $\mathrm{m}-1$ ) and ( $\mathrm{N}_{\mathrm{t}}-\mathrm{mn}$ ).
As noted previously, rejection of $\mathrm{H}_{1}$ is equivalent to acceptance of the hypothesis that there are significant differences in the $\beta_{j}{ }^{\prime} \mathrm{s}$, that is, differences other than those produced by sampling errors. The significance of accepting or rejecting . $\mathrm{H}_{0}$ upon $\mathrm{H}_{1}$ was discussed in the preceding section. If $\mathrm{H}_{\mathrm{O}}$ is accepted, the T-method will be used to determine the significant differences in the $\beta_{j}$ 's whenever $\mathrm{H}_{1}$ is rejected. If $\mathrm{H}_{\mathrm{O}}$ is rejected, then the S -method will be used rather than the T-method to determine significant differences in the $\beta_{j}$ 's when $H_{1}$ is rejected.

Step 3: Test $\mathrm{H}_{2}$. If $\mathrm{H}_{\mathrm{o}}$ is accepted, test $\mathrm{H}_{2}$ against $\Omega \cap \mathrm{Q}$ with the statistic:

$$
F=\frac{N_{t}-m-n+1}{n-1} \cdot \frac{S S_{A}-S S_{C}}{S S_{C}}
$$

which has an $F$ distribution with parameters ( $n-1$ ) and $\left(N_{t}-m-n+1\right)$. The standard F-test will be employed (see Step 1).

If $H_{0}$ is rejected, $\mathrm{H}_{2}$ should be tested against Q . In this case,

$$
F=\frac{N_{t}-m n}{n-1} \cdot \frac{S S_{A}^{\prime}}{S S_{E}}
$$

Acceptance of $\mathrm{H}_{2}$ is equivalent to acceptance of the hypothesis that all of the operators have an equal level of skill. Conversely, rejection of $\mathrm{H}_{2}$ implies that the operators have unequal levels of skill; in this case, the S-method or the T-method (as above) will be used to determine which operators were responsible for rejecting $\mathrm{H}_{2}$.

## 10. EXPECTED DATA RESULTS

All communications shall be recorded for detailed analysis. Operator workloads shall be recorded throughout the entire run. The operation workload for the purpose of this study is defined as the sum of all aircraft being displayed or under his control plus all communications, verbal or otherwise, that he is engaged in at any discrete period of time.

Data analysis of cumulative probability distributions, summary totals, and flights per time displayed coupled with statistical test applications will provide knowledge of differences in human operator responses which will be attributable to mode manipulations i.e., max-automated or min-automated rather than sampling error.

The results of this comprehensive data collection and analysis will provide inputs to the ATMIAC Model which will, within the limitations of the I/A Simulator, be both realistic and meaningful.

The data to be gathered for each test subject and the treatment of the data for each ATMLAC function to be examined on the I/A SIM are contained in the following sections.
a. Flight Plan Entry/Modification/Clearance.

The following calculations will be made.

|  | Means | SD | C.P.D. |
| :--- | :---: | :---: | :---: |
| Flight plan entry time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Flight plan modification time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Flight plan clear-reject time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |

The data output i.e., number of flight plans entered, etc. is expected to be large. For this reason no unusual statistical test of significance is envisioned; however, if the sample size should diminish or be affected by widely discrepant subject
responses, the Student " $t$ " test shall be employed between subject means. Cumulative probability distributions and sample size shall determine the need for the use of the Siudent " $t$ ".

## b. Approach Control.

The following calculations shall be made for each mode, max-automated and min-automated.

|  | Means | SD | C.P.D. |
| :--- | :---: | :---: | :---: |
| Accept hand-in time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Approved vector instructions time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Resolve separation alert time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Closest approach distances | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |

Data shall be compiled for each subject. A total mean shall be calculated for each measure in each mode. The hypothesis to be tested shall be:

$$
\mathrm{H}_{1}: \beta_{1}, \beta_{2} \neq \mathrm{O}
$$

The implied null hypothesis is:

$$
\mathrm{H}_{1}: \beta_{1}=\beta_{2}=0
$$

The significance level shall be set at 0.05 .
The F-test shall be used to test the differences between sample means. In specific terms the research hypothesis is that the mean responses in the minautomated mode will be different than the mean responses in the max-automated mode and that such a difference is not due to sampling error.

## c. Departure Control.

The following calculations shall be made for each mode, max-automated and min-automated.

|  | Means | SD | C. P.D. |
| :--- | :---: | :---: | :---: |
| Departure alart acknowledge time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Approve vector instructions time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Resolve Separation alert time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Closest approach distances | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |

Data shall be compiled for each subject. A total mean shall be calculated for each measure in each mode. The hypothesis to be tested shall be:

$$
\tilde{H}_{1}: \beta_{1}, \beta_{2} \neq 0
$$

The implied null hypothesis is:

$$
\mathrm{H}_{1}: \beta_{1}=\beta_{2}=0
$$

The significance level shall be set at 0.05 .
The F-test shall be used to test the differences between sample means. In specific terms the research hypothesis is that the mean responses in the manual mode will be different than the mean responses in the automated mode and that such a difference is not due to sampling error.

## d. Enroute Control.

The following calculations shall be made for each mode, Max-Automated, SemiAutomated, and Min-Automated for both Air-to-Air and Air-to-Restricted Zone conflicts.

|  | Means | SD | C.P.D. |
| :--- | :---: | :---: | :---: |
| Conflict alert acknowledge time | xx | xx | xx |
| Conflict resolution time | xx | xx | xx |

A total mean shall be calculated in each mode. The hypothesis to be tested shall be:

$$
\tilde{H}_{1}: \beta_{1}, \beta_{2}, \beta_{3} \text { not all zero }
$$

The implied null hypothesis is:

$$
\mathrm{H}_{1}: \beta_{1}=\beta_{3}=\beta_{3}=0 .
$$

The significance level shall be set at 0.05 .
The F-test shall be used to test the differences between sample means. In specific terms the research hypothesis is that the subject mean responses will be different across each mode and that such a diffe: ence is not due to sampling error.

## e. Handover.

Handovers will occur in the Approach, Departure; and Enroute functions. The event (handover/handin) will be controlled by the scenario. The following
calculations shall be made for handovers in each function, for min-auto and max-automated modes.

|  | Means | SD | C. P.D. |
| :--- | :---: | :---: | :---: |
| Handover alert acknowledge time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |
| Handover coordination time | $\mathbf{x x}$ | $\mathbf{x x}$ | $\mathbf{x x}$ |

The F-test shall be applied for testing a difference between means in each of the three functions. The hypothesis to be tested shall be:

$$
\tilde{\mathrm{H}}_{1}: \beta_{1}, \beta_{2} \neq 0
$$

The implied null hypothesis is:

$$
H_{1}: \beta_{1}=\beta_{2}=0
$$

The significance level shall be set at 0.05 . In specific terms the research hypothesis is that the mean responses in the min-automated mode will be different than the mean responses in the max-automated mode and that such a difference is not due to sampling error.

## 11. RESULTS COMPARISON

The controller and system performance distributions obtained from the tests will be used to validate the Queuing Model. Validation of specific functions will be performed by comparison with the results of previous studies or (when there are no previous results for a function) by comparison with predicted results.

The previous studies to be considered are:

- Final Report on the Evaluation of a Semiautomatic Flight Operations Center
- Army Tactical Air Space Regulation System (ATARS)
- Design Plan Supplement for Basic Semiautomatic Flight Operations Center
- MTACCS
- FAA Controller task time data

The methods of implementing air traffic control functions and the scenarios used vary between the above studies and the ATMAC. It is necessary, therefore, to determine which study corresponds best for a particular function, and to make allowance for these differences in making the comparisons with the data collected on the I/A SIM.

For those ATMAC functions where there are no previous data (or the degree of correspondence is not acceptable), the test results will be compared with predicted results. The predicted results will be based on analysis of the modeling techniques used to generate the simulation and the test procedures developed for the test subjects. The analysis will separate the data processing actions from the test subject actions and assign elapsed time periods to each. The data
processing times will be derived from the same or similar processing techniques used in ATMAC which have correspondence with one of the previous studies. The test subject times will be obtained with real time observations of the test subject performing the ATMAC functions.

To validate the data, controller response distributions from the previous studies or from the predicted results analysis will be statistically compared with the corresponding distributions from the Interactive simulator. The data will be considered validated if the comparison shows that both distributions are within the confidence interval of the selected population parameter. If the comparison is false, further attempts will be made to justify the differences by analysis. In the event that adequate explanations for the differences are found, the data obtained from the I/A SIII will be used as input parameters to the Queuing Model. If, on the other hand, inadequate reasons for the discrepancies are found, the I/A SIM data will be adjusted until the remaining differences can be justified.

## GLOSSARY OF SYMBOLS

| $X_{i j k}$ | $=k$ th time response of operator $i$ in mode $j$ |
| :---: | :---: |
| $\lambda_{i j}$ | $=$ mean response time for operator $i$ in mode $j$ (cell ij mean) |
| $\boldsymbol{\mu}$ | $=$ general mean |
| $\alpha_{i}$ | $=$ main effect of operator $\mathbf{i}$ |
| $\beta_{j}$ | $=$ main effect of mode $\mathbf{j}$ |
| $\gamma_{\text {ij }}$ | $=$ interaction of operator i with mode $\mathbf{j}$ |
| $E_{i j k}$ | $=$ sample error, $\mathrm{N}\left(0, \sigma^{2}\right)$ |
| $\mathrm{H}_{0}$ | $=$ hypothesis: $\gamma_{i j}=0$ for all $i, j$ |
| $\mathrm{H}_{1}$ | $=$ hypothesis: $\beta_{j}=0$ for all j |
| $\mathrm{H}_{2}$ | $=$ hypothesis: $\alpha_{i}=0$ for all $i$ |
| $\alpha$ | $=$ significance level for the F-test |
| $\hat{\lambda}_{\text {ij }}$ | $=$ sample mean response time for operator $\mathbf{i}$ in mode $\mathbf{j}$ |
| $\hat{\mu}$ | = general sample mean |
| $\hat{\alpha}_{1}$ | $=$ sample main effect of operator $i$ |
| $\hat{\boldsymbol{\beta}}_{\boldsymbol{j}}$ | $=$ sample main effect of mode $\mathbf{j}$ |
| $\hat{\gamma}_{\text {ij }}$ | $=$ sample interaction between operator $\mathbf{i}$ and mode $\mathbf{j}$ |
| $\mathbf{S S}_{\mathbf{A}}$ | $=$ sum of squares for main effects of the operators ( $\alpha_{i}$ ) |

```
\(S S_{B}=\) sum of squares for main effects of the modes \(\left(\beta_{j}\right)\)
\(\mathbf{S S}_{\mathbf{C}} \quad=\operatorname{sum}\) of squares for the interactions \(\left(\gamma_{\mathbf{i j}}\right)\)
\(S S_{E} \quad=\) sum of squares for the errors
\(\psi_{j l}=\) contrast of main effects of the operating modes \(\left(\beta_{j}-\beta_{1}\right)\)
\(\hat{\psi}_{\mathbf{j l}}=\) least square estimate of \(\psi_{\mathbf{j l}}\) from the sampled values of \(X_{\mathbf{i j k}}\)
\(\theta_{i l}\) : contrast of the main effects of the operators \(\left(\alpha_{i}-\alpha_{1}\right)\)
\(\hat{\theta}_{\mathrm{il}} \quad=\) least square estimate of \(\theta_{i 1}\)
\(\mathrm{N}=\) no. of observations from the ij-cell
n = no. of operators
m = no. of modes of operation
Means = sample means
SS = sum of squares
Q = general hypothesis for the two-way classification analysis of variance
CPD = cumulative probability distribution
```


## 12. DATA COLLECTION FROM THE INTERACTIVE SIMULATOR

Time measurements of controller interaction with simulated situations are collected from the Interactive Simulator and used as part of the validation data for the ATMAC Queuing Model. The collected data, as applied to the ATMAC Queuing Model, are in the form of distributions resulting from several trials of each simulated situation. Section 3 describes the data to be collected and its output format.

## 13. DEVELOPMENT OF OTHER MODEL VALIDATION DATA

The model validation data obtained from the Interactive Simulator represents only a portion of the data which is required to assure a totally valid queueing model. Such additional validation data include, but are not limited to, additional controller response time statistics derived from other sources, usage rate of various classes of subsystems, and flight durations and durations of discrete events as a function of the scenarios. Descriptions of these other validation techniques are included in Section 14.

## 14. ATMAC QUEUING MODEL VALIDATION

The model validation process includes the following:

- Use of valid scenarios by using Government furnished and acceptable documents.
- Validation of the ATMAC Model structure.
- Validation of the results of certain simulation runs using data obtained from the Interactive Simulator.
- Validation of simulation measures using empirical data.
- Indirect validation of other data which have not been previously developed.

The plan for Queuing Model validation is describęd in this section.

Whenever either of the hypotheses $\mathrm{H}_{1}$ or $\mathrm{H}_{2}$ is rejected under the hypothesis $Q$ (that is, Ho is rejected), the S-method will be used to determine which factors contributed to the rejection and to estimate the size of the differences between the parameters. In particular, if $\mathrm{H}_{1}$ is rejected, then the functions

$$
\phi_{\ell j}=\beta_{\ell}-\beta_{j}, 1 \leq \ell<j \leq n,
$$

will be tested for significant differences from 0 by use of the least square estimate $\psi_{\ell_{j}}$ of $\psi_{\ell_{j}}$. Note that

$$
\hat{\psi}_{l j}=B_{l}-B_{j}
$$

The basis of the S-method is the following fact: the probability is $1-\alpha$ that

$$
\left|\psi_{\ell j}-\hat{\psi}_{\ell j}\right|<s \hat{\sigma}\left(\hat{\psi}_{\ell j}\right)
$$

where

$$
\hat{\sigma}^{2}\left(\hat{\psi}_{\ell j}\right)=\frac{S S_{E}}{N_{t}-n m}\left\{\frac{1}{n^{2}} \sum_{i=1}^{n} \frac{1}{N_{i_{l}}}+\frac{1}{n^{2}} \sum_{i=1}^{n} \frac{1}{N_{i j}}\right\}
$$

and $S$ is determined from an $F$-distribution with parameters ( $\mathrm{m}-1$ ) and $\left(\mathrm{N}_{\mathrm{t}}-\mathrm{mn}\right)$ such that

$$
P_{r}\left(F \leq \frac{s^{2}}{(m-1)}\right)=1-\alpha
$$

The statement above implies that $\psi_{i j}$ is significantly different from 0 if

$$
0<\hat{\psi}_{\ell j}-S \hat{\sigma}\left(\hat{\psi}_{\ell j}\right)
$$

If $\mathrm{H}_{2}$ is rejected under the hypothesis $Q$, then the functions

$$
\theta_{i \ell}=\alpha_{i}-\alpha_{\ell}, 1 \leq 1<\ell \leq n
$$

will be tested for significant differences from 0 . The procedure is similar to that outlined above with

$$
\hat{\theta}_{i \ell}=A_{i}-A_{\ell^{\prime}}
$$

and

$$
\hat{\sigma}^{2}\left(\hat{\theta}_{i \ell}\right)=\frac{S S_{E}}{N_{t}-n m}\left\{\frac{1}{m^{2}} \sum_{j=1}^{m} \frac{1}{N_{i j}}-\frac{1}{m^{2}} \sum_{j=1}^{m} \frac{1}{N_{\ell j}}\right\}
$$

Whenever either of the hypotheses $\mathrm{H}_{1}$ or $\mathrm{H}_{2}$ is rejected, Tukey's Method (hereafter, simply the $T$-method) will be used to determine which factors contributed to the rejection and to estimate the size of the differences. In particular, if $\mathrm{H}_{1}$ is rejected, then the functions

$$
\psi_{j l}=\beta_{j}-\beta_{l}, 1 \leq j<l \leq m
$$

will be tested for significant differences from 0 by use of the least square estimate $\hat{\psi}_{j l}$ of $\psi_{j l}{ }^{*}$ Note that

$$
\hat{\psi}_{j \ell}=\hat{\beta}_{j}-\hat{\beta}_{l}=\beta_{j}-\beta_{l}
$$

Let $\alpha$ satisfy $0<\alpha<1$. The T-method is based upon the following theorem (due to Tukey): The probability is $1-\alpha$ that

$$
\left|\hat{\psi}_{j l}-\psi_{j \ell}\right| \leq \mathrm{Ts} \text { for all } 1 \leq j<\ell \leq m
$$

where

$$
s^{2}=\frac{S_{E}}{N_{t}-m n}
$$

and $T$ is chosen to satisfy

$$
\begin{aligned}
& P(t<b T)=1-\alpha \\
& b^{2}=n\left(U_{j}^{-1}+U_{l}^{-1}\right)
\end{aligned}
$$

Where $t$ has a student $t$-distribution with parameters $m$ and $\left(\mathrm{N}_{\mathrm{t}}-\mathrm{mn}\right)$. Thus, there are significant differences in the $\beta_{j}$ 's if

$$
0<\hat{\Psi}_{j \ell}-T S
$$

for some $j$ and $\ell$.

If the hypothesis $\mathrm{H}_{2}$ is rejected, then the functions

$$
\theta_{i \ell}=\alpha_{i}-\alpha_{\ell}, 1 \leq 1<\ell \leq n
$$

will be tested for significant differences from 0 . The procedure is the same as that outlined above except that $T$ is chosen to satisfy

$$
\begin{aligned}
& P(t \leq a T)=1-\alpha_{l} \\
& a^{2}=m\left(W_{i}^{-1}+W_{l}^{-1}\right)
\end{aligned}
$$

where $t$ has parameters $n$ and $\left(N_{t}-m n\right)$.

The following paragraphs contain a description and summary of the results from the statistical analysis of the Interactive Simulator data proposed in the Validation Test Plan (VTP). As stated in the VTP, each of the ATMAC functions simulated on the Interactive Simulator generates data which represent controller response times, switch actions and efficiency of operation. The goal of the statistical analysis of this data is to gather meaningful data concerning the human response times which can be applied to the A TMAC Queueing Model.
a. Description of the Data.

The primary method of the statistical analysis of the I/A data was the two-way analysis of variance scheme outlined in the VTP; also see Henry Scheffé: The Analysis of Variance (New York: John Wiley \& Sons, Inc. ; 1959). The analysis of variance scheme identifies simultaneously differences in operator performance between the individual operators and between levels of automation. The data for those operators which consistently displayed response times significantly different from the majority was deleted from the data set; the analysis then was repeated for the remaining data. In this way it was possible to obtain information concerning the distribution of operator response times (the mean, standard deviation and cumulative distribution function) in each level of automation and to identify the differences in the response times which were a result of mode manipulation rather than sampling errors.
b. Interactive Simulator Data.

The data from the Interactive Simulator in the max-automated automation level consists of an average response time together with the number of samples, standard deviation, and cumulative distribution function for each operator with respect to each task.

In order for the results of the two factor analysis to be meaningful, it is necessary that the response times from the different levels of automation represent
performance of the same (or'at least similar) tasks. Unfortunately, in many cases the data from the interactive simulator in the max-auto mode do not correspond directly with the data from the interactive simulator in the min-auto mode of operation. Consequently it was necessary in some cases to group or identify two separate tasks as one task; in other cases it was necessary to add the response times. The formulae for these manipulations are given in the following paragraph.

As in the VTP, let the operators be indexed by the subscript $i$ and the level of automation by the subscript $j$. For a given task, $N_{i j}$ represents the number of times operator i performed the task in level $j ; \lambda_{i j}$ and $\sigma_{i j}$ represent the corresponding mean and standard deviation of the response times. Whenever it was necessary to group or identify two tasks, the new statistics $N_{i j}, \lambda_{i j}, \sigma_{i j}$ were computed from the original statistics $N_{i j}^{(1)}, \lambda_{i j}^{(1)}, \sigma_{i j}^{(1)}$ and $N_{i j}^{(2)}, \lambda_{i j}^{(2)}, \sigma_{i j}^{(2)}$ as follows:

$$
\begin{aligned}
& N_{i j}=N_{i j}^{(1)}+N_{i j}^{(2)}, \\
& \lambda_{i j}=\frac{1}{N_{i j}}\left\{N_{i j}^{(1)} \lambda_{i j}^{(1)}+N_{i j}^{(2)} \lambda_{i j}^{(2)}\right\}, \\
& \sigma_{i j}^{2}=\frac{1}{N_{i j}}\left\{N_{i j}^{(1)}\left[\left(\lambda_{i j}^{(1)}\right)^{2}+\left(\sigma_{i j}^{(1)}\right)^{2}\right]+N_{i j}^{(2)}\left[\left(\lambda_{i j}^{(2)}\right)^{2}+\left(\sigma_{i j}^{(2)}\right)^{2}\right]\right\}-\lambda_{i j}^{2}
\end{aligned}
$$

Whenever it was necessary to add response times, the new statistics were computed according to:

$$
\begin{aligned}
& N_{i j}=\operatorname{minimum}\left[N_{i j}^{(1)}, N_{i j}^{(2)}\right], \\
& \lambda_{i j}=\lambda_{i j}^{(1)}+\lambda_{i j}^{(2)} \\
& \sigma_{i j}^{2}=\left(\sigma_{i j}^{(1)}\right)^{2}+\left(\sigma_{i j}^{(2)}\right)^{2}
\end{aligned}
$$

In addition to the discrepancy between the min-auto and max-auto modes with respect to the definition of the tasks, there is another fundamental difference in the
data. A response time in the max-auto mode includes the time necessary to perform two distinct phases of the task; namely a decision-making process in which the appropriate action is determined followed by the physical or mechanical processes (i, e., switch actions) necessary to implement the decision. In contrast to the max-auto mode, the min-auto mode response times do not include the times for the decision making process because only times for voice communications are available. In order to compensate for this difference between the data from the two modes, the manual mode response times were increased by 25 percent. No attempt was made either to justify the magnitude of the increase or to investigate the sensitivity of the results to the magnitude of the increase.
c. Analysis of Variance: Data.

The two-factor analysis of variance scheme was used to analyze the Approach Control, Departure Control, Enroute Control and Handover data. Valid Flight Plan data was collected from two operators only; consequently the means and standard deviations for the response times were computed with no additional data evaluation.

When the analysis of variance methods were used to analyze the data for a particular ATMAC function, a computer program (a listing is included with the data) was executed to perform the necessary computations. Each time the program was executed, the data described in the following sections was printed.
(1) For each operator, the mean response time $\lambda_{i j}$, the number of observations $\mathbf{N}_{\mathbf{i j}}$, the standard error of the mean $\mathrm{S}_{\mathbf{i j}}$ and a 90 percent confidence interval for the true mean $\mu_{\mathrm{ij}}$. of the distribution is printed for each method of operation. The standard error of mean $S_{i j}$ is

$$
S_{i j}=\frac{\sigma_{i j}}{\sqrt{N_{i j}-1}}
$$

- The confidence interval is computed by considering

$$
\operatorname{Pr}(-b<T<b)=0.90
$$

where

$$
T=\frac{\lambda_{i j}-\mu_{i j}}{S_{i j}}
$$

has a student's t - distribution with parameter $\mathrm{N}_{\mathrm{ij}}-1$. The variable $\mu_{\mathrm{ij}}$ represents the true mean. The probability is 0.90 that

$$
\lambda_{i j}-b s_{i j}<\mu_{i j}<\lambda_{i j}+b s_{i j}
$$

(2) For each mode of operation under consideration, the mean operator response time, the standard error of the mean, and a 90 percent confidence interval for the true mode mean are printed. The first value of the mode mean $\lambda_{i}$ is computed according to

$$
\lambda_{j}=-\frac{1}{n} \sum_{i=1}^{n} \lambda_{l j}
$$

where $n$ is the number of operators considered. The second value of the mode mean $\bar{\lambda}_{j}$ is given by

$$
\bar{\lambda}_{j}=\frac{1}{N_{j}} \sum_{i=1}^{n} N_{i j} \lambda_{i j}
$$

where

$$
N_{j}=\sum_{i=1}^{n} N_{i j}
$$

Simularly, two values of the standard error, $\mathrm{s}_{\mathrm{j}}$ and $\overline{\mathrm{s}}_{\mathrm{j}}$, are given;

$$
\begin{aligned}
& s_{j}^{2}=\frac{1}{(n-1)^{2}} \sum_{i=1}^{n} \sigma_{i j}^{2} \\
& \bar{s}_{j}^{2}=\frac{1}{\left(N_{j}-1\right)^{2}} \sum_{i=1}^{n} N_{i j}\left[\lambda_{i j}^{2}+\sigma_{i j}^{2}\right]-\bar{\lambda}_{j}^{2} .
\end{aligned}
$$

Two confidence intervals for the true mode mean $\mu_{j}$ are computed by considering the student t - statistics

$$
T=\frac{\lambda_{j}-\mu_{j}}{s_{j}}
$$

and

$$
T=\frac{\bar{\lambda}_{j}-\mu_{j}}{\bar{B}_{j}}
$$

which have parameters $n-1$ and $N_{j}-1$, respectively.
(3) The analysis of variance parameters are printed also. These include the general mean $\mu$, the variations $\alpha_{i}$ in the mean due to the operators (A-main effects), the variations $\beta_{j}$ in the mean due to the automation levels (B-main effects), and the interactions $\gamma_{\mathrm{ij}}$. Recall that the underlying assumption of the analysis of variance scheme is that the individual response times $X_{i j k}$ satisfy

$$
\mathrm{X}_{\mathrm{ijk}}=\mu+\alpha_{\mathrm{i}}+\beta_{\mathrm{j}}+\gamma_{\mathrm{ij}}+\epsilon
$$

where $\epsilon$ is a random sample from a normal distribution with mean $O$ and variance $\sigma^{2}$. In addition to these parameters, five $F$-statistics are printed. (See Table V).

## 16. SUMMARY OF RESULTS

In the following sections, the mean response times together with the corresponding standard deviations are given for the various ATMAC functions. Except for the Flight Plan data, the analysis of variance scheme was used to isolate those operators who consistently displayed response times significantly different (as determined by the $S$ or $T$ method of multiple comparison). The mean and standard deviation of the response times were computed by deleting the data of the operators

| Statistic | Degrees of Freedom | Use |
| :---: | :---: | :---: |
| F(1) | $m \mathrm{~m}-\mathrm{n}-\mathrm{m}+1, N_{t}-\mathrm{mn}$ | Test $\mathrm{H}_{0}$ against Q (Additivity: $\gamma_{i j}=0$ ) |
| F(2) | $\mathrm{n}-1, \mathrm{~N}_{\mathrm{t}}-\mathrm{m}-\mathrm{n}+1$ | Test $H_{2}$ against $\Omega \cap_{Q}$ $\left(\mu_{i}=0\right)$ |
| $F(3)$ | $\mathrm{m}-1, \mathrm{~N}_{\mathrm{t}}-\mathrm{m}-\mathrm{n}+1$ | $\begin{aligned} & \text { Test } H_{1} \text { against } \Omega \cap Q \\ & \quad\left(\beta_{j}=0\right) \end{aligned}$ |
| F(4) | $n-1, N_{t}-m$ | Test $H_{2}$ against $Q$ $\left(\alpha_{i}=0\right)$ |
| F(5) | $\mathrm{m}-1, \mathrm{~N}_{\mathrm{t}}-\mathrm{mn}$ | $\begin{aligned} & \text { Test } H_{1} \text { against } Q \\ & \qquad\left(\beta_{\mathrm{j}}=0\right) \end{aligned}$ |

$m=$ number of automation levels
n $=$ number of operators
$N_{t}=$ total number of observations
mentioned above. A computer print-out of the original data sets as well as the final data sets is included.

As was stated previutsly, the Flight Plan means and standard deviations were computed by using all of the available data.

The following is based upon the data collected from operators Olson and Wilson.
Table VI. FLIGHT PLAN DATA

| Function | Mean | Std. Dev. <br> of Population | Std. Dev. <br> of Mean | No. of Observations |
| :---: | :---: | :---: | :---: | :---: |
| Entry Time <br> (Seconds) | 209.50 | 62.58 | 11.43 | 30 |
| Modification <br> Time | 52.05 | 21.75 | 4.44 | 24 |
| Clear-Reject <br> Time | 130.12 | 67.19 | 14.66 | 21 |

## 18. APPROACH CONTROL

The analysis of variance program was used to compare the max-automated mode of operation with the min-automated mode of operation for two data sets. In the first data set, which is labeled "Accept Hand-In", the automatic mode data consists of the I/A SIM data bearing the same label; the min-auto mode data consists of the sum of the following tasks:

- Establish contact with adjacent sector controller
- Complete handover
- Pilot establishes contact

The second data set, which is labeled "Approve Vector Instructions", consists of the I/A SIM data with the same name for the max-auto mode together with the following grouped min-auto mode data:

- Provide vector instructions
- Issue formation breakup command.

In both cases, the analysis showed that the data did not satisfy the criterion for additivity; that is, $H_{0}$ was rejected. Again, in both cases, all but two operators were eliminated from consideration; for both cases, the final mean response time in the max-auto mode was significantly (by the $S$-method) less than the mean response time in the min-auto mode.

Table VII. APPROACl CONTROL DATA: MAX-AUTOMATED MODE

| Function | Mean | Std. Dev. <br> of Population | Std. Dev. <br> of Mean | No. of <br> Observations |
| :---: | :---: | :---: | :---: | :---: |
| Accept Hand-In | 7.34 sec. | 5.15 | 0.72 | 51 |
| Approve Vector <br> Instructions | 3.38 sec. | 4.45 | 0.58 | 59 |
| Resolution of <br> Separation <br> Alert | 42.33 sec. | 29.85 | 8.62 | 12 |
| Minfmum Approach <br> Separation <br> Distance | 553.57 meters | 310.83 | 89.73 | 12 |

Table VIII. APPROACH CONTROL DATA: MIN-AUTOMATED MODE

| Function | Mean <br> (sec.) | Std. Dev |  | of Pop. |
| :---: | :---: | :---: | :---: | :---: |
| Provide Vector <br> Instructions | 5.67 | 2.53 | 0.15 | No. of Observations |
| Formation Backup <br> Command | 4.72 | 4.21 | 0.84 | 294 |
| Establish Contact <br> with adj. sector | 1.55 | 1.71 | 0.41 | 25 |
| Complete Handover | 10.94 | 5.10 | 1.20 | 17 |
| Pilot establishes <br> contact | 3.76 | 1.44 | 0.29 | 18 |

The analysis of variance program was used to compare the max-auto mode of operation with the min-auto mode of operation for two sets of data. In the first data set, which is labeled "Alert Acknowledge", the max-auto mode data consists of the I/A SIM data with the same name; the min-auto mode data consists of the sum of the following steps:

- Receive call from tower
- Request and receive departure data

In the second data set, which is labeled "Approve Vector Instructions", the max-auto mode data consists of the I/A SIM data with the same name; the min-auto mode data consists of:

- Provide Vector Instructions
- Provide Departure Instructions

For the "Alert Acknowledge" data, the hypothesis of additivity, that is $\mathrm{H}_{0}$, was accepted. The mean response time for the max-auto mode was significantly less than that of the min-auto mode (as determined by the $S$ or $T$ method). In the second data set, the hypothesis $H_{0}$ was rejected; however the max-auto mode response time also was found to be significantly less than the min-auto mode response time. 20. ENROUTE CONTROL

The analysis of variance program was used to compare the operator response times for conflict resolution in the max-automated, semi-automated, and minautomated modes of operation. The max-auto mode data consists of the I/A SIM data for the resolution time of air-to-air conflicts and air-to-restricted zone conflicts. The semi-automated mode data consists of all data for: "Provide vector instructions". The min-auto mode data is similar to that of the semi-auto mode.

Table IX. DEPARTURE CONTROL DATA: MAX-AUTOMATED MODE

| Function | Mean | Std. Dev. |  | No. of Observations |
| :---: | :---: | :---: | :---: | :---: |
|  |  | of Pop. | of Mean |  |
| Approve Vector Instructions | 2.80 sec. | 3.13 | 0.28 | 122 |
| Departure Alert Acknowledge | 4.96 sec . | 4.18 | 0.47 | 79 |
| Resolution of Separation Alert | 41.52 sec. | 26.03 | 8.23 | 10 |
| Minimum Departure Separation Distance | 362.44 meters | 440.92 | 139.43 | 10 |

Table X. DEPARTURE CONTROL DATA: MIN-AUTOMATED MODE

| Function | Mean <br> (sec.) | Std. Dev. |  | No. of Observations |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 2.65 | 0.16 |  |
| Redeive Call from <br> Tower | 1.81 | 1.43 | 0.19 | 55 |
| Request and Receive <br> Departure Data | 6.49 | 2.81 | 0.38 | 56 |
| Provide Departure <br> Instructions | 6.56 | 4.79 | 0.56 | 74 |

Successive application of the analysis of variance scheme eliminated all but three operators. On the basis of the data for these three, the hypotheses $H_{0}$ and $H_{1}$ were rejected. By the $S$-method, the response times in the semi-automated mode were found to be significantly less than those of the other two modes; however there Was no significant difference between the max-auto and min-auto mode response times.

In addition to the conflict resolution data, the analysis of variance program was exercised to compare the operator response times for the max-auto mode against
the response times for the semi-auto mode for the Air-to-Air and the Air-to-Restricted Zone Conflict Alert Acknowledge Time data. Both data sets were taken directly from the I/A SIM output data.

The analysis of variance indicates that, in both data sets, $\mathrm{H}_{0}$ is accepted and $H_{i}$ is rejected. Relative to the $S$-method, the mean response time in the max-auto mode is significantly less than that of the semi-automated mode.

Table XI. ENROUTE CONTROL DATA: MAX-AUTOMATED AND SEMI-AUTOMATED MODES (DATA COLLECTED BY COMPUTER PROGRAM)

| Function | Mean (sec. ) | Std. Dev. |  | No. of Observations |
| :---: | :---: | :---: | :---: | :---: |
|  |  | of Pop. | of Mean |  |
| Conflict Alert Ack. <br> Air-Air (Max-Auto) | 15.31 | 8.93 | 0.49 | 332 |
| (Semi-Auto) | 19.15 | 9.56 | 0.52 | 339 |
| Air-Restricted Zone (Max-Auto) | 14.94 | 9.04 | 1.05 | 74 |
| (Semi-Auto) | 19.11 | 10.07 | 1.28 | 62 |
| Conflict Resolution Air-Air | 7.69 | 4.20 | 0.26 | 271 |
| Air-Restricted Zone | 7.20 | 3.00 | 0.95 | 10 |

Table XII. ENROUTE CONTROL DATA: MIN-AUTOMATED AND SEMI-AUTOMATED MODES (DATA COLLECTED FROM VOICE TAPES)

| Function | Mean <br> (sec.) | Std. Dev. |  | No. of Pop. |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Norvations |  |  |
| Provide Vector <br> Instructions <br> (Min-Auto) | 6.69 | 3.37 | 0.26 | 172 |
| Provide Vector <br> Instructions <br> (Semi-Auto: Mode) | 5.30 | 2.55 | 0.17 | 225 |
| Controller calls adjacent <br> facility and completes <br> handover (Semi-Auto) | 3.07 | 0.92 | 0.09 | 111 |

For each of the three general functions - Approach, Departure and Enroute Control - data was collected for the associated handover functions. The analysis of variance program was exercised in order to compare the max-automated with the min-automated mode response times for the Approach and Departure Control functions; the program was used to compare the response times for all three levels of automation for the Enroute Control function. In all of the three data sets bearing the label "Handover", the max-auto data (and the semi-auto mode data for the Enroute Control function) consists of the sum of the response times labeled "Handover Alert Acknowledge" and "Handover Coordination Time". In the data set for the Approach Control function, the min-auto mode data is the sum of the following Steps:

- Establish contact with adjacent sector controller
- Complete Handover
- Pilot establishes contact
together with the sum of:
- Initiate tower handover
- Complete tower handover.

For the Departure Control function, the min-auto mode data is the grouped data for:

- Pilot establishes contact
- Contact adjacent sector controller
- Complete handover.

Finally, for the Enroute Control function, the min-auto mode data consists of the sum of the data for:

- Establish contact with adjacent cector controller
- Complete handover
- Pilot establishes contact
together with the sum of the data for:
- Contact adjacent sector controller
- Complete handover.

For both the Approach Control function and the Departure Control function, the hypothesis $H_{0}$ was accepted and the hypothesis $H_{1}$ was rejected. In both cases, the S -method indicated that the mean response time for the max-auto mode is significantly less than the mean response time for the min-auto mode. On the other hand, the analysis of variance of the Enroute Handover data resulted in the rejection of $\mathrm{H}_{0}$ and the acceptance $H_{1}$, that is, there is no significant difference in the response times for the three modes of operation when tested by the S-method.

Table XIII. HANDOVER: MAX-AUTOMATED AND SEMI-AUTOMATED MODES

| Mode | Function | $\begin{aligned} & \text { Mean } \\ & \text { (sec.) } \end{aligned}$ | Std. Dev. |  | No. of Observations |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | of Pop. | of Mean |  |
| Approach Control | 1 | 6.63 | 7.20 | 0.45 | 259 |
| (Max-Automated) | 2 | 7.91 | 7.20 | 0.44 | 268 |
| Departure Control | 1 | 6.35 | 4.52 | 0.39 | 135 |
| (Max-Auto) | 2 | 7.15 | 4.54 | 0.39 | 135 |
| Enroute Control | 1 | 9.25 | 10.80 | 0.71 | 234 |
| (Max-Auto) | 2 | 9.33 | 7.83 | 0.51 | 234 |
| (Semi-Auto) | 1 | 9.50 | 11.89 | 0.79 | 228 |
|  | 2 | 9.54 | 9.52 | 0.63 | 228 |

Function 1 - Handover Alert Acknowledge
Function 2 - Handover Coordination Time

Table XIV. HANDOVER: MIN-AUTOMATED MODE

| Function | Mean | Std. Dev. |  | No. of Observations |
| :---: | :---: | :---: | :---: | :---: |
|  |  | of Pop. | of Mean |  |
| Approach Control |  |  |  |  |
| Initiate Tower Handover | 1.71 | 2.77 | 0.42 | 43 |
| Complete Tower Handover | 9.77 | 3.89 | 0.62 | 39 |
| Departure Control |  |  |  |  |
| Pilot establishes contact | 4.05 | 1.86 | 0.19 | 101 |
| Contact adjacent sector controller | 3.64 | 2.87 | 0.29 | 100 |
| Complete Handover | 5.73 | 3.82 | 0.38 | 100 |
| Enroute Control |  |  |  |  |
| Establish contact with adjacent controller | 2.44 | 2.28 | 0.23 | 96 |
| Complete handover | 9.95 | 5.16 | 0.53 | 95 |
| Contact adjacent sector controller | 1.96 | 0.75 | 0.10 | 62 |
| Complete handover | 11.24 | 5.42 | 0.69 | 61 |
| Pilot establishes contact | 4.19 | 2.11 | 0.22 | 89 |

22. DETAILED ANALYSIS OF THE DATA FOR APPROACH CONTROL: ACCEPT HAND-IN

The original data set for the Approach Control: Accept Hand-in function is contained in the Appendix (A1.1). The results of the application of the analysis of variance program are given in the Appendix (A1.2). A brief inspection of the $F$-statistics in the Appendix (A1.2) will indicate that the hypothesis $\mathrm{H}_{\mathrm{z}}$ will be rejected by the F -test. Table XV contains the values of the contrasts
$\hat{\theta}_{11}=\hat{\alpha}_{1}-\hat{\alpha}_{1}$
for $\underline{L}_{\underline{L}} i<1 \leq 7$; the value of $\hat{\sigma}\left(\theta_{i 1}\right)$ appears immediately below $\hat{\theta}_{i 1}$.
According to Scheffé's method, $\hat{\theta}_{i l}$ will be significantly different from 0 if
(1) $\left|\hat{\theta}_{i 1}\right|>s \hat{\sigma}\left(\theta_{i 1}\right)$
where $S$ is defined by
(2) $P_{r}\left(F \leq S^{2} /(n-1)=1-\alpha=.95\right.$
for an F-distribution with $(n-1)$ and $\left(N_{t}-m n\right)$ degrees of freedom. In this case $S=3.55$. From Table XV it is clear that the inequality (1) is valid for $1=4,1-1,2,3,5,6,7$.

The Appendix (A1.3 and A1.4) contains the results of the analysis of varlance with the data for operator 4 deleted. The value of $S$ in equation (2) is 3.33; from Table XVI it is clear that inequality (1) is valid for $1=4,1-1,2,3$.

The Appendix (A1.5 and A1.6) contains the results of the analysis of varfance with the data for operators 4 and 5 deleted. Since the value of $F(1)$ is 7.12 , the hypothesis $H_{0}$ (Additivity) is rejected; thus $F(4)$ is used to test $H_{z}$. The degrees of freedom for $F(4)$ are 4 and 128 . Now

$$
P_{T}(F>f)=\alpha=.05
$$

implies that $f$ is approximately 2.45. Since the value of $F(4)$ is 2.84 , $\mathrm{H}_{\mathrm{z}}$ is rejected again. The value of S in (2) is 3.10. Table XVII shows that

$$
\left|\hat{\theta}_{i j}\right| \leq \operatorname{so}\left(\hat{\theta}_{i j}\right)
$$

for all 1 , $j$. Consequently, the rejection of the hypothesis $\mathrm{H}_{z}$ is due to a linear combination of the $\alpha_{1}$ 's other than a simple contrast (that is, the $\theta_{i j}$ 's). However, the value of the sample standard deviation $\hat{\sigma}_{i j}$ for operator 4 ( 6 in the Appendix (Al.1)) is 21.4 ; the values of $\hat{\sigma}_{1 j}$ for the other operators in the Appendix (A1.5) are $3.8,4.9,5.1$, and 6.5 , re-
spectively. Therefore, the data for Operator 4 was deleted from the data set and the analysis was repeated.

The results of the analysis are given in the Appendix (Al. 7 and Al.8). The hypothesis $H_{\text {, }}$ was rejected again. The value of $S$ in (2) is 2.87 ; the inequality (1) holds for $\theta_{14}$ and $\theta_{34}$. The data for operator 4 ( 7 of the original) was deleted and the analysis repeated. The results are given in the Appendix (Al.9 and A1.10). The appropriate value of $S$ in (2) is 2.49 ; from Table XIX it is clear that (1) holds for $\hat{\theta}_{12}$. The data for operator 2 was deleted.

The analysis of variance program was applied to the data for the remaining two operators, the results are given in the Appendix (Al. 11 and A1.12). The $F$ statistic in the Appendix (Al.12) indicate that $H_{O}$ and $H_{z}$ will be accepted and that $H_{1}$ will be rejected. The value of $\psi_{12}$ is -9.01 where

$$
\|_{12}=B_{1}-B_{2} .
$$

The value of S in (2) (where m replaces n ) is approximately 1.6.. Since the value of $\hat{\sigma}\left(\psi_{12}\right)$ is $1.12, \beta_{1}$ is significantly larger than $B_{2}$.

Table XV . MULTIPLE COMPARISON BY THE S-METHOD


Note: Line 1 is $\theta_{i l}=\alpha_{1}-\alpha_{1}$ for $i<1$.
Line 2 is $\hat{\sigma}\left(\theta_{i 1}\right)$.

Table XVI. MULTIPLE COMPARISON BY THE S-METHOD

|  | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 3.38 \\ & 2.20 \end{aligned}$ | $\begin{aligned} & 1.03 \\ & 2.05 \end{aligned}$ | $\begin{array}{r} 11.32 \\ 2.11 \end{array}$ | $\begin{aligned} & 5.11 \\ & 2.34 \end{aligned}$ | 5.38 2.17 |
| 2 |  | $\begin{aligned} & 2.31 \\ & 2.18 \end{aligned}$ | $\begin{aligned} & 7.98 \\ & 2.24 \end{aligned}$ | $\begin{aligned} & 1.77 \\ & 2.46 \end{aligned}$ | $\begin{aligned} & 2.04 \\ & 2.29 \end{aligned}$ |
| 3 |  |  | $\begin{array}{r} 10.29 \\ 2.09 \end{array}$ | $\begin{aligned} & 4.08 \\ & 2.33 \end{aligned}$ | $\begin{aligned} & 4.35 \\ & 2.15 \end{aligned}$ |
| 4 |  |  |  | $\begin{array}{r} -6.21 \\ 2.38 \end{array}$ | $\begin{array}{r} -5.94 \\ 2.21 \end{array}$ |
| 5 |  |  |  |  | $\begin{array}{r} .27 \\ 2.26 \end{array}$ |

$-T a b l e$ XVIL. MULTIPLE COMPARISON BY THE S-METHOD

|  | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 3.33 \\ & 2.01 \end{aligned}$ | $\begin{aligned} & 1.03 \\ & 1.87 \end{aligned}$ | $\begin{aligned} & 5.11 \\ & 2.14 \end{aligned}$ | $\begin{aligned} & 5.38 \\ & 1.98 \end{aligned}$ |
| 2 |  | $\begin{array}{r} 2.31 \\ 1.19 \end{array}$ | $\begin{aligned} & 1.77 \\ & 2.25 \end{aligned}$ | $\begin{array}{r} 2.04 \\ 2.09 \end{array}$ |
| 3 |  |  | $\begin{aligned} & 4.08 \\ & 2.13 \end{aligned}$ | $\begin{aligned} & 4.35 \\ & 1.96 \end{aligned}$ |
| 4 |  |  |  | $\begin{array}{r} .27 \\ 2.22 \end{array}$ |

Table XVIII. MULTIPLE COMPARISON

|  | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 3.34 \\ & 1.40 \end{aligned}$ | $\begin{aligned} & 1.03 \\ & 1.30 \end{aligned}$ | $\begin{aligned} & 5.38 \\ & 1.38 \end{aligned}$ |
| 2 |  | $\begin{array}{r} 2.31 \\ 1.39 \end{array}$ | $\begin{aligned} & 2.04 \\ & 1.46 \end{aligned}$ |
| 3 |  |  | $\begin{aligned} & 4.35 \\ & 1.43 \end{aligned}$ |

Table XIX. MULTIPLE COMPARISON

|  |  | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 |  | 3.34 | 1.03 |
| 2 |  | 1.30 | 1.21 |
|  |  |  | 2.31 |
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## manual mode

| UPERATUK | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| UPERATUK HEANS | 16.37 | 24,35 | 17.04 | 16.90 | 27.34 |
| - NUMBEN UF OBSERVATIONS | 14 | 9 | 11 | 10 | 9 |
| ST. ERRUR UF THE MEANS | 1.03 | 2.18 | 1.39 | 1.15 | 1.56 |
| 90\% CUNFIUENCE INT | 14.15 | 19.31 | 13.95 | 14.30 | 23.73 |
|  | 18.60 | 29.39 | 20.12 | 19.50 | 30.94 |


| MUDE MEAN | 20.40 | 19.83 |
| :--- | :--- | :--- | :--- |
| ST. EHRUR UF THE MEAN | 1.70 | 0.56 |
| $90 \%$ CUNFIUENCE INT. | 15.69 | 18.70 |
|  | 25.11 | 20.95 |

AUTUMATIC MODE


| MUDE MEAN | 8.92 | 0.06 |
| :--- | :--- | :--- | :--- |
| ST. ERRUR OF THE MEAN | 3.73 | 0.79 |
| $90 \%$ CUNFIDENCE INT. | -1.44 | 6.49 |
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\therefore+\operatorname{cc}
$$

$$
\begin{array}{rr}
-1.423 & 3.215 \\
1.423
\end{array} \quad-3.215
$$

$$
\begin{array}{rr}
3.215 & -1.792 \\
-3.215 & 1.792
\end{array}
$$
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# A FLEXIBLE, GENERAL PURPOSE COVARIANCE COMPUTER PROGRAM 

Clifford J. Maloney and<br>Lucille A. Carver Food and Drug Administration Bethesda, Maryland 20034

I. Introduction: Heraclitus, five centuries before the birth of Christ, maintained that no one steps in the same river twice; yet "enduring as a mountain" is an ancient simile of permanence though rivers are older than the mountains they drain. Life is lived in a multi-faceted, ever changing milieu; yet, if the past is to be our guide to the future, that can only be because the future is like the past. It is the invariant features, not the ephemeral, that matter. Constancy adheres to substance, properties, and relations. Father or son denotes no particular individual, but the father-son relation is fixed.

Strictly speaking, substance is neither accessible to man, nor needed in the conduct of affairs. The scientific revolution in essence was an appreciation of that fact. Substance is an intellectual construct whose constancy or lack of it is inferred from constancy or variation in properties or relations. The latter two alone receive the professional attention of scientists, though scientists have varying apprectation of the validity of that fact.

In turn, properties and relations are qualitative or quantita-
tive. Each is often directly apparent, and where that is so, have been known since antiquity. But where the qualitative is inferred from quantitative observations it was, in practice, necessary to await: (1) the discovery of which quantitative relations throw light on which qualitative properties or relations and (2) the development of appropriate quantitative scales and devices.

Until recently this latter process was carried out informally, each quantitative construct being worked out anew with no attention to accumulated experience until Helmholtz (5) developed a general theory of mensuration. An adequate elementary treatment is now available (2).

A complementary advance proceeds in the opposite direction. While it is often necessary to discover which "instrumental" variables to observe in order to measure, control, or understand a quantity of interest, it is equally imperative to learn which plausible but irrelevant extraneous varlables to ignore. The phases of the moon, the conjunctions of the planets, the services of soothsayers (except in economics) are easily recognized as such. But choice of treatment or prognosis for a diseased individual is a constant reminder that the problem remains in more difficult circumstances. In essence, statistical method is the form in which this process is most efficiently carried out.

In statistical terms, we express constancy of a property by
some "measure of central tendency"; of ten a mean. And for many purposes this is not only "good enough" but the best we can do. Thus, as we seek to dimension a doorway, we cannot vary its height as each person passes through, but must adopt some one height convenient for almost everyone, but seldom for all, unless monumental considerations determine the answer and not the heights of individuals.

For cloching this doesn't work--and fortunately another solution is feasible, though far from ideal. Here a multidimensional complex of continuously varying measures are reduced to a limited set of "sizes". This same procedure, not always recognized as such, lies back of most if not all applications of analysis of variance. By treating one variate or cluster of variates as a qualitative categorization, a multivariate problem is made univariate within classes. Much, though not all, of the advantage in doing so lies in the resultant simplification of the arithmetic required for an effective analysis of the resulting data. The advent of computers, where avallable, greatly reduces the attraction from this point of view. In addition, data must frequently be analyzed which does not admit the arithmetic simplification of analysis of variance.

Table 1 sets out the four situations. In line 1 all factors are held constant except the variate of interest. This corresponds to the "vary one factor at a time" prescription formerly regarded as the scientific method, and still appropriate in some circumstances. The second applies wherever all but one factor varies by jumps or
can be made to do so--the analysis of variance situation. The contribution of American Experiment Station scientists, in particular, J. Arthur Harris, to the development of the concept of generalized variance, and to the now universally applied calculational algorithm, has dropped from sight. Moreover, the extension of the number of class means above the two treated by Student has opened the Pandora's box of multiple comparisons. My own contribution to this debate is given in (6).

But so soon as regression coefficients are calculated the usual plethora of statistical questions arises. Is each significant? Do they differ? Is there a significant regression of the group means? How is it related to the within group regressions? And so on. It is a curious historical accident that the usual textbook presentation of covariance tend to regard these questions as rarely, if ever of interest and the use of the covariance technique as helpful primarily (1) to place group means on a comparable basis, and (2) to reduce the estimate of residual error. This attitude is in marked contrast to the insistence on the examination of the parallelism of regression in the closely related, but presentationally and computational separate, technique of bioassay. The textbook proclivity to spare the novitiate "unnecessary" complexity by treating only "the most common" cases subjects him, in the next stage, to a seemingly endless succession of unconnected variations in technique neither mutually organized nor suggesting what further developments are likely or would exhaust the possibilities. Yet to do so only requires setting each of the parameters in the last column of the fourth row of Table 1 to (a) known values, (b) known
relations or, (3) unrestricted freedom.

The following section presents from first principles, and somewhat more detail than is usual, those aspects of covariance provided for in the computer program which is the principle topic of this paper.
II. Covariance: Covariance analysis is a standard statistical technique widely explained in statistical texts (Snedecor and Cochran, (10), Steel and Torrie, (11)), though admitting elaborations for special circumstances for which reference must be made to the journal literature. An experiment is never, or almost never, conducted in complete ignorance of every aspect of the behavior of the material under study. The use of linear covariance does not assume that the relation between the dependent and independent variate is strictly linear, but only that it is good enough for the purpose at hand. Use of a higher order polynomial or a monotone function of the readings differs only in computational complexity. It is neglected here in the interest of simplicity while covering the most common case. There is also an implied assumption that accidental unobserved factors did not disturb the progress of the study (i.e., that departures from the assumed linear relation are homogeneous in the probability sense). That such departures from the linear relation are normally distributed (perhaps after transformation) is required for tests of significance but this requirement is not normally a stringent one.

Further discussion will be facilitated by reference to Tables 2,

3, 4, and 5. Table 2 gives, purely for illustration, the inear regression of day three weights of mice on their day zero weight in one laboratory of a twelve laboratory collaborative trial. Full details of the experiment, the statistical analysis and the findings are reported elsewhere (7), (8). The mouse numbers are for identification and supply no information. It is conceivable that, were observational data available on individual mice, such information could suggest explanations for the anomalous weight gain behavior of specific mice. The initial weights are shown in Column 2. Column 3 gives each measured three day weight and Column 4 gives what the weight of each mouse would have been had it been exactly what the regression line computes for it. Column 5 shows how large the discrepancy between the observed weight (Column 3) and calculated weight (Column 4) is and Column 6 shows the contribution of that one discrepancy to the uncertainty in every deduction from the data. The sum of Column 6 is 25.3186. From Column 6 it is seen that mouse 2 and mouse 5 each contribute about a third and together two-thirds of the total. Mouse 5 lost weight and mouse 2 gained well above expected.

If we assume that the day three weights are linearly dependent on the initial weights, then the twenty weight observations can be summarized by three quantities, the mean initial weight, the mean final welght, and the slope of the line relating initial and final weight. Of course, the observed mean and slope are only estimates of what would be observed if a very large study were to be carried out. How
good an estimate is measured by the deviations in Column 5 of Table 2 . Provided all of the usual assumptions in least square analysis are valid, this measure requires only the sum of the deviation squares of Column 6 and their number, 10. Again a study of the adequacy of conformance of the actual assay to the theoretical ideal involves the observed deviations, or residuals, of Column 5. Fallure to conform to the model may be due to (a) momentary loss or gain in weight due to crowding, fighting, inequalities in food sharing, errors in weighing, and so on, (b) to real differences in rate of gain by individual mice, (c) to heterogeneity in the supply of mice, (d) to non-normality in the distribution of weight deviations (Column 5, Table 2) and (e) to many other possible factors.

In this experiment weights of each of ten mice were measured before treatment and three days later in each of six treatment classes in each of twelve laboratories. The six treatments were three vaccines in two replications. Table 3 gives the initial, observed threeday, and adjusted three-day mean weight, and the slope for each of the six vaccine-replication combinations for the same laboratory as that of Table 2. It will be noticed that the mean initial and day three weights of Row 1 agree with the means of Table 2 . The adjusted means of Table 3 are our estimates of what the day three means for each lot would have been had all of the mice welghed 15.18 grams initially. The slope of the line relating the three-day and zero-day weights is the line giving the best fit to the data of the ten mice within each treatment class. These slopes and means can be viewed as the essen-
tial inputs to the covariance analysis of the one laboratory's threeday weights, Table 4.

It is possible that the slope relating a variate of interest, in this case the three-day weight, and an unavoidable nuisance variate, in this case the initial or zero-day weight, may be known, or known so accurately that it is considered legitimate to treat it as known. Doing an analysis of variance on weight gains is equivalent to doing a covariance analysis with a slope constrained to be unity. In other applications a different scaling factor might be more appropriate. The appropriateness of using a known regression coefficient and, if so, its specification is not discussed in Table 4. It is provided for in the covariance program. However, the complete covariance analysis over the twelve laboratories yielded a regression coefficient indistinguishable from unity.

There is a striking variation in the observed slopes for the six treatment groups for this laboratory (Table 3). The mean of these slopes, 0.523 , is only half the value, unity, assumed when analysis is carried out in terms of weight gains. The reality of this variation in slopes is examined in Tables 4 and 5.

Further, the data of an experiment where covariance is possible can always be analyzed to yield three different types of slope estimates. Table 4 supplies the information needed to check the adequacy
of each of these methods of adjusting three-day weights to allow for variation in initial weights. Depending upon which procedure is chosen, a different estimate of residual variation is obtained. These are also supplied in Table 4. First, all of the data can be entered into a single overall regression, ylelding a common regression estimate of the slope. This would be appropriate if the treatment classes, In our case the six vaccine-replication combinations, were without effect on either the means or the slopes (section 14.7 , Snedecor and Cochran, 1967). Second, the data of each treatment class on its own can be used to supply a separate slope estimate varying for each class (Column 6, Table 3). A compromise, and the method normally meant when the technique of analysis of covariance is used, is to assume that the various treatments might well affect the mean level of the response in each class--it is usually the object of the experiment to study that question--but to assume (subject to test) that the treatments (in this study, vaccines) will not appreciably affect the slope; which consequently will remain constant over the classes. For each of these three alternatives a different set of adjusted means, supposedly removing the effect of variation in the nuisance variate, initial weight, will result. Of course, a fourth alternative is simply to neglect the covariate (or to show that it is without effect).

It is normally assumed in a covariance analysis that the residual mean squares within classes vary no more than would be expected by chance. Hence the residual mean squares of the six vaccine-replication classes, each with eight degrees of freedom, are pooled in line 1
of Table 4 to give a single estimate of 1.4817 based on 48 degrees of freedom. The legitimacy of this step will be discussed later. Six of the lines of Table 4 are concerned with slopes (lines $2,3,4,6$, 7, 8, and 9). Line 5 is the only line of the table not yet listed. It is this line that answers the question: Wes there a mean effect on mouse weight gain by either the vaccines or the repetition of the trial?

Even if the adjusted weights are significantly different, the slopes for each different vaccine in each of the two replications may or may not be the same. This is tested in line 2 of Table 4. The non-significance in Column 7 implies that a given change in three-day weight for a given change in initial weight is the same in all three vaccines and in both replications. The mean square of Column 5, line 3, 1.5403 , hence is an estimate of the same quantity that the 1.4817 of line 1 is. Line 4 of the table tests whether there is a regression line with non-zero slope relating initial and three-day weight after allowing for a possible variation in the subclass means; the fourth possibility listed above. That the relation tests non-significant (Column 7, line 4) shows that the variability is high compared to the range of initlal weights so that any such variation does not clearly show a dependence between three and zero-day weights. of course, there was in fact little variation in the initial weights themselves. Since the adjusted weights (line 5) also test non-significantly different, a single regression encompassing all 60 readings seems justifted. The residual mean squares from this regression is given in Column 5 ,
line 6 , and the reality of the non-zero slope of the regression in line 7. Again, such a line is not clearly established.

Lines 8 and 9 have a different meaning. Each of the six treatment classes (three vaccines in two replications) yields a mean initial weight, $\bar{x}$ and a mean final weight, $\bar{y}$. The six such pairs of readings could fall on a line, which might or might not have the same slope as the average within-class lines. Whether such a line meets the standard test of significance is tested in line 9. Whether the scatter of the six class means depart from that line more than can be accounted for by chance is tested in line 8 of Table 4. Nefther tests significant in this one laboratory. If line 9 were significant and line 8 not, a presumption would be shown that the adjusted treatment means differed only because the average initial weight of the mice assigned to each class did so, and hence that the nature of vaccine treatment was ineffective. For this conclusion to be appealing, the between-class slope would have to agree with the withinclass slope. This topic is discussed more fully in Section 14.7 of Snedecor and Cochran (10).

A clearer insight into the meaning of the lines of Table 4 can be obtained by reference to Table 5. Line 1 of Table 5 gives the pooled corrected sum of squares and products in all six treatment classes after adjusting for possible treatment effects on the mean values of the initial and three day weights (i.e., assuming that the dependence (regression) of three day weight on initial weight is not affected by the treatments even though the three day expected weights themselves might well
be). Notice that the corrected sum of squares for three day weights, $y^{2}=87.325$, is the sum of the line 3 and line 4 sums of squares of Table 4 , repeated in Columns 6 and 7 of Table 5. The 81.634 then is the variability left over after fitting the best possible common slope line through the mean values of the variates in each of the six classes whereas the 5.691 is the benefit obtained by doing so. Next, assume for the monent that the weights of all mice within each vaccine-replication class were identical. Then we get the same result if we calculate a regression on the six group means as if we use all the data in a single regression. The necessary corrected sums of squares and products are shown in line 2 of Table 5. Again the regression sum of squares and the residual sum of squares agree with the entrics in Column 4 of lines 8 and 9 of Table 4. But, of course, the initial and final weights for every mouse within each vaccine-replication class are not identical. Ignoring that variation and using all the data in a single overall regression yields the sums of squares and products of the third and last line of Table 5. It is easy to verify that the entries in the first four numerical columns of the last line of Table 5 are the sums of the two entries just above each.

In effect then, the first four numerical columns of Table 5 divide the 59 degrees of freedom for a single regression of $y$ on $x$ into 54 for a pooled slope regression allowing for a d山fferent mean for $\overline{\mathrm{x}}$ and $\overline{\mathrm{y}}$ from subclass to subclass and 5 degrees of freedom for a regression of the $\bar{y}$ 's on the F 's. Now, examine the columns of Table 5. The three entries in Golumns 6 and 7, Table 5, each appear in Table 4. The entries in Column

5, Table 5, axe the sums of those in Columns 6 and 7 on the same line. Hence, the corrected sum of squares for $y$ in each line is divided into two parts, one in Column 7 representing failure of a line through the overall mean (lines 2 and 3 ) or a line through each subclass mean but with a common slope (line 1) to account for all of the variation in $y$. The entries in Column 6 are the amounts of sums of squares which are accounted for in each case. The slopes calculated on the basis of Columns 3 and 4 are shown in Column 8. If treatment class were without effect, and if there were no chance variation, the slope calculated from each of the three lines of Table 5 would agree with those of the other two. The observed within-class pooled slope is 0.625 and the slope of the regression of $\bar{y}$ on $\bar{x}$ is 0.194 . Of course neither is close to unity, required for use of mean gains. Moreover, they do not test significant1y different from each other.

A distinction should be noted between the five degrees of freedom in line 2 of Table 5 and the five degrees of freedom in line 5 of Table 4. The former dissects the observed treatment class sum of squares for final weight 17.087 into two parts, one, 0.353 , measuring how well the six class means for final weight fall on a straight line and the other, 16.734, how much they fail to do so. The entry in line 5 of Table 4, 17.8023, measures the overall agreement of the adjusted class mean final weight, that is, after making allowance for variations in initial weights within the one vaccine-1aboratory-replication grouping.

The detailed exposition of the covariance analysis above is only to make the procedure clear. Such a clear understanding is required to exploit the output of the covariance program which is the principal subject of this paper.

Table 1
Types of Statistical Models

| Case | Mean | Deviation | Sum of Squares |
| :---: | :---: | :---: | :---: |
| Undvariate | $\overline{\mathrm{x}}=\left(\Sigma \mathrm{x}_{\mathrm{i}}\right) / \mathrm{n}$ | $d_{i}=x_{i}-\bar{x}$ | $\Sigma_{x} \mathrm{x}_{\mathrm{i}}^{2}-\mathrm{n} \overline{\mathrm{x}}^{2}$ |
| Analysis of Variance | $\bar{x}_{i .}=\left(\Sigma x_{i j}\right) / n_{i}$ | $\mathrm{d}_{i j}=\mathrm{x}_{\mathrm{ij}}-\overline{\mathrm{x}}_{\mathrm{i}}$. |  |
| Regression | $\begin{aligned} & \overline{\mathrm{y}}=\left(\Sigma \mathrm{y}_{\mathrm{i}}\right) / \mathrm{n} \\ & \overline{\mathrm{x}}=\left(\Sigma \mathrm{x}_{\mathrm{i}}\right) / \mathrm{n} \end{aligned}$ | $\mathrm{d}_{\mathrm{i}}=\mathrm{y}_{\mathrm{i}}-\hat{\mathrm{y}}$ | $\Sigma\left(y_{i}-a-b x_{i}\right)^{2}$ |
| Analysis of Covariance | $\begin{aligned} & \bar{y}_{i}=\left(\Sigma y_{i j}\right) / n_{i} \\ & \bar{x}_{i}=\left(\Sigma x_{i j}\right) / n_{i} \end{aligned}$ | $\mathrm{d}_{i j}=\mathrm{y}_{i j}-\hat{\mathrm{y}}_{i}$. | $\Sigma \Sigma\left(y_{i j}-a_{i}-b x_{i j}\right)^{2}$ |

## Notes:

1. Analysis of Variance involves $K \gg 1$ classes.
2. Regression involves regressor varlable.
3. Covariance involves both.
4. For further discussion see text.

Least Square Fit
Day Three on Initial Weight One Vaccinc in One Laboratory

| Morue | Indtin | bay 3 | $\begin{aligned} & \text { Xpected } \\ & \text { Dey } 3 \\ & \text { Walaht } \end{aligned}$ | Deviation $\text { (3) }-(4)$ | Deviation $\qquad$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 43 | 18 | 16.97 | 1, 0334 | 2.0682 |
| 2 | 14,3 | 20 | 17.04 | 82.9597 | 8,7600 |
| 3 | 16 | 15 | 16.82 | -1.8188. | 3.3049 |
| 4 | 16 | 17 | 16.82 | 0.1812 | 0.0328 |
| 5 | 14.5 | 14 | 17.04 | -3.0403 | 9.2432 |
| 6 | 15 | 16 | 16.97 | . 0.9864 | 0.8340 |
| 7 | 25.5 | 17 | 16.89 | 0.1074 | 0.0113 |
| 8 | 16 | 18.5 | 16.82 | -0.3188 | 0.1026 |
| 9 | 16 | 18 | 16,82 | 1.1812 | 1.3953 |
| 10 | 16 | 17.5 | 16.82 | 0.6812 | 0.4640 |
| Man | 15.43 | 16.9 | 16.9 | 0.0000 | 23.3188* |

TADLE 3
Group Kane for One Laboratory Day Thrae Waight: (grams)

Mon Wolohta

| L95 | Rep | Intelal | Fins | Adjuated | Slope |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 15.45 | 16.9 | 16.73 | -0.144 |
| 7 A | 1 | 15.85 | 16.8 | :6.38 | 2.762 |
| Baline | 1 | 15,30 | 17.6 | 17.53 | 0.378 |
| 3 | 2 | 14.80 | 16.8 | 17.04 | -0.364 |
| 7A | 2 | 25.00 | 15.8 | 15.01 | 2.000 |
| saline | 2 | 14.70 | 17.1 | 17.33 | 0.406 |
| Man |  | 15,10 | 10.82 | 16,82 | 0,523 |

Analysis of Covariance*
Day Three Weights for One Laboratory

| Line | Effect | de | Sum Squares | Mean Squere | $\underline{\underline{v}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | Within | 48 | 71.1231 | 1.4817 |  |
| 2 | Bot. Coufs. | 5 | 10.5105 | 2.1021 | 1.4187) |
| 3 | cm Si nes ss | 53 | 81.6336 | 1.5403 |  |
| 4 | cu 81 Red 88 | 1 | 3.6914 | 5.6914 | 3.8411 |
| 5 | Adj. Maini | 5 | 17.802.3 | 3.5605 | 2.4029 |
| 8 | CM Re Res 8 SS | 58 | 99.4359 | 1.1244 | N |
| 7 | CM Rg ked ss | 1 | 4.9766 | 4.9765 | 3.3586 |
| 8 | Dav Bet Cl sl | 4 | 16.7344 | 4.1836 | 2.8235 |
| 9 | Bet Cleas 81 | 1 | . 3931 | . 3931 | . 2383 ) |
| 10 | Total | 59 | 104.412; | 1.7697 |  |

TABLE 5
Regreanion Variability*
Day Three and Indtial Weighte fur One Laboratory

| 810pe | df | - | $x y$ | $2^{2}$ | Rag | Dev | Slope |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pooled | 34 | 14.53 | 9.100 | 87.325 | 5.691 | 81.634 | 0.625 |
| Batween | 5 | 9.43 | 1.825 | 17.087 | 0.352 | 16.734 | 0.194 |
| Ovarall | 59 | 23.98 | 10.925 | 104.412 | 4.975 | 90.430 | 0.455 |
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Note: Recent literature on covariance is extensive but scattered. I know of no comprehensive treatment from a user's point of view.

The REM (remark) statements are locobod at the end or this promom. If the number of items in each data sel is fixed, the symool hi, line 53 must we set to that count. If we nunoer of enories pur set varies then gE9 is used to repardu eacn set. It tho number of items in every entry (or dota set) we bue sane then yiy should de omitted. Missing data are listed az jto. It data is read as ukb then tne progran skips over the mor; and onits it fron the count and degrees or ireedom. The symol iso in output indicates that that quancity was not calculater. rroman datu entry snould negin in line 2235 (tais deletes proran tampe datu).

Select a code number from the four bavius at the and of the prouram. The ( + ) sign is for "yes" and th: (-) sign is ror "no". line following list will assist you in usin, the tublus:
Symbl LOVE LINE

1. How many input data jote are there: a ju
a. How many itens are ther in ach 3. How will the data be notrous jo je lou lyu
 $\mathrm{P} 3=1$ Converts to lojs(s? $\because, 0$ )
4 . Is the transtormed or untraniornea input data to be printers
B $1-0$ 2un
2. (a) aill the printed out,ut include the input datas (b) will the entire output ne orinted, or only certain parts? bj l-0 ku00

- Thich slope will for the w insudd mean?

| 50 | $1-0$ | $<000$ |
| :--- | :--- | :--- |
| Lb | $1-4$ | $\leq 143$ |

ivotis.

1. Two excellent mutually clori yin: texts are: onedecor. j. ii. and Cochran, . U. "Statistical wetn $\mathrm{s}^{\prime \prime}$, oth adition lyol, Cnapter
 cedures oi statistics", loou, Cionter lo.
L. Line program computes (virtually) all of the procedures involving one criterion of classification nd one regression variawle.
2. In adtition, the progran pernits a cnoice or regression coericient for adjusted means including a orior assignment and a test of sifnificunce for the latter.
3. Line progran also permits a wide chosce or (a) source ó deta, (b) transiornation of variates und (c) print out format.
4. If the clussification or tan dau subs is withut uffect on either variata the conmun rerasion is the ampropriate one. If not, the reserences or othur suthorities sanuld je consulted.
o. inile the proyran has beon wriully checket, ansolute accuracy and provision for all contin ancas canot do juaruntued.
5. Wuyestions ror corrections in fiogram or docuitentaion errors or infelicities will ou appreci tea.

COVAR1ANCE
 SYGBOL INDEA

| SYaEOL | WEAVING | LEFINED <br> O．解ND | usinu Hilntid |
| :---: | :---: | :---: | :---: |
| A（J） | Jncorrected sum of $X$ sruared ror Jth daca set． | 2ひU | 935 |
| A | Total uncorrected sum of x syuared． | 430 | 270 |
| $A s(I)$ | Program neadings． | 75 | 30 |
| $3(J)$ | uncorrected sum of profucts． | 5080 | asb |
| 3 | Total uncorrected sum ne products． | 940 | 976 |
| 85 | vode ror selecting printouts． | bu | 140 |
| O（J） | uncorrected sum of $Y$ squarud． | bou | 060 |
| c | Lotal uncorrected sun of．${ }^{\text {S Suared．}}$ | 945 | 900 |
| Cl | Eriective error neun souare ror regression． | 1330 | 1005 |
| CZ | Venterin」 constant for prouran neadin．s． | do | 35 |
| co | Sode selacting data to be rrinced． | 50 | 145 |
| Uも | Ventering constant for data sec neadings． | $3<0$ | $3 \times$ |
| U（J） | Sum of $x$ ror jth date set． | 293 | 645 |
| 1） | Overall（total）sum on X ． | 430 | 970 |
| 11 | Briective error noan sudare for difrerence． | 1335 | $130 b$ |
| D2 | Prior slope（given）． | a | 1040 |
| $E(J)$ | Sum or r ror jth data set． | 000 | 640 |
| $\square$ | Overall（cotal）sum or Y． | 155 | 9\％ |
| El | Reduction sum of squares zor between clusses regression． | 1053 | ن́Só |

whonol occurrences in quotes are disregarded．

SYMBUL INDEX continued.

| SYMBOL | minnimu | OM MEA | rhinled |
| :---: | :---: | :---: | :---: |
| $\because(J)$ | Sovariance dogreos of frodun. | 130 | 1420 |
| F | Overall (total) wicuin ient as of ireedon. | $1+40$ | 1450 |
| U(J) | Sum or deviations squarn: rar jth data set. | 135 | 1420 |
| H(J) | D.F. ior corrected ath ai butares and products. | 065 | 1210 |
| HI | Sua or v.r. for correctad $3: 1,1$ os squares and protucts. | 303 | 1255 |
| 149 | Between coefriciente de rew ol freedoll. | 420 | 1500 |
| $H \$(1)$ | Data set neadings. | 120 | 325 |
| I ( I ) | Transformation symuol for r . | 375 | 770 |
| $J(1)$ | Pransformation symbol fors. | 423 | 430 |
| $K(1)$ | Expected value of y . | い0 | 710 |
| K | Nunber of data suts. | u | 115 |
| L( I ) | Individual deviation spure. | 713 | 735 |
| L | Overall (pooled) suia of sureres witnin lines. | $1+45$ | 1460 |
| L. 1 | ```Gfective 3rror nean squmre fow Y only.``` | 11040 | 1750 |
| L2 | Treatment moan sidure for y onif. | 1043 | 1750 |
| L5 | Code ror slope in wijus.ed oan calculation. | 30 | 9,55 |
| M (J) | Deviution muan sfuare. | 1420 | 1400 |
| is | Residual sun or squares tor common slopu. | 1010 | 1595 |

SYBBOL IWDEX continued.

| SYubil | MEANINO | DEFINED <br> (i.) REAL |  |
| :---: | :---: | :---: | :---: |
|  | vanuer of items in aqual duta sets. | 3 | 30 |
| M( $)^{\text {) }}$ | nctual count (okos nos counted) for Jur untu set. | 300 | 210 |
| is | Overall (total) count. | $y 20$ | 900 |
| 0 | sumi of deviation squared for common regresion rosidual su or squares. | 1015 | 1640 |
| $p(J)$ | Corrected su:a of $X$ squared sor jth data sut. | 000 | 070 |
| $\mathrm{P}^{2}$ | overall corrected sum of x squarea. | -y | 215 |
| P\% | dumer of lines or progran neading. | 30 | 70 |
| $p$ | Lode ror converting $x$ to lugs. | 00 | 4.15 |
| $Q(J)$ | corrected within sun of $X Y$ ror Jth fata sut. | 056 | $0 \%$ |
| $1)$ | Jverall corrected within sua or XY. | ذه | 915 |
| 0 | slope for Wijusted nears (sea code Lb). | - 990 | 1020 |
| R(J) | corr. wituia data set sun os \% squ. | 000 | 900 |
| R | roolve suia of correctert y squares. | ソ 0 | 125 |
| 31 | Sum or deviation sydared from wetwen classes royression. | 1200 | 1506 |
| 12. | Hean square ror deviation ron wetwoon clazjes rayression. | 1230 | 1670 |
| S(j) | Nithin class slope for Jtin data sec. | 035 | 990 |
| 5 | seduction sum of syuaros tur common slopa. | juj | 1510 |
| S1 | Value ror prior slope (see Code Lb) . | 00 | 1020 |
| 32 | Code for input data sourcos ana transrormations. | ju | 340 |


| SYMBOL | :CEANINU | On RLAD | PHINTED |
| :---: | :---: | :---: | :---: |
| TS | Type or study. | 50 | 150 |
| J(J) | Wean of X Ior Jth suta set. | 643 | 705 |
| U | Corre total sum of $x$ squared. | 970 | 1290 |
| Us | Overall mean square for treatment for $X$. | $10<5$ | 15.0 |
| 10 | Overall mean square for rasidual for $x$. | 1520 | 1725 |
| $V(\mathrm{I})$ | Deviation of $Y$ froi ex ectud value ror Jta data set. | 710 | 735 |
| V | correctec total sui. of XY. | 975 | 1010 |
| $W(J)$ | dean or $Y$ for Jta datu set. | 040 | 705 |
| i1 | Corrected lotal sun oi y s mares. | 480 | 1290 |
| $X(1)$ | Ith item of deta for $\lambda$. | 305 | 4.50 |
| $X \$(1)$ | Designation for Ita elunenl oi data. | 015 | 735 |
| $Y(1)$ | Ith item of data fur $\gamma$. | 365 | 975 |
| $Z(J)$ | Rajusted mean of Y for Jta data stio. | 1030 | 1065 |
| 7上) | Duantity not calcuiate. | 005 | 1855 |
| ded | dissiny data. | 470 | 1850 |
| $9 E 9$ | End of one treatment uita set. | 475 | 1345 |

OK. DÃTE FILEV: 07/31/74.

```
LIST 5,245
```

$=\operatorname{DIM} A(35), B(35), C(35), D(32), E(35), F(35), G(35), H(3)$

15 DIM $Q(35), R(3), S(35), T(35), \cup(35), V(3), N(35), X(35)$
20 DIm Y(35), < (32), $\mathrm{Hs}(10), \mathrm{X}(3 \mathrm{y})$
$\angle 5$ ImEAD ON
30 opein 1, "Chrnx"
35 UPEN 2,"Crikivy"
40 OPEN 3,"HELCHRN"
45 D.EA $2,3,0,0,1,1,2$
SO REAL P7,K, HO,S2,C5,B5,L5,IS
b5 LeT $\mathrm{ml}=1 \mathrm{ON}$
$00 \mathrm{LET} \mathrm{SI}=1$
05 LeT D2 $2=1$
70 fiUR I=1 T0 f 1
75 Read as (I)
d0 Clevill (as (I))

90 Nexl I
95 Data"thial"
100 Jala"special test hrom lochran: llifford J. maloney, hh. d., Stat."
105 Jalácochmar Example"
110 Lila"drug a", "drug ij", "urug f"
115 FOR I = 1 TOK
120 aEAD Hs(I)
125 NEXI I
130 PRINT
135 pRINT
140 lr B5>4 linen 305
145 (N C5 (i) Io 150,17u,190,21u,230,250,270,290
150 fRINTTAB4;18;TAS16;"X(I)"; AABLO;"Y(1)"; IAB39;"DEVIAIION";TAB59;
155 RRINIMEV.SUU."
160 rilintrabloz"unirans. X(I) And y(I)"
155 (i0) $\mathrm{T}(\mathrm{O} 305$
170 PRINTIAB4;is;TAB16;"X(I)":1ABCO;"I(1)";1AB39;"DEVIALION";TAB59;
175 PRINT"UEV.SUU."

185 (0) TO 305

195 HRINT"DEV.SUL."

Lub ul 10 305

215 PRIN"DEV.SUU."
220 rikinttabi4;"uniransformed J(I),y(I). (x(I)=LOU J(I) IN pROU.)"
225 (6) TO 305

<35 riRNT"DEV.SUU."

<45 (i) 10 305



## 

520
LEI $A(J), B(J), C(J), D(J), E(J)=0$

ち25 1F S2＝7 THEN り3
כ30 60 T0 54
335 RENIND 3
$540 \mathrm{HOR} I=1$ 「OMI
b45 UN S2 GO 10 55u，265，565，55u，550，b50，55u，b6b
D50 IF Y（I）＝okE IHEN 635
555 IF $Y(I)=9 E 9$ IHEN 640
260 ט（）T0 580
b65 IF I（I）＝8LO IHEN 635
勺7U IF I（I）＝9E9 IHEN 640
$575 \mathrm{LEI} Y(I)=I(1)^{\wedge} 2$
280 LEI $A(J)=A(J)+X(I) \sim 2$
$285 \operatorname{LET} B(J)=B(J)+X(I) * Y(I)$
290 LET $\mathrm{C}(\mathrm{J})=\mathrm{C}(J)+Y(I) へ 2$
$595 \mathrm{LE} \mathrm{L} D(J)=\mathrm{D}(\mathrm{J})+X(I)$
000 LET $E(J)=E(J)+Y(I)$
605 IF SL＝6 Inta 630
OIO IF SL＝7 THEN 630
015 READ（2，U）Xs（I）
620 IF $\mathrm{S} 2=7$ lintin 630
025 U（）T0 635
$030 \operatorname{HEAD}(3,0) \times 5(1)$
635 NEXT I
640 LE＇$W(J)=E(J) / N(j)$
045 LEL $U(J)=D(J) / N(J)$
$05 \cup$ LeE $P(J)=A(J)-\left(D(J)^{*} 2\right) / N(J)$
055 LE $\mathrm{C} Q(\mathrm{~J})=\Delta(J)-(\mathrm{D}(J) \star E(J)) / \mathrm{N}(J)$
060 LEI R（J）＝し（J）－（E（J）へ2）／V（J）
065 LET $H(J)=N(J)-1$
070 IF $P(J)<U . U U U 1$ THEN 685
075 LEI $S(J)=(J(J) / P(J)$
680 U（ T0 090
085 LEA $5(J)=$ 任
690 IF B5＞4 THEIN 330
095 FRINTTAB32；＂COUNI＝＂iN（J）
$100 \mathrm{FOR} I=1 \mathrm{FO} \mathrm{m}$
Oち LET K $K(I)=A(J)+S(J) *(X(I)-U(J))$
$11 \cup$ LEI $V(I)=Y(I)-K(I)$
$715 L E 1 L(I)=(Y(I)-K(I))^{\wedge} 2$
120 ON C5（0）10 $145,70,790,720.745,155,310,750$
125 IF Y（I）＝8t8 RHEN 8 85
130 IF Y（I）＝9E゙У［HEN 830
135 rRINT USIING 76U，XS（I），J（I），Y（I），V（I），L（I）
740 U TO 820
745 IF Y（I）＝8E8 RHEN 825
$750 \mathrm{IF} Y(I)=9 \mathrm{E} 9 \quad[\mathrm{HEN} 830$
755 FRINT USING 760，$X=(I), X(I), Y(I), V(1), L(I)$

765 U0 T0 825
770 IH I（I）＝ IEO THEN 825
175 IF I（I）＝9E9 「HEN 830
780 FRINT USING 76U，XS（I），X（I），I（I），V（1），L（I）
785 טO TO $82 b$
$7901 F \mathrm{I}(\mathrm{I})=\sigma$ OO RHEN $8 \angle 5$
795 IF I（I） 9 9E9 THEN 830
OOU FRINT USING 76U，Xs（I），X（I），I（I）～2，V（I），L（I）
$80500 \mathrm{TO} \$ 25$
810 IF $J(I)=8$ EO CHEN 825


```
1080 PRINT
1085 PRINT
1090 PRINT
1095 PRINTTABCO;"IOTAL SUMS ANL MEANS"
1100 PRINI
```



```
111U PRINTTADO 3:"COUNT"
1115 PRIN USINU \(11 \angle U, \cup, U / N, E, E / N, N\)
```



```
1125 ON \(85 \mathrm{GO} 101130,1225,1220,12 \leq 0,1130,1<25,1 \angle 20,12<5\)
1130 PRINI
1135 PRINTTAJI\%"uncorrecten Su:AS or SQuarts aird produlis"
114 U PRINT
1145 PRINTTABI;"SOURCE"; [AE19;"SUM A-SQ";TAD35;"SJM PRUU."; PABDC;
ll5u PRINT"SUin Y-SQ.";TAB6 3;"COUNT"
1155 PKINI
1100 FOR J=1 10 K
1105 PRINT USINU \(1170, H s(J), A(J), B(J), 心(J), N(J)\)
1170 FIELD (Ad, 3x, 3(1X, F15.4),4X.F3.)
1175 NEX「 J
1180 PRINI
1185 PRINTTAJIo;"CORRECTED sum or SQUAKES AND PROUJCTS"
1190 PKINT
```



```
1200 PHIN「"SU، Y-SU.";TAB6b;"SLOPt:"
\(12 \cup 5\) FOR \(J=1\) JO K
121 J PIN厂 USING \(1<1 \mathrm{~J}, \mathrm{H}(\mathrm{J}), \mathrm{H}(\mathrm{J}), \mathrm{Q}(\mathrm{J}), R(J), S(J)\)
1215 FIELD(1X,F J.,4(1X,F16.0))
1220 NEX[J
1225 ON டう \(9010123 \cup, 1345,123 \cup, 1342,1250,1345,1<30,1345\)
1230 PIINI
1235 PKINTTADく1;"******** WidMON ********"
12.40 PHINI
```



```
1250 PRINE"SUA Y-SQ.";TAB65;"SL!PE"
1255 PKINT USINJ \(121 D, H 1, P, U, R, O / P\)
1200 PRINS
1265 PKINI TADIy;"******** pETいEEN ULASbES ********"
127 JKINT
```



```
1280 PRIN["SUM Y-SU."iTAB65;"SLOPE"
1285 It \(u-\mu<U .0 U U 1\) THEN 1 aUu
1290 PKINI USINU \(121 \%,(N-1)-H 1, U-P, v-Q, w-R,(V-0) /(u-P)\)
\(1295 \mathrm{G}(\mathrm{T}) 1310\)
\(130 \cup\) PRINL USING \(1305,(N-1)-H 1, \cup-P, v-Q, W-R\)
\(13 \cup 5\) FIELD (1X, +3., 3(1X,F16.0))
1310 PRIN厂
1315 PRINTTABL1;"**t***** 10TAL ********"
\(132 \cup\) PHINT
```



| $\begin{aligned} & 1590 \\ & 1595 \end{aligned}$ | LET R2＝R1 <br> PRINT USIN： $1000, H 9, M-L,(m-L) /(H 9),(M-L) * r /(H \nu * L)$ |
| :---: | :---: |
| 1600 | FIELD（＂BEr．COEFr．＂，3x，r3．，3（1X，＋16．0）） |
| 1505 | If Lj＜4 Intiv 1020 |
| 1610 | PRINT USIM $1615,1, K 9, N 9 . \mathrm{K} 9 \times \mathrm{F} / \mathrm{L}$ |
| 1615 |  |
| 1620 |  |
| 1525 |  |
| 1630 | PrINT uSlinu 10 35，1，5，5，5＊\％／L |
| 1635 | FIELD（＂心m sL RED SS＂， 3 X ，r3．，3（1X，r16．0）） |
| 1640 |  |
| 1645 |  |
| 1650 |  |
| 1655 | FILLD（＂Cid rie res SS＂，ox，r3．，3（1X，r15．0）） |
| 1600 |  |
| 1665 |  |
| 1670 |  |
| 1075 |  |
| 1580 |  |
| 1685 | FIELD（＂3E1 LLASS SL＂，XX， 3 ．，3（1X，r16．0）） |
| 1590 | PRINTIABIちゃ＂ |
| 1695 | On 35 Go io 1700，1700，1700，1310，1700，1015，1700，1700 |
| 1700 | Print |
| 1705 | Prinjpablyi＂Stparate variate analyots uf Variance＂ |
| 1710 | $\mathrm{P}_{\mathrm{K}} \mathrm{L}$ WI |
| 1715 |  |
| 1720 | PhIN「＂MEAN SQUAKE＂；TAbo2；＂．．．．r．．．．＂ |
| 1725 |  |
| 1730 |  |
| 1735 | $\mathrm{P}^{2} \mathrm{RINT}$ USHMu 174U，H1，P，U9 |
| 1740 | FIELD（＂RESILJAL（X）＂， X （，r3．，2（1X，r16．\％）） |
| 1745 | PRINT |
| 17 bu |  |
| 1755 |  |
| 1700 |  |
| 1765 | HIELU（＂RESIJJAL（Y）＂，aX，r3．， $2(1 \times$, （16．0）） |
| 1770 |  |
| 1775 | rhini |
| 1780 |  |
| 1785 | PkINT |
| 1790 | PRINTTABII；＂ERROR MEAN SQUARE roin＂；［ab4o；＂RELATIVE EFFICIENCY＂ |
| 1795 |  |
| 1800 | PrINT＂Y UiNLY＂；TAB5o；＂DIFFLne．Nue＂ |
| 1805 | PRINT USINU I GlU，LI，CI，DI，LI／CI，JIM |
| 1810 | FIELD（b（r｜c． $3,2 \mathrm{X})$ ） |
| 1815 | $\mathrm{P}^{2} \mathrm{KINT}$ |
| 1820 | PRINTTAB3u＊＂＊＊＊＊＊＊＊＊＊＊＊＊＂ |
| 1825 | PRINT |
| 1830 | PRINT |
| 1335 | PKINC |
| 1840 | PRINT |
| 1845 | REA gey useu at end of eain dala sel lo siuniry end or set． |
| 1350 | KEM उEO USEU IN DAAA $10 . S I \mathrm{CNIrY}$ MISSING DATA． |
| 1855 | REM IEY USLE IN OUPUI（Quantijy nas nol calculared）． |

186 J REM
1865 KEA
1870 KEA
$18 \% \mathrm{HEM}$
1880 REM
1885 HEM
1390 REM
1890 Ri心
1900 RL 1
$1000 \mathrm{HE} \cdot \mathrm{M}$
191 HEM
1915 Rt： 1
1020 REA
1925 KREM
193i Rt：M
1935 KEA
1940 HEN
1945 KEM
1950 KE M
195 KEM
1900 KEA
1965 rEM
1970 KEM
1975 REA
1980 REM
1985 ktit
1990 REM
1995 KEM
$\angle 000$ REM
2005 RE：
くulu rea
2U15 REM
2020 REA
＜U25 mind
$<030$ hted
2035 kLS
co4U mEM
2045 kLim
$\angle O 5 O$ REH
$\angle 055$ KE． 4
LO60 nER
¿JOS REM
culu RLE
$\angle 075$ ntin
$\angle 080$ REM
$\angle 085$ REM
6090 RES
2095 REM
2100 REA
$\angle 1 O D$ REM


TABLE III
Db＝PRINT UHOICE UODE FMOI LABLE deLon： YES（＋）OR w（－）ron PMINL OUL OF RESULTS．

SUMS；AJ．
SUMS：AJ．URと．Ј． 30 ．
MN：TOTS．

+
-
-
-
+
-
-
-

SEP．VAK． ALT．DSGiN．
+
+
+
+
+
+
+
+

$13,10,18,5,23,12,2,10,1,20,9 E y$ \#REA THIS DATA IS Y ONLY.


## L15I

10 DİGAI
12 URGAZ
14 DtGA3
16 DRGA4
13 UKGAS
$\angle 0$ Digab
$\angle 2$ DRGA
$\angle 4$ DhGA8
$\angle 6$ Drigag
$\angle 3$ UGALO
30 DrGLI
3.2 unguz

34 DRGU 3
30 UhGU4
33 UKGU5
40 UKGU6
42 以HUU7
44 JhGU8
46 DRGU9
43 DUDIO
50 DRGEI
2) LiGez

24 DKGr 3
26 URGr 4
b 3 Urorb
o 1 1ngro
$02 \mathrm{UHGr}^{-7}$
04 UnCr8
06 Dicro 9
o U UUFIO

| J | －．vouvu |
| :---: | :---: |
| 3 | $\checkmark$ |
| o | 2．UJUJUU |
| $\downarrow$ | 0.000000 |
| 12 | 11.00000 |
| 15 | 4.000000 |
| 13 | 13．ưuju |
| 21 | 1． 000000 |
| $\angle 4$ | 8.000000 |
| $\angle 7$ | $u$ |
| $\angle 8$ | ソミシ |
| 30 | $\checkmark$ |
| 33 | 2．Juuvu |
| 35 | 3．unulua |
| 39 | 1．Juoun |
| 42 | 13．0000 |
| 45 | 4．0 Uuvju |
| 43 | 14．unuj |
| 51 | 9.000000 |
| 24 | 1.00000 |
| 27 | 9．unduou |
| 33 | YEY |
| 00 | 13．U0uvo |
| 03 | 1． |
| 06 | 13．uujui |
| 09 | 2．juvuu |
| 12 | 23．Uu uou |
| 15 | 12．unuui |
| 18 | 5．ujuous |
| 01 | 10．000u |
| 04 | 1．Uuvuju |
| ¢7 | 20．Uulu |
| 00 | Yey |


| $\checkmark$ | 11.00000 |
| :---: | :---: |
| 3 | \％．000000 |
| 0 | 5.00000 |
| 9 | 14．0U0VO |
| 12 | 19．000u |
| 15 | $0.0000 \cup$ |
| 18 | 10.00 uou |
| 21 | 6．Uu0uvi |
| $\angle 4$ | 11.00000 |
| $\angle 7$ | 3.00000 |
| 48 | YE9 |
| 30 | 0．03000u |
| 33 | 6．000ulu |
| 36 | 7．00 ujus |
| 39 | 8.000000 |
| 42 | 10.0000 |
| 45 | 8.000000 |
| 43 | 19．UuNu过 |
| り1 | $8.0 \cup 000$ |
| 34 | 5.00000 |
| 27 | 15．OU Uu |
| 23 | yty |
| 00 | 10．000u |
| 03 | 13．00uve |
| 00 | 11. vuuu |
| 09 | $9.0 \cup 0 \cup 00$ |
| 12 | 21．U0Uu过 |
| 75 | 16．00 un |
| 13 | 12．ưuuj |
| 01 | 12．0000 |
| 04 | $7.0000 \cup$ |
| ¢7 | 12.0000 |
| ¢ | 柜 |





ThIAL

$$
\begin{aligned}
& \text { ט! ! : }
\end{aligned}
$$

| DHGAI | 11.000 | －． 00 |
| :---: | :---: | :---: |
| DigGaz | $0.0 \%$ | v |
| drea 3 | －．ソソリ | $\therefore 0.0$ |
| Dithat | 14．0J0 | d．opu |
| DrGab | 1\％．ひひ | 11.00 |
| jugno | －vuu | 4.012 |
| UkGat | 10.000 | 13.000 |
| Dirgad | O．UJj | 1．00 |
| Digag | 11.00 | －Uu |
| DuAlU | S．UU |  |


| DigGli | －．Juo | $\checkmark$ |
| :---: | :---: | :---: |
| DrGuz | 0．000 | 2.00 |
| DrGu3 | 1．JJu | 二．Uル |
| DRGU4 | －Uu） | 1.000 |
| DrGuj | 10.000 | 18．000 |
| טhGu6 | O．UV | 4.00 |
| Dircu 7 | 19．000 | 14．000 |
| Dincug | －．000 | 9．0イ |
| URGUY | 2.000 | 1.000 |
| DuDIU | 12．びく | \％Ulw |

$$
\begin{aligned}
& \text { COM1: 1 } \\
& \text { - 1 • U.90v042 } \\
& .11+1 \times 24
\end{aligned}
$$

$$
\begin{aligned}
& \text { - -. अֻyus. } \\
& \text { 3. 310120 } \\
& .0370 \% 11 \\
& \text { - . . il } 954
\end{aligned}
$$

$$
\begin{aligned}
& \text { • く + ? ? 7 + 1 ) + + } \\
& -3 .+204104
\end{aligned}
$$

$$
\begin{aligned}
& 3.5350 \% \mathrm{U} \\
& .03433 \\
& \text {. いllluひも } \\
& \because 11.57 .25=
\end{aligned}
$$

$$
\begin{aligned}
& \text { - -ul } 31017 \\
& \therefore 04180140 \\
& \text { 6. } 51234091 \\
& \text { - } 0939.25 \\
& 5.90095010
\end{aligned}
$$

Driun i：

OnN． 13

$$
\begin{aligned}
& -3 . \cup 120-30 \\
& \text { * } 2404+64 . \\
& 1.9194010 \\
& \text {-...01! buy } 7.5 \\
& \text { 1.U.2 +54+ =1 } \\
& \text { - un)? 330 } \\
& \text { - } 2 .
\end{aligned}
$$

$$
\begin{aligned}
& \text { - }-20-00140 \\
& \text { - } 1130174
\end{aligned}
$$

| X－Sud | $x$－htid | Y－SU棌 | MEAN | ADJUST．MEAN |
| :---: | :---: | :---: | :---: | :---: |
| 93.00 | \％． 3 u u ujuju | 33. Uus | 5．30000000 | 0.71490346 |
| 100.00 | 10．0uvu0u00 | －1．UJU | 6.10000000 | 6.02393479 |
| 129.00 | 12.00000000 | $1 \angle 2.000$ | 12.30000000 | 10.16110174 |

MOAL BUMS AND AEANS

| SUM－X | MLAN－X | SUM－Y | MEAL－Y | L（OUNI |
| :---: | :---: | :---: | :---: | :---: |
| $322.0 J$ | 10.7333 | ＜37．UJOU | 1．9Uu | 30 |

UNOORRECTED SUAS（or BQUARES ANL rROLUCIS

| SOUREE | SUM $X-50$ | SUG rKuD． | Suid $\mathrm{Y}-\mathrm{SO}$ ． | COUNI |
| :---: | :---: | :---: | :---: | :---: |
| URUS A | 1059．0000 | 0.9 .0000 | 475．000 | 10 |
| URU心 B | 1243.0000 | －15．U000 | 113.0000 | 10 |
| DRUO r | 1805.0000 | 1120．0000 | 1973．WOU | 10 |


| CORRELTED SUMS Or Sudates aido Probuclis |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} \text { D.F. } \\ 9 \\ 9 \\ 9 \end{array}$ | Suin $x-30$. |  | Y | SUli Y－5u． | SLOPE |
|  | 204.1 unuooun | $15<$ | uuju | 194.1 UuOujug | ． 74522293 |
|  | 248． 00000000 | 260 | yu0u | 340.09999999 | 1.06054039 |
|  | 140.9 unuvual | 160 | vueul | 400.10000000 | 1.19440416 |
| ＊＊＊＊＊＊＊＊＊ |  |  | Commin |  |  |
| U．F． | Sun $x-52$. 592.94949999 | SU，XY b8ゃ． 400 000ul |  | SUm Y－SU． 945.09994999 | SLOPe |
| 27 |  |  |  | ．98716331 |




LEVIAIIONS FRON KEGRESSION
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| :---: | :---: | :---: | :---: | :---: |
| DRJG A | 0 | 30.75159630 | 10.09394905 | ． 00935714 |
| URUS B | O | $5 \% .73457741$ | 1.21503468 | ． 43506990 |
| URUG F | ¢ | 259.07158201 | 32．38396ט25 | 1.90497205 |
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| A） | －AIIVTワ® |  | HO | Truncis nutar yo |  |


| SUURCE | J．r． | Sum SuUzin | mint Sujatis | － |
| :---: | :---: | :---: | :---: | :---: |
| CREATMENT $(x)$ | C＇ | 7＜．3006， 1 | $30 .+333335$ | 1．033 ${ }^{\text {cos }}$ |
| RESIUUAL（X） | 27 |  | ＜1．902052．20 |  |
| 1\％LAMENT（Y） | 2 | 203.00000 | 140．duju）un | 3.0831176 |
| MESIUUAL（Y） | $\therefore 1$ |  | －0．395050う |  |


|  |  |  |  |
| :---: | :---: | :---: | :---: |
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|  | $90+16+0 c-1$ | A／lG0／ccolo | 巾\％ |
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ABSTRACT. A $\log$ Rayleigh distributed random variable is considered to be one for which there are numbers $a$ and $b, a \neq 0, b>0$, such that its probability density function is

$$
f(x, a, b)=b(\text { asgna }) \exp (a x-b e x p a x),-\infty<x<\infty .
$$

Formulas for recursive computation of the $n^{\text {th }}$ moment are obtained and a convenient table of constants whose use facilitates the computation is given.

1. INTRODUCTION. In [1] and [2], a certain translation property of the log Rayleigh distribution was presented and used to obtain a simple formula for computing the moments from a small number of numerical constants and parameters of the distribution. In this paper, we derive alternate formulas to those in [1] and [2], which offer a somewhat better method for computing a second set of numerical constants related to the aforementioned set. The second set is also computed recursively, is more tractable to machine computation, and less subject to accumulated errors. A brief table of the altered constants is included. The derivation of the required formulas is self-contained in this presentation and the reader need only refer to [1] and [2] for background information. References [4], . . . , [6] cover related material in recent engineering literature; [7] is a paper on extreme value order statistics which touches on a special case of a log Rayleigh distributed random variable.
(1) A random variable, $X$, is a Rayleigh distributed random variable if there is a constant $b>0$ such that the probability density function (pdf) for $X$ is

$$
\begin{array}{rlrl}
p(x, b) & =2 b x e^{-b x^{2}} \quad, & & \text { for } 0 \leq x \\
& =0 & & \\
& \text { for } x<0 .
\end{array}
$$

(2) $Y$ is a $\log$ Rayleigh distributed random variable if $X$ is a Rayleigh distributed random variable and there is a constant a $\neq 0$ such that

$$
Y=\frac{2}{a} \ln X
$$

It can be shown that the pdf for $Y$ is

$$
\begin{equation*}
f(x, a, b)=b(\operatorname{asgna}) \exp (a x-b \operatorname{expax}),-\infty<x<\infty . \tag{1.1}
\end{equation*}
$$

(3) The moments are

$$
\begin{equation*}
m_{n}(a, b)=\int_{-\infty}^{\infty} x^{n_{f}}(x, a, b) d x, \quad n=0,1,2, \ldots \tag{1.2}
\end{equation*}
$$

Formulas for computing the moments are obtained in Section 3. Section 2 presents some prerequisite material on the Riemann zeta function and on the gamma function and its derivatives.
2. SOME REQUIRED FORMULAS FOR COMPUTING THE MOMENTS. The derivations require a number of equations from [3], which are referred to in the notation of that book. With $\psi^{(0)}(x)$ and $\Gamma^{(0)}(x)$ referring to the digamma and gamma functions, Equation 6.3.1 of [3] is

$$
\psi^{(0)}=\frac{\Gamma^{(1)}(x)}{\Gamma^{(0)}(x)},
$$

or

$$
\begin{equation*}
\Gamma^{(1)}(x)=\psi^{(0)}(x) \Gamma^{(0)}(x) \tag{2.1}
\end{equation*}
$$

Differentiating $\mathrm{n}-1$ times, we obtain

$$
\begin{align*}
& r_{\Gamma}^{(n)}(x)=\sum_{j=0}^{n-1}\left(\left(_{j}^{n-1}\right)_{\psi}^{(n-1-j)}(x) \Gamma^{(j)}(x), n=1,2, \cdots\right. \\
& \Gamma^{(n)}(1)=\sum_{j=0}^{n-1}\left(l_{j}^{n-1}\right) \psi^{(n-1-j)}(1) \Gamma^{(j)}(1) .  \tag{2.2}\\
& \Gamma^{(n)}(1)=(n-1)!\sum_{j=0}^{n-1} \frac{1}{(n-1-j)!} \psi^{(n-1-j)}(1) \frac{1}{j!} \Gamma^{(j)}(1),
\end{align*}
$$

from which

$$
\frac{(-1)^{n_{\Gamma}(n)}(1)}{n!}=\frac{(-1)^{n}}{n} \sum_{j=0}^{n-1} \frac{1}{(n-1-j)!} \psi^{(n-1-j)}(1) \frac{1}{j!} \Gamma^{(j)}(1) \ldots
$$

Equations (6.3.2) and (6.4.2) of [3] are

$$
\begin{align*}
& \psi^{(0)}(1)=-\gamma,  \tag{2.4}\\
& \psi^{(j)}(1)=(-1)^{j+1} j!\zeta(j+1) \quad, \quad j=1,2, \ldots \tag{2.5}
\end{align*}
$$

We will use the notation

$$
\begin{aligned}
& \zeta_{1}=\gamma \quad \text { (Euler's constant) } \\
& \zeta_{n}=\zeta(n) \quad, \quad n=2,3, \ldots \quad \text { (Riemann zeta function). }
\end{aligned}
$$

Substituting (2.4) and (2.5) into (2.3) yields, after manipulating,

$$
\begin{equation*}
\frac{(-1)^{n_{\Gamma}(n)}(1)}{n!}=\frac{1}{n} \sum_{j=0}^{n-1} \zeta_{n-j} \frac{(-1)^{j_{\Gamma}(j)}(1)}{j!}, \quad n=1,2, \ldots \tag{2.6}
\end{equation*}
$$

With

$$
\begin{align*}
& d_{0}=1,  \tag{2.7}\\
& d_{j}=\frac{(-1)^{j_{\Gamma}(j)}(1)}{j!}, j=1,2, \ldots, \tag{2.8}
\end{align*}
$$

(2.6) is

$$
\begin{equation*}
d_{n}=\frac{1}{n} \sum_{j=0}^{n-1} \zeta_{n-j} d_{j}, \forall n=1,2, \ldots \tag{2.9}
\end{equation*}
$$

Since accurate values for the Riemann zeta function, $\zeta(n)$, are available in Table 23.3 of [3], Equations (2.9) and (2.8) permit a recursive computation of $\Gamma^{(n)}(1)$.
Another formula for $\Gamma^{(n)}(1)$, needed in (3.3), can be derived from Equation 6.1.1 of [3] by repeated differentiation.

$$
\begin{aligned}
& \Gamma(Z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t \\
& \Gamma(n)(Z)=\int_{0}^{\infty}(\ln t)^{n} t^{z-1} e^{-t} d t
\end{aligned}
$$

$$
\begin{equation*}
\Gamma^{(n)}(1)=\int_{0}^{\infty}(\ln t)^{n} e^{-t} d t \tag{2.10}
\end{equation*}
$$

3. FORMULAS FOR THE MOMENTS, $m_{n}(a, b)$. From (1.1) and (1.2),

$$
\begin{equation*}
m_{n}(a, b)=\int_{-\infty}^{\infty} x^{n}(\operatorname{asgn} a) \exp [(a x+\ln b)-\exp (a x+\ln b)] d x \ldots . \tag{3.1}
\end{equation*}
$$

Letting $x=(\ln t-\ln b) / a,(3.1)$ becomes

$$
m_{n}(a, b)=a \int_{0}^{\infty}\left(\frac{\ln t-\ln b}{a}\right)^{n} t e^{-t} \frac{1}{a t} d t
$$

With $0^{\circ} \stackrel{D}{=} 1$,

$$
\begin{equation*}
m_{n}(a, b)=\left(\frac{1}{a}\right)^{n} \sum_{j=0}^{n}\binom{n}{j}(-\ln b)^{n-j} \int_{0}^{\infty}(\ln t)^{j} e^{-t} d t \ldots \tag{3.2}
\end{equation*}
$$

From (2.7), (2.8) and the Taylor expansion, about $x=1$, of $\Gamma(x)$, we also have

$$
\begin{aligned}
\Gamma(x) & =\Gamma(1)-d_{1}(x-1)+d_{2}(x-1)^{2}+\ldots \\
& =1+d_{1}(1-x)+d_{2}(1-x)^{2}+\ldots, 0<x<2 .
\end{aligned}
$$

Combining (2.10) and (3.2) results in

$$
\begin{equation*}
m_{n}(a, b)=n!\left(-\frac{1}{a}\right)^{n} \sum_{j=0}^{n} \frac{1}{(n-j)!}(\ell n b)^{n-j} \frac{(-1)^{j_{\Gamma}(j)}(1)}{j!} \ldots \tag{3.3}
\end{equation*}
$$

Using (2.8), this becomes

$$
\begin{equation*}
m_{n}(a, b)=n!\left(-\frac{1}{a}\right)^{n} \sum_{j=0}^{n} \frac{1}{(n-j)!}(\ln b)^{n-j_{d_{j}}}, n=0,1, \ldots \tag{3.4}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
m_{n}(-1,1)=n!d_{n}=(-1)^{n_{\Gamma}}(n)(1), n=0,1, \ldots \tag{3.5}
\end{equation*}
$$

4. SUMMARY AND CONCLUSIONS. With $\zeta_{1}=\gamma, \zeta_{n}=\zeta_{( }(n),(n=2,3, \ldots)$, $d_{0}=1$, and

$$
\begin{equation*}
d_{n}=\frac{(-1)^{n_{r}(n)}(1)}{n!}, n=0,1, \ldots, \tag{4.1}
\end{equation*}
$$

we have derived the formulas

$$
\begin{align*}
& d_{n}=\frac{1}{n} \sum_{j=0}^{n-1} \zeta_{n-j} d_{j}, n=1,2, \ldots,  \tag{4.2}\\
& m_{n}(a, b)=n!\left(-\frac{1}{a}\right)^{n} \sum_{j=0}^{n} \frac{1}{(n-j)!}(\ln b)^{n-j_{d}}, n=0,1, \ldots,  \tag{4.3}\\
& m_{n}(-1,1)=n!d_{n} . \tag{4.4}
\end{align*}
$$

Formulas (4.3) and (4.4) were presented in disquised form in [2]. The forms presented above offer advantages over [1] and [2] in computing $m_{n}(a, b)$. Also, (4.1) and (4.2) together offer a way to compute $\Gamma^{(n)}(1)$ which has not been found in the literature.

We have $d_{1}=\gamma=.5772156649015327$. For $\mathbf{j}=1,2, \ldots, 50$, Table I gives numerical results in computing $d_{j}$.
. 5772156649015327 .9890559953279726 .9074790760808863 .9817280868344002 .9819950689031452 .9931491146212762 .9960017604424375 .9981056937831289 .9990252676219549 .9995156560727774 . 9997565975086013 .9998782713151333 .9999390642064443 .9999695177634821 .9999847526993770 . 9999923744790732 .9999961865894733 .9999980930811309 .9999990464689111 .9999995232106057 .9999997615973444 . 9999998807960191 .9999999403971250 .9999999701982676 .9999999850990354 .9999999925494849 . 9999999962747315 . 9999999981373621 .9999999990686798 .9999999995343395 .9999999997671696 .9999999998835847 .9999999999417923 .9999999999708961 . 9999999999854481 . 9999999999927240 .9999999999963620 . 9999999999981810 .9999999999990905 .9999999999995452 .9999999999997726
. 9999999999998863
.9999999999999431
.9999999999999715
.9999999999999857
.9999999999999928
.9999999999999964
. 9999999999999982
. 9999999999999991
.9999999999999995

The numerical results presented in the Table support the conjecture that $\left\{d_{n}\right\}_{n=0}^{\infty}$ has the limit 1. If this is true, it is easily shown that the relative error in either of the formulas

$$
m_{n}(-1,1) \simeq n!
$$

or

$$
(-1)^{n_{\Gamma}(n)}(1) \simeq \Gamma(n+1)
$$

is zero at $n=\infty$.
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ABSTRACT. Around the turn of the century, K. Pearson introduced the "mean square contingency", $\phi^{2}$, which is a measure of the degree of association between 2 discrete variables. When applied to $m \times n$ contingency tables, $\phi^{2}$ is identical to the usual chi-square statistic divided by the sample size, and in the $2 \times 2$ case, ${ }^{2}$ was identified as the square of the correlation coefficient, $\rho$. [2;282].

For this note, a certain bivariate Bernoulli distribution is developed which explicitly involves the correlation coefficient. The square of the maximum likelihood estimate (MLE) of $p$ is found to be equal to $\phi^{2}$. This allows the use of known large sample distributional properties of MLE's to develop the general distribution of the chi-square statistic and also to develop the type II error of the contingency table test of independence as a function of $\rho$. Several interesting properties of the bivariate Bernoulli distribution are related.

INTRODUCTION: A BIVARIATE BERNOULLI DISTRIBUTION. Let $X$ and $Y$ represent Bernoulli random variables. That is,
$P[X=1]=p_{1}, P[X=0]=1-p_{1}, \quad P[Y=1]=p_{2}$, and $P[Y=0]=1-p_{2}$. If $X$ and $Y$ are independent, the joint probabilities $\pi x y=P[X=x, Y=y]$ are given by $p_{1}{ }^{x} q_{1}^{1-x} p_{2}^{y} q_{2}^{1-y}$, where $q_{1}=1-p$, and $q_{2}=1-p_{2}$.

If $X$ and $Y$ are not independent, then at least one of the cell probabilities (s) $\left.{ }^{\pi}\right)^{\prime}$ ) must differ from the marginal product probability by an amount (say K.) Thus $\pi_{1}=p_{1} p_{2}+K$, but to keep the marginal probabilities unchanged the remaining cell probabilities must be altered so that

$$
{ }^{\pi} 10=p_{1} q_{2}-K, \quad \pi_{01}=q_{1} p_{2}-K \text { and } \pi_{00}=q_{1} q_{2}+K .
$$

This may be written in one of the two forms:

$$
\begin{gather*}
\pi x y=(1-2 x)(1-2 y) K+p_{1}^{x} q_{1}^{1-x} p_{2}^{y} q_{2}^{1-y} ;  \tag{1}\\
\pi x y=(1-2 x)(1-2 y) K+\left[1-x-p_{1}(1-2 x)\right]\left[1-y-p_{2}(1-2 y)\right] . \\
x, y=0,1
\end{gather*}
$$

The two cases are given in tabular form below.

| $x=0$ | $Y=0 \quad Y=1$ |  | $x=0$ | $Y=0 \quad Y=1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{q} 1{ }^{9} 2$ | ${ }^{\mathrm{q}} \mathrm{p}_{2}$ |  | $q_{1} q_{2}+k$ | $q_{1} p_{2}-K$ |
| $x=1$ | $p_{1} q_{2}$ | $p_{1} p_{2}$ | $x=1$ | $\mathrm{P}_{1} \mathrm{q}_{2}-K$ | $\mathrm{P}_{1} \mathrm{p}_{2}+\mathrm{K}$ |
| Independent |  |  | Non-Independent |  |  |

Since $E(X Y)=p_{1} p_{2}+K, E(X)=p_{1}$, and $E(Y)=p_{2}$, it is immediately apparent that:
(2) $\operatorname{Cov}(X, Y)=K$

Notice that since $\operatorname{Var}(x)=p_{1} q_{1}$ and $\operatorname{Var}(Y)=p_{2} q_{2}$, the correlation coefficient, $\rho$, is:
(3) $\rho=K / \sqrt{p_{1} p_{2} q_{1} q_{2}}$

If $\pi x y$ are given by (1) and yield the marginal probabilities $p$ and $p_{2}$ for $X$ and $Y$, then by forming the sum $\pi_{11}+\pi_{00}{ }^{-\pi} 10^{-\pi_{01}}$, we obtain:
(4) $K={ }^{\pi} 11 \pi^{\pi_{0}} 0{ }^{-\pi} 10{ }^{\pi} 07 \quad$ and
(5) $\rho=\left(\pi_{11} \pi_{00}-\pi_{01} \pi_{10}\right) / \sqrt{\left(\pi_{11}+\pi_{10}\right)\left(\pi_{11}+\pi_{01}\right)\left(\pi_{00}+\pi_{01}\right)\left(\pi_{00}+\pi_{10}\right)}$

An examination of the illustration above, indicates that $K$ may never exceed any one of the four quantities $1-p_{1} p_{2}, 1-q_{1} q_{2}, p_{1} q_{2}$ or $q_{1} p_{2}$ and may never be less than $-p_{1} p_{2} ;-q_{1} q_{2},-\left(1-p_{1} q_{2}\right)$ or $-\left(1-q_{1} p_{2}\right)$ since all cell probabilities are bounded by 0 and 1 . Then $p_{1} q_{2}=p_{1}-p_{1} p_{2} \leqslant 1-p_{1} p_{2}$, $q_{1} p_{2}=q_{1}-q_{1} q_{2}<1-q_{1} q_{2}$, etc., so that
(6) $-\min \left(p_{1} p_{2}, q_{1} q_{2}\right) \leq K \leq \min \left(p_{1} q_{2}, q_{1} p_{2}\right)$.

Now when $p_{1}>p_{2}$ then $0<p_{1}-p_{2}=p_{1}-p_{1} p_{2}-\left(p_{2}-p_{1} p_{2}\right)=p_{1} q_{2}-p_{2} q_{1}$ so that $\min \left(p_{1} q_{2}, q_{1} p_{2}\right)=q_{1} p_{2}$. Also, when $p_{1}<q_{2}$, then $0<p_{1}-q_{2}=$ $p_{1} p_{2}-\left(1-p_{2}-p_{1}+p_{1} p_{2}\right)=p_{1} p_{2}-q_{1} q_{2}$ so that $\min \left(p_{1} p_{2}, q_{1} q_{2}\right)=q_{1} q_{2}$.

Then

$$
k \leq \begin{cases}q_{1} p_{2} & , p_{1}>p_{2} \\ p_{1} q_{2} & , p_{1}<p_{2}\end{cases}
$$

(7)

$$
K \geq \begin{cases}-p_{1} p_{2}, & p_{1}<q_{2} \\ -q_{1} q_{2} & , p_{1}>q_{2}\end{cases}
$$

The joint moment generating function (MGF) of $X$ and $Y$ is easily seen to be

$$
M_{x, y}\left(\theta_{1}, \theta_{2}\right)=\left[1-p_{1}\left(1-e^{\theta 1}\right)\right]\left[1-p_{2}\left(1-e^{\theta 2}\right)\right]+K\left(1-e^{\theta 1}\right)\left(1-e^{\theta 2}\right) .
$$

It follows directly that if $X_{i}$ and $Y_{j}$ are distributed as $X$ and $Y$ respectively, if $W=X_{1}+X_{2}+\cdots+X_{n}$, and $X=Y_{1}+Y_{2}+\cdots+Y_{n}$, then

$\exp \left[1 / 2\left(\theta_{1}^{2}+2 \quad \theta_{1} \theta_{2}+\theta_{2}^{2}\right)\right]$,
and therefore W and Z are approximately jointly normally distributed with mean $n p_{1}$ and $n p_{2}$ and correlation coefficient $\rho$.

MAXIMUM LIKELIHOOD ESTIMATES OF $p_{1}, p_{2}$ and $K$. The likelihood equation $L=\pi_{i=1}^{n}{ }^{\pi} x_{i} y_{i}$ is
(8) $L=\Pi_{1}^{n}{ }_{i=1}\left[\left(1-2 x_{i}\right)\left(1-2 y_{i}\right) K+p_{1}{ }^{x i} q_{1}{ }^{1-x i_{p_{2}}}{ }^{y i} q_{q_{2}}^{1-y i}\right]$.

Differentiation of $\ln L$ with respect to $p_{1}, p_{2}$ and $K$ yields the following
set of equations:

$$
\frac{n_{00}}{n_{00}}-\frac{n_{10}}{{ }^{n_{10}}}=0
$$

(9)

$$
\begin{aligned}
& \frac{n_{00}}{\pi_{00}}-\frac{n_{01}}{\pi_{01}}=0 \\
& \frac{n_{00}}{\pi_{00}}-\frac{n_{11}}{\pi_{11}}=0
\end{aligned}
$$

where $n_{x y}$ represents the number of observations for which $X=x, Y=y$. The solution of (9) is:

$$
\begin{align*}
& \hat{p}_{1}=\bar{x} \quad \hat{p}_{2}=\bar{y}  \tag{10}\\
& \hat{k}=\left(n_{11} n_{00}-n_{10} n_{01}\right) / n^{2}
\end{align*}
$$

If equations (10) are consistent, then from a result of Chanda [1] they are the unique MLE of $p_{1}, p_{2}$ and $K$. We will demonstrate consistency. Let

$$
I_{i}^{x y}= \begin{cases}1, & x_{i}=x, \\ 0, & y_{i}=y \\ 0, \text { otherwise }\end{cases}
$$

Then $E\left(n_{00} n_{11}\right)=E\left[\varepsilon_{i} I_{i}^{00} \Sigma_{j} I_{j}^{11_{j}}\right]=n(n-1)\left(p_{1} p_{2}+k\right)\left(q_{1} q_{2}+K\right)$ and $E\left(n_{10} n_{01}\right)=n(n-1)\left(p_{1} q_{2}-K\right)\left(q_{1} p_{2}-K\right)$. Thus $E\left(n_{11} n_{00}-n_{01} n_{10}\right) / n^{2}=$ $(n-1) K / n$ so $\hat{K}$ is asymptotically unbiased. Similarly, (the algebra is inordate) $V(\hat{K})=K^{2}(n-1)(2-n) / n^{3}+K\left(q_{1}-p_{1}\right)\left(q_{2}-p_{2}\right)(n=1)^{2} / n^{3}+p_{1} p_{2} q_{1} q_{2}(n-1) / n^{2}$, and neglecting terms of order greater than $1 / n$,
(11) $v(\hat{K})=\left[-K^{2}+K\left(q_{1}-p_{1}\right)\left(q_{2}-p_{2}\right)+p_{1} p_{2} q_{1} q_{2}\right] / n$.

Therefore; $\hat{K}$ is a consistent estimate of $K$. It follows from [1] also that $\hat{p}_{1}$, $\hat{p}_{2}$ and $\hat{K}$ possess a multivarjate normal distribution. We may then, for large samples, assume that $\hat{R}$ is normally distributed with mean $K$ and variance $V(K)$ given by (11). More precisely, $\sqrt{n}(K-K) / \sqrt{n V(R)}$ is asymptotically $N(0,1)$.

THE ASYMPTOTIC DISTRIBUTION OF $\hat{\rho}$. To obtain the MLE for $\rho$ we note that $K=\rho \sqrt{p_{1} p_{2} q_{1} q_{2}}$ is a one to one transformation from $K$ to $\rho$ since the Jacobian of the transformation $u_{1}\left(\theta_{1}\right)=p_{1}, u_{2}\left(\theta_{2}\right)=p_{2}$, and $u_{3}\left(\theta_{3}\right)=$ $K / \sqrt{p_{1} p_{2} q_{1} q_{2}} \quad i \sqrt{\theta_{1} \theta_{2}\left(1-\theta_{1}\right)\left(1-\theta_{2}\right)}>0$. Therefore from ( 9 ) we have,

$$
\begin{equation*}
\hat{\rho}=\frac{n_{11} n_{00}-n_{01} n_{10}}{n^{2} \sqrt{\hat{\beta}_{1} \hat{\beta}_{2} \hat{\theta}_{1} \hat{q}_{2}}} \tag{12}
\end{equation*}
$$

That (12) converges stochastically to $\rho$ follows from a theorem of Slutsky $[2 ; 255]$ (since $\sqrt{p_{1} p_{2} q_{1} q_{2}}$ converges stochastically to $\sqrt{p_{1} p_{2} q_{1} q_{2}}$ ) and from the result of the last section,

It is interesting to note that $\hat{\rho}$ may be written
(13)

$$
\hat{\rho}=\frac{n_{11} n_{00}-n_{01} n_{10}}{\sqrt{\left(n_{11}+n_{10}\right)\left(n_{10}+n_{00}\right)\left(n_{00}+n_{01}\right)\left(n_{01}+n_{11}\right)}}
$$

and that $|\hat{\rho}|$ is the well known phi coefficient which is used to estimate the "degree of association" in $2 \times 2$ contingency tables [2].

To obtain the distribution of $\rho$ note first that from the result of the preceding section, approximately,

$$
\begin{equation*}
\sqrt{n}\left[\frac{n_{1} n_{00}-n_{10} n_{01}}{n^{2} \sqrt{p_{1} q_{1} p_{2} q_{2}}}-\rho\right] \quad \sim N\left(0, \frac{n V(\hat{k})}{p_{1} p_{2} q_{1} q_{2}}\right) . \tag{14}
\end{equation*}
$$

Since $\sqrt{\bar{x}(1-\bar{x}) \bar{y}(1-\bar{y})} / \sqrt{p_{1} p_{2} q_{1} q_{2}}$ converges stochastically to 1 , then combining this with (14) it follows from a result of Cramer [2; 254] that, asymptotically,

$$
\sqrt{n}(\hat{p}-p) \sim N\left(0, n \vee(\hat{k}) / p_{1} p_{2} q_{1} q_{2}\right)
$$

Thus for large samples, $\hat{\rho}$ is approximately normally distributed with mean $\rho$ and variance,
(15) $V(\hat{\rho})=\left[1-\rho^{2}+\rho\left(q_{1}-p_{1}\right)\left(q_{2}-p_{2}\right) / \sqrt{p_{1} p_{2} q_{1} q_{2}}\right] / n$

THE LARGE SAMPLE DISTRIBUTION OF THE $2 \times 2$ STATISTIC. If we denote the $2 \times 2$ chi-square statistic by X'2 $2 \times 2$, then from (13) we have

$$
\text { (16) } n \hat{\rho}^{2}=x^{2} 2 \times 2 \text {. }
$$

From (14) and (16) it follows that approximately for large samples,
(17) $x^{2}{ }_{2 \times 2} \sim[n \vee(\hat{\rho})] . x^{-2}{ }_{1}\left(p^{2} / V(\hat{\rho})\right)$,
where $x^{-2}{ }_{\nu}(\theta)$ represents a non-central chi-square random variable with $v$ degrees of freedom and non-centrality parameter $\theta$.

APPROXIMATION FOR THE TYPE II ERROR OF THE $2 \times 2$ TEST. The type II error of the $2 \times 2$ contingency table test may be computed for large samples from (15) and (17), but it is easier to use the normal distribution of $\rho$. For example, the .05 critical value for the chi-squared test with 1 degree of freedom is appnoximately 3.841. Then, for moderately large samples, we may write

$$
\begin{aligned}
& B=P\left[\chi_{2 \times 2}^{2}<3.841 \mid \bar{\rho} \neq 0\right], \text { or } \\
& B=P[\sqrt{n} \hat{\rho}<\sqrt{3.841}]-B[\sqrt{n} \hat{\rho}<\sqrt{3.841}] .
\end{aligned}
$$

Notice that if $p_{1}=1 / 2, p_{2}=1 / 2$ then $V(\hat{\rho})=\left(1-\rho^{2}\right) / n$. This is an interesting special case because the variance is not dependent on $p_{p}$ or $p_{2}$ and because $K$ has the largest range of possible values (see (6) and (7)). For this case we have $-1 / 4<K<1 / 4,-1<p<1$, and

$$
\begin{aligned}
& \beta=P\left[N(0,1)<\left(\sqrt{3.841}-\rho \sqrt{n} / \sqrt{1-\rho^{2}}\right)\right]- \\
& P\left[N(0,1)<(-3.841-\rho \sqrt{n}) / \sqrt{\left(1-\rho^{2}\right)}\right] .
\end{aligned}
$$

In order to indicate the amount of error associated with the approximation given in this section, the following tables compare the actual type II error obtained from (1) and

$$
\left(n_{00}, n_{01}{ }^{n}, n_{10}, n_{11}\right) \quad \begin{array}{cccc}
{ }^{n}{ }_{000} & { }_{0}^{n_{01}} & { }^{n_{10}} 10 & { }^{n_{11}} \\
011
\end{array},
$$

with the approximate values obtained from (18) and (15) for several cases. Notice that by changing the values of $p_{1}$ and $p_{2}$ to $1-p_{1}$ and $1-p_{2}$, respectively or by changing only one of $p_{1}$ or $p_{2}$ along with the sigh of $\rho$ as given below, the tables may be used for ${ }^{2} 4$ separate cases each (the symmetric case $\mathrm{p}_{1}=\mathrm{p}_{2}=1 / 2$ excepted). This may be seen from (15) and (7).

PROBABILITY OF ACCEPTING HO: $\rho=0$
COMPARISUN OF APPROXIMATE VALUES WITH EXACT VALUES
$p_{1}=1 / 2 ; \quad p_{2}=1 / 2 ; \quad \underline{n}=25$


PROBABILITY OF ACCEPTING Ho: $\rho=0$
COMPARISON OF APPROXIMATE VALUES WITH EXACT VALUES


PROBABILITY OF ACCEPTING Ho: $\rho=0$
COMPARISON OF APPROXIMATE VALUES WITH EXACT VALUES

$$
\begin{aligned}
& p_{1}=3 / 4 ; \quad p_{2}=3 / 4 ; \\
& p_{1}=1 / 4 ; p_{2}=1 / 4 ; \quad n=25
\end{aligned}
$$

$\alpha=.1$
$\alpha=.05$
$\alpha=.01$

*Change the sign of $p$ to obtain the table of values for: $p_{1}=3 / 4 ; p_{2}=1 / 4$ or $p_{1}=1 / 4 ; \quad p_{2}=3 / 4$

$$
\text { PROBABILITY OF ACCEPTING Ho: } \rho=0
$$

COMPARISON OF APPROXIMATE VALUES WITH EXACT VALUES

$$
\begin{aligned}
& p_{1}=.9 ; \quad p_{2}=.9 \\
& L^{*}=Z_{d} \leq L^{*}=L_{d} \\
& p_{1}=.1 ; p_{2}=.1{ }^{n=25} \\
& \alpha=.05 \quad \alpha=.01 \\
& \text { tACT } \\
& \begin{array}{l}
.998 \\
.972 \\
.926 \\
.857
\end{array} \\
& .764 \\
& .523
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
.478 \\
.342 \\
.278 \\
.224
\end{array} \\
& \because \quad 0 \\
& p_{1}=.9 ; \quad p_{2}=.9 \\
& \begin{array}{c}
a= \\
\text { APPROX }
\end{array} \\
& \text { APPROX EXACT } \\
& \begin{array}{l}
.998 \\
.908 \\
.800 \\
.776
\end{array} \\
& \begin{array}{r}
.776 \\
.547
\end{array} \\
& .547 \\
& \begin{array}{r}
.423 \\
.316
\end{array} \\
& .229 \\
& .165 \\
& .121 \\
& .092
\end{aligned}
$$

$$
\begin{aligned}
& * \text { Change the } \operatorname{sign} \text { of } \rho
\end{aligned}
$$

Introductory Remarks Made by Frank E. Grubbs, Conference Chairman

The Iwentieth Design of Experiments Conference in Army Research, Development and Testing marks a very significant milestone for Statistical Methods in the Army. As we look back over all the conferences, it is easy to see that we owe the greatest of debts to Sam Wilks for his vision in getting Army statisticians together on a yearly basis for the common good of all. Indeed, we have benefited much from our twenty conferences, and I don't see now how we could have gone through the years without them. Do you? Every time, I have gone home with a new view of statistics in the Army, the papers by our University friends have kept us up to date and provided good summaries of timely accomplishments, and we have been motivated to either attack old problems with new vigor or to address new pressing problems. We have not stuck to the title, "Design of Experiments," in all detail, but that is good. The field changes fast and we must always move on to new things or areas, for example, reliability, to mention one. I could go on and on concerning the good these conferences have done, and Churchill Eisenhart has covered much of that so well anyway, so I'11 stop on this point now. But I: must mention that the success of these conferences would not have been so great were it not for our most dedicated friend, Francis Dressel, who as we all know deserves a vote of thanks at this time for his effective, continuing contributions.

Now I would like to not introduce but name people at the head table that we know so well and have enjoyed association with over the years in our design conferences.

We now turn to the Samuel S. Wilks Memorial Medal.
The Samuel S. Wilks Memorial Medal Award, initiated jointly in 1964 by the U. S. Army and the American Statistical Association, is administered by the American Statistical Association, a non-profit, educational and scientific society founded in 1839. The Wilks Award is given each year to a statistician and is based primarily on his contributions to the advancement of scientific or technical knowledge In Army statistics, ingenious application of such knowledge, or successful activity in the fostering of cooperative scientific matters which coincidentally benefit the Army, the Department of Defense, the U. S. Government, and our country generally.

The Award consists of a medal, with a profile of Professor Wilks and the name of the Award on one side, the seal of the American Statistical Association and name of the recipient on the reverse, and a citation and honorarium related to the magnitude of the Award funds. The annual Army Design of Experiments Conferences, at which the Award is given each year, are sponsored by the Army Mathematics Steering Committee on behalf of the Office of the Chief of Research, Development and Acquisition, Department of the Army.

Previous recipients of the Samuel S. Wilks Memorial Medal include John W. Tukey of Princeton University (1965), Major General Leslie E. Simon retired (1966), William G. Cochran of Harvard University (1967), Jerzy Neyman of the University of California, Berkely (1968), Jack Youden (1969) retired from the National Bureau of Standards and deceased, George W. Snedecor (1970) retired from Iowa State University, Harold Dodge (1971) retired from Bell Telephone Laboratories, G.E.P. Box (1972), University of Wisconsin, and II. O. Hartley (1973), Texas A. and M. University.

With the approval of President Jerome Cornfield of the American Statistical Association, the Samuel S. Wilks Memorial Medal Committee consisted of Bob Bechhofer (Cornell University), George Box (University of Wisconsin), Joe Cameron (National Bureau of Standards), Fred Frishman (Internal Revenue Service), Oscar Kempthorne (Iowa State University), Albert Madansky (Great Neck, N. Y. ), Bill Pabst (Retired from the Navy), Les Simon (Major General, Retired) and of course the esteemed chairman, Stu Hunter (Princeton University). What an array of Intelligentsia to select the 1974 Wilks Medalist!

The 1974 Wilks Medalist was born in 1904 in Williamsport, Pennsylvania. He secured a Bachelor of Science degree and a Masters degree in Chemical Engineering from the Massachusetts Institute of Technology in 1925 and 1926. He later studied briefly at the University of Berlin and at Harvard. After a short stint as a teacher, he became a research associate In the Evaluation of School Broadcasts at Ohio State University and later a research associate with the Princeton Office of radio Research. It was during this period that he began his acquaintance with S . S. Wilks and the statistical fraternity at Princeton. During World War II, he was employed as a statistician with the Manhattan Project in Oak Ridge, Ternessee. From 1947 onwards he has been a private consultant to the food, steel, chemical and pharmaceutical Industries. For a period he was also a consultant to the U. S. Army at the Signal Research Laboratories at Fort Monmouth, New Jersey. He has also been a consultant for Consumers! Union, helping with organizing, planning and analysis of its comparative experiments. He is a member of the Cancer C1inical Investigations Review Committee of the National Cancer Institute and has served as a consultant the the Office of Alr Pollution. He was Chairman of the Gordon Conference on Statistics in Chemistry and Chemical Engineering in 1954, and collaborated with W. J. Youden and S. Lee Crump in the early establishment
of these annual conferences. He was Chairman of the Section of Physical and Engineering Sciences of the ASA in 1959. He has published widely in the JASA, Biometrics and Technometrics, has been a contributor to the Berkeley Symposia and to journals in the engineering professions. He co-Authored with F. S. Wood the text "Fitting Equations to Data" (1971) and he is currently completing a manuscript on the design and analysis of industrial experiments. This latest manuscript, although still unpublished, is already recognized for its novel contributions to the organization and interpretation of factorial experiments. He was the R. A. Fisher Memorial lecturer to the joint meetings of the ASA and IMS in 1971, and the W. J. Youden memorial lecturer for the American Society for Quality Control in 1974. He was one of the original associate editors of Technometrics. He is a fellow of the American Statistical Association and of the Institute of Mathematical Statistics. He has attended and contributed to many of these Army Design of Experiments Conferences. He is well known to us for his unique talks and commentaries, and listerners are assured of an entertaining as well as education experience whenever he speaks at a meeting. He is most adept at combining theory to the positive solution of practical problems, and is perhaps the Nation's most outstanding statistical consultant to the engineering and industrial sciences.

Now, the winner of the 1974 Wilks Medalist will be announced by Jerry Cornfield.

CUTHBERT DANIEL RECEIVES THE 1974 SAMUEL S. WILKS MEMORIAL MEDAL
The Presentation of the Award Made by Jerome Cornfield, President of the American Statistical Association

The following citation was read:
"To Cuthbert Daniel in recognition of his outstanding contributions to the applications of statistics in the sciences, for his researches in the novel uses and interpretations of factorial designs, and for his vigor in stimulating rewarding colloguy at statistical meetings."

ACCEPTANCE REMARKS OF CUTHBERT DANIEL ON RECEIVING THE SAMUEL S. WILKS MEMORIAL MEDAL FOR 1974

Mrs. Wilks, President Cornfield and fellow Statisticians: -
Like many others, I was helped by Sam Wilks from the moment of my first meeting him. He arranged for my first real contact with statistics in 1944 by asking a young member of his gorup at Princeton (A.Mood) to tutor me. Although younger than I, Sam was my Dutch Uncle and advisor many times over the next 25 years.

Wilks was the first of a long line of statisticians who have given me aid. I think that for my case the award should have added to its present inscription, the words "with a little bit of help from his friends." A great deal, actually. Allan Birnbaum (who both named and linearized the half-normal plot), Henry Scheffé (whose memoranda over 22 years I have just found in four file folders all labelled Scheffé, Current), Gus Haggstrom (who has worked manfully to keep me more honest than I had planned to be), and Fred Wood (who is a difficult colleague because of his insistence on getting everything right), are only four of the most helpful of my colleagues.

I thank you, then, and accept with full recognition of my past and continuing dependence on my statistical friends.


[^0]:    "The thing that particularly annoyed Sam about pure mathematicians was their snobbishness about pure mathematics and, worse, their success in generating the same sort of snobbishness in every mathematically talented student that came along. Sam was a very even tempered man but this was a subject that could summon loud indignation from him. He belleved that for reasonably even balance in the development of mathematics a substantial proportion of the most talented students should go into mathematical statistics, mathematical physics, applied mathematics, econometrics, etc. As it was, he believed that pure mathematics preempted over nine out of ten of the most talented students thus completely deforming mathematical progress in the United States. In his later years he maintained that it was impossible for him to persuade enough sufficiently promising college graduates to undertake work in statistics at Princeton and therefore he had to go to Britain and Canada to find good students whose attitudes had not been corrupted by pure mathematicians in the United States." (MOOD 1965, 953-954)

    When Sam completed the requirements for his M.A. in mathematics at the University of Texas in 1928, Professor Dodd encouraged him to pursue further study of mathematical statistics at the University of

[^1]:    *Exclusive of references incorporated in footnotes in support of statements there and not otherwise relevant to Wilks.

[^2]:    ${ }^{\dagger}$ The short pulse generating equipment is described in great detail in "Pins-to-Case Short Pulse Sensitivity Studies for the Atlas PC Switch," FIRL report I-C3410 produced for Picatinny Arsenal.

    Most of the material in this section is taken directly from "Short Pulse Testing of EED's," a paper by R. H. Thompson given at the 8th Symposium on Explosives \& Pyrotechnics at The Franklin Institute, Phila., Pa. in Feb. 1974.

[^3]:    fiote: All energies calputed using a resistance of 1.83 ohws

[^4]:    *The "Bruceton" test we refer to is a test of the type described in "Statistical Analysis for a New Procedure in Sensitivity Experiments," a report submitted by the Statistical Research Group, Princeton University, to the National Defense Research Committee July 1944.

[^5]:    ${ }^{1}$ R. E. Kinsler, "Conditional Kill Probabilities for Single Fragment Impacts on Components of the Soviet KRAZ-214 Truck (U)," Ballistic Research Laboratories Memorandum Report No. 1995, July 1969, DDC AD504240L, CONFIDENTIAL

[^6]:    4Gertsbakh, I. B., Kordonsky, Kh. B., "Models of Failure," Springer-Verlag, New York, 1969

[^7]:    ${ }^{5}$ Bolotin, V. V., "Statistical Methods in Construction Mechanics," Stroyizdat, 1965

[^8]:    ${ }^{6}$ Dixon, Wilfrid J. and Massey, Frank J. Jr., "Introduction to Statistical Analysis," 2nd Edition, McGraw-Hill Book Company, Inc., 1957, Chapters 9 \& 14.
    ${ }^{7}$ D. V. Huntsberger, "Elements of Statistical Inference," Second Edition, Allyn \& Bacon, 1967, Chapter 2.

[^9]:    *B.V. Gredenko "Theory of Probability"

[^10]:    
    
    
    
    
    
    

[^11]:    "It, should be mentioned that the casp of rore than one failure in : two hour test is still to be treated as one fajure in this approach. In other wordi, either the system functions property or fails at the end of the two hour test.

[^12]:    * $P\left(B / A_{i}\right)$ for a test success if given by the $A_{i}$ cell values. If this second test had been a failure then $P\left(B / A_{i}\right)$ is given by (1-Ai).

[^13]:    *See Appendix B for Computer Program

[^14]:    

[^15]:    *Available from IEEE
    345 East 47th St.
    New York, N.Y. 10017

[^16]:    IThis effort was initially formulated as part of DNA/DCA joint PREMPT Program.

