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FOREWORD

Professor Karl Pearson wrote the following statement, "The field of
acience is unlimited; its material is endleas, every group of natural
T , phenomena, every phase of social life, every stage of past or present

b | ' development is material for science." If any one field of sciencea

exemplifies these remarks, it is the field of statiatic;T;;;;;.papera

in these Pf;ceedings indicate a few areas where statistics and the
deaign of experiments are helping the Army solve some of ite many
problems. Weapon system analysis is just one of those fields where

2 : statistics plays an important role. §Zg_§p;ng this out, we quote a

. paragraph by Dr, Frank E. Grubbs which appears in the Engineering

{ Design Handbook: DARCOM=P 706~101. "Chapter 21 brings us to the

| increasingly important topics of reliabillity, life testing, availability
and maintainability of systems, and reliability growth. There is hardly
any weapon system today which cen or should ¢scape analyses in terms of
these fields of interest, and the analyst must be highly competent in

i L evaluations associatel with life-time or failure distributions such as

the exponential, the Weibull, the lognormal, and the binominal probability
distributions. Statistical testing for high relisbility and safety of
gystems is introduced in Chapter 21, as well as a brief account of
reliability growth. A major topic, and current effort, concerning systems
today is that of being able to place confidence bounds on the true,

unknown reliability of complex systems; accordingly, coverage of the more

:i ' recent and accurate techniques is given for the practicing analyst, Finally,

reliability now is often one of the major or sole, characteristics of some
k| : weapon systems, and hence may represent a prime activity for the systens

;ﬂ é analyst in many applications of his knowledge." P
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Except for the Nineteenth Conference on the Design of Experiments in

Army Research, Development and Testing, which was conducted at Rock

Island Arsenal, Rock Island, Illinois, the first twenty-two meetings

of this series of aymposia were held on the east coast, The concentration
of Army installations in this area played a key role in selecting the

hosts for these meetings. The Army Mathematics Steering Committee (AMSC)
sponsora these confetences on behalf of the Office of the Chief of Research,
Development and Acquigition., Members of the subcommittee on Probability
and Statistics, whose responsibility it is to organize the Design
Conferences for the AMSC, had some misgivings about holding the twenty-third
meeting on the west coast. But these doubts were dispelled by the facts
that the number of attendees as well as the number of contributed papars
matched those of the east coast meetings. One anomaly did occur., Instead
of having one fourth of the contributed papers classified as clinical,

in the California meeting nearly one half were in this category.

The host { r the twenty-third Design of Experiments Conference was the

U. S. Army Combat Development Experimentation Command, Fort Ord, Califorunia.
Excellent facilities for holding this meeting on 19-21 October 1977 were
provided by the Naval Postgraduate School. Dr. Marion R. Bryson, acting

for the host for the conference, served as Chairman on Local Arrangements.
He was asasisted in this task by Mr. John E. Banks and several other members
of his staff. Those in attendance are grateful to them for go ably carrying
out the many tasks that needed to be handled before and during the couras

of a meeting of this size.
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The five nationally known invited speakers together with the titles
of their addresses are listed below. These gentlemeh gave those in

attendance an opportunity to hear about recent developments in the

field of statistics.

Speaker and Instlitution Area of Talk
Prof. H. 0. Hartley Analysis of Unbalanced
Texas A&M University Experiments
Prof. Norman Breslow Censored Data

University of Washington

Prof, Rupert Miller The Jackknife: Survey
‘Stanford University and Applications

Prof. Donald P, Gaver Estimation of Complex System
Naval Postgraduate School Avallability

Prof, G. E. P, Box

Time Series Modelling
University of Wisconsin

Dr. Churchill Eisenhart was recipient this year of the Samuel S. Wilks
Memorial Medal., He richly deserves this honor for his scientific
contributiors. He has played many important roles in the conducting

of these conferences. At this meeting there were forty-two contributed
papers., Twenty-two of these were classified as technical and the rest
were presented in clinical sessions. Ninety-six persons registered for
the conference, but there were one hundred and eighteen individuals

who attended the opening session.

The members of the AMSC are duly aware of all the effort that goes into
making these conferencas such memorable aevents. Their thanks go to

all these in attendance. The speaskers in particular need recognitica

for all the time they spent in preparing and delivering their interesting
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1 papers. Dr. Frank E. Grubbs and Professor Herbert Solomon, who |l
! respectively served as Program Chairman and Chairman of the conference, ]
é {
. are to be congratulated for gutfding to conclusion aziother succeseful I
! !
i scientific meeting. “
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AGENDA

THE TWENTY-THIRD CONFERENCE ON THE DESIGN OF EXPERIMENTS IN

0800-0900
0900-1015

1015-1045

ARMY RESEARCH, DEVELOPMENT AND TESTING

19-21 October 1977

Host: Combat Developments Experimentation Command

Held at: Naval Postgraduate School

whkkk  Wednesday, 19 October wwkkk
Registration - Lobby of Ingersoll Hall
GENERAL SESSION I -- Ingersoll Hall, Room 122
CALLING OF THE CONFERENCE TO ORDER

Dr. Marion R. Bryson, Chairman of Local Arrangements, U.S.
Army Combat Developments Experimentation Command, Fort Ord,
California

WELCUMING REMARKS

BG Donald F. Packard, Commander, U.S. Army Combat
Developments Experimentaticn Command

RAOM Isham W. Linder, Superintendent, U.S. Naval
Postgraduate Academy

CHAIRMAN OF SESSION I

Dr. Frank E. Grubbs, Program Committee Chairman, Aberdeen
Proving Ground, Maryland

ANALYSIS OF UNBALANCED EXPERIMENTS

Professor H.0. Hartley, Director, Institute of Statistics,
Texas A&M University, College Station, Texas

BREAK
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g i ; *xide  Yednesday wrwkw
3 | 1045-1200  CLINICAL SESSION A -- Ingersoll Hall, Room 271*
| CHAIRMAN . i

& ' Ropert L. Launer, U.S. Army Research Office, Research :
k. : . Triangle Park, North Carolina : '

PANELISTS

, .
& Gerald Andersen, U.S. Army Materiel Development and Readiness
! Command, Alexandria, Virginia
1 i
| Frank E, Grubbs, Aberdeen Proving Ground, Maryland !
|

H.0. Hartley, Institute of Statistics, Texas AiM
University, College Station, Texas

MOEs FOR DIVISION LEVEL MODELS ?

= John H. Shuford and CPT Fredrick H. Knack, White Sands } 3
b - . Missile Range ‘ -

ANALYSIS OF RATIO DATA FROM FIELD EXPERIMENTATION
CPT Brian Barr, Fort Ord

} 1045-1200  CLINICAL SESSION B -- Room 322

) CHATRMAN

Edward W. Ross, Jr., U.S. Army Natick Research and Devel-
opment Command, Natick. Massachusetts

PANELISTS

Norman Breslow, Department of Biostatistics, University of
Washington, Seattie, Washington

Walter D. Foster, Armed Forces Institute of Pathology, ! 3
Washington, D.C. ' ' ;

Douglas B. Tang, Department of Biostatistics and Applied
Mathematics Division, Walter Reed Army Institute of Research,
Washington, D.C.

* A1l sessions will be held at Ingersoll Hall. !
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! :

PHYSTOLOGICAL AND PERCEPTUAL ADAPTION TO SUSTAINED AND
MAXIMAL WORK IN YOUNG WOMEM

' ; D. Kowal, D. Horstman, and .. Vaughn, Army Research Institute
. of Environmental Medicine, Vatick

g Z ANALYSIS OF WELL BEING AND OPERATIONAL EFFICIENCY IN A LABO-
RATORY SIMULATION OF A FIELD ARTILLERY FIRE DIRECTION CENTER

L.E. Banderet, LCOL J.W. Stokes, Army Research Institute of .
y | : Environmental Medicine, Natick !

1045-1200 TECHNICAL SESSION 1 -~ Room 288 -- CURVE FITTING
CHAIRMAN

Norman L. Wykoff, U.S. Army Jefferson Proving Ground,
Madison, Indiana

., THEORY OF LEAST CHI-SQUARE FOR POLYNOMIALS: IMPLICATION
FOR DESIGN OF EXPERIMENTS

Richard L. Moore, U.S. Army Armament Research and
Development Conmand

SIMPLTFIED CONSTRUCTION OF HASIS FUNCTIONS FOR POLYNOMIAL SPLINES
J.J. Heimbold, Mark Resourcts Incorporated
VALT PARAMETER IDENTIFICATION FLIGHT TEST

Robert L. Tomaine, Wayne H. Bryant, Ward F. Hodge, Langley
Directorate

1 1200-1300  LUNCH ;
“ 1300-1500  CLINICAL SESSION C -- Room 71 :

CHAIRMAN

Harold Larson, U.S. Naval Pestgraduate Schoul. Monterey,
California

PANELISTS

Donald P, Gaver, Operations Aralysis Department, Naval
Postgraduate School, Monterecy, California
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ke kRk wednesday %Rk kokw

vames R. Moore, Ballistic Research Laboratory‘ Aberdeen
Proving Ground, Maryland

|
y ' |
: Malcolm Taylor, Ballistic Research Laboratory, Aberdeen l
Proving Ground, Maryland |

|

|

EXPERIMENTAL DESIGNS FOR SENSITIVITY E/PERIMENTS OF COMPUTER
SIMULATION MODELS

Car! E. Bates, U.S. Army Concepts Analysis Agency |

ON VALIDATING MISSILE SIMULATIONS: FIELD DATA ANALYSIS
VIA TIME-SERIES TECHNIQUES

Donalg W. Sutherlin, Redstone Arsenal, and Naim A. Kheir,
University of Alabama .

aBAZISTlCAL VALIDATION OF PROJECTILE/MISSILE SIMULATION E
DELS

Harold L. Pastrick, Redstone Arsenal
1300-1500 CLINICAL SESSION D ~-- Room 322

CHAIRMAN

Douglas B. Tang, Department. of Biostatistics and Applied
Mathematics Division, Walter Reed Army Institute of Research,
Washington, D.C.

PANELISTS

Robert E. Bechhofer, School of Operations Research and ;
Industrial Engineering, Coriell University, Ithaca, New York

Badrig Kurkjian, Mathemctical Sciences, University of Alabama
William S. Mallios, BDM Services Company
ANALYSIS OF VARIANCE OF MULTIVARIABLE FLIGHT TEST DATA

James S. Hayden, U.S. Army Aviation Engineering Flight
Activity
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Kkdeded wednesday dedr i

TOPICS IN THE ANALYSIS OF YARIANCE: SELECTION OF A MODEL
AND APPROPRIATE SUMMARY STATISTICS

- Frederick H, Steinheiser, Jr,, and Kenneth 1. Epstein,
i Army Research Institute for the Behavioral and Social Sciences

STATISTICAL DESIGN AND ANALYSIS OF UNDERGROUND STRUCTURES TESTS

Jon D. Collins and Eugene Sevin, Defense Nuclear Agency
1300-1500 TECHNICAL SESSION 2 -- Room 288 -- EXPERIMENTAL DESIGN

CHAIRMAN

Beatrice Orleans, Naval Sea Systems Command, Washington, D.C.

_ EXPERIMENTAL DESIGN FOR TESTING EFFECT OF INGESTING CRUDE-
3 : FIBER ON PLASMA ZINC LEVELS IN HUMAN VOLUNTEERS

Walter D. Foster, Armed Forces Institute of Pathology, and
Barbara F. Harland, Food and Drug Administration

THE ANALYSIS OF PARTIALLY FACTORIAL EXPERIMENTS

il w7 o e SR el B e el M I b L . S rts o B SO T e LB Tartn, 2

John R. Burge, Walter Reed Army Institute of Research
CONSIDERATIONS IN DESIGNING MANPOWER EXPERIMENTS
Gus W. Haggstrom, Rand Corporation |
1500-1530 BREAK
1530-1700 CLINICAL SESSION E -- Room 271
CHATRMAN

S e

: : James R. Moore, Ballistic Research Laboratory, Aberdeen
- ; Proving Ground, Maryland

¥ ; PANEL1STS

s et A e 10 BT i i e o =i o B T o

Robert E. Bechhofer, School of Operations Research and
Industrial Engineering, Cornell University, Ithaca, New York

Norman Breslow, Department of Biostatistics, University of
Washington, Seattle, Washinjton
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1530-1700
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vk e v wednesday el e e

H.0. Hartley, Institute of Statistics, Texas A&M University,
College Station, Texas

FIELD EXPERIMENT DESIGN RISK UNDER PRACTICAL CONSTRAINTS

MAJ ngrence T. Sughrue, Fort Ord

FIELD VERIFICATION OF RADIATION CHARACTERISTICS OF RADARS
J.L. Farris, U.S. Army Missile R&D Command

CONSTRUCTION OF CONFIDENCE LIMITS IN NONLINEAR REGRESSION

Charles Maxson Greeniand, Systems Assessment Office
Edgewood Arsenal, Maryland

CLINICAL SESSION F -- Room 322

CHAIRMAN

James Banks, Army Research Institute, Arlington, Virginia
PANELISTS

George E.P. Box, R.A. Fisher Professor of Statistics,
University of Wisconsin, Mxudison, Wisconsin

Bernard Harris, Mathematics Research Center, Madison,
Wisconsin

Malcolm Taylor, Ballistic Research Laboratory, Aberdeen

Proving Ground, Mary1and -~

COMPUTING THE DFY'INITE INTEARAL ON A PROGRAMMABLE CALCULATOR
D.W. Rankin, White Sands Missile Range

‘
A FRESHMAN ERROR CAN BE FATAL OR I'M NOT SURE ABOUT BEING
95 PERCENT SURE

Norman Wykoff, U.S. Army Jefferson Proving Ground‘

LASER VELOCIMETER DATA INTERPRETATION BY HISTOGRAM AND
SPECTRAL ANALYSIS :

Warren H, Young, Jr., James F. Meyers, and Danny R. Hoad,
Langley Directorate, Hampton, Virginia

xvi
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v 1530-1700 TECHNICAL SESSION 3 -- Room 288 -- STATISTICAL MODELLING I

4 CHAIRMAN
! : :
] b Carl B, Bates, U.S. Army Ccnceots Analysis Agency, Bethesda,
| . Maryland
':J % RANK ANALYSIS OF A CONSTRAINED GROUND-TO-AIR DETECTABILITY
'i ] EXPERIMENT
'ﬁ‘ ; Carl T. Russell, U.S. Army Operational Test and Evaluation '
 § Agency
- METHODS OF RESOLVING UNDER-IDENTIFICATION IN STRUCTURAL DESIGN
Will1am 5. Mallios, BDM Services Company
~i ? 1830~ SOCIAI. HOUR AND BANQUET -- Herrmann Hall, El1 Prado Room
wkhxw  Thursday, 20 October Wik '
0830-1000 CLINICAL SESSION G -- Room 271 %
' CHAIRMAN i
‘ Walter D. Foster, Armed Forces Institute of Pathology, i
Washington, D.C. { 4
| .. PANELISTS 3
fé , George E.P. Box, Mathematics Research Center, Madison, ; !
- ; Wisconsin i
.;:. : Churchill Eisenhart, Senior Research Fellow, National Bureau § :
B : of Standards, Washington, D.C. i
ﬂ} ? Bernard Harris, Mathematics Research Center, Madison, y
11 Wisconsin

THREE DIMENSIONAL CURVE FiTTING TECHNIQUES TO EXPRESS
SUPPRESSION AS A FUNCTION OF RANGE AND ASPECT ANGLE

MAJ Chaunchy F. McKearn and SP5 David Brown, Fort Ord ﬂ

xvii
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SEEEICTION‘EOUNDS IN LINEAR CALIBRATION: HETERQSCEDASTIC
S

C.C. Peck and L.A. Hopkins, Letterman Army Institute of
Research

0830-1000 CLINICAL SESSION H -- Room 322
CHATRMAN

Langhorne P. Withers, U.S. Army Operational Test and Evaluation
Agency, Falls Church, Virginia

PANELISTS

Gerald Andersen, U.S. Army Materiel Development and Readiness
Command, Alexandria, Virginia

Donald P. Gaver, Operations Analysis Department, Naval
Postgraduate School, Monterey, California

-.E William S. Mallios, BDM Services Company

ESTIMATING PRODUCT RELIABILITY IN A DYNAMIC MARKET SITUATION
WHEN ONLY FAILURES ARE REPORTED

| Leonard R. Lamberson, Wayne State University

CRITERION-REFERENCED JOB PROFICIENCY TESTING: A LARGE
SCALE APPLICATION

M{1ton H, Mater and Stephen F, Hirshfeld, U.S. Army Research
& Institute for the Behavioral and Social Sc1ences

0830-1000 TECHNICAL SESSION 4 -- Room 288 -- MAN-MACHINE INTERFACE
CHATRMAN

g | ' J. Bart Wilburn, Jr., I&M Granch, U.S. Army Electronics
: Proving Ground, Ft. Huachuca, Arizona

ANALYSIS OF MAN-MACHINE INTZRFACE INFORMATION IN CURRENT
COMMUNICATIONS SYSTEMS \

R.J. D'Accardi and H.S. Bernett, U.S. Army Electronics
Commend, C.P. Tsokos, University of South Florida
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HIGHLIGHTS OF CASE STUDIES IN MILITARY OPERATIONS RESEARCH

William 5. Mallios, R.D. Batesole, D.R. Leal, and T.Q. Tran,
BDM Services Company

1000-1030 BREAK

1030-1200 TECHNICAL SESSION 5 ~- Room 288 -- STATISTICAL MODELLING II ;
CHAIRMAN

_ Diane Brown, Combat Developments Experimentation Command, i
i : Fort Ord, California i

ERRORS IN LINEAR FITS DUE TO FUNCTION MISMATCH AND NOISE WITH
SPLINE APPLICATION

G.W. Lank, H.B. Kendall, and P.A. Gartenberg, Mark Resources
Incorporated

e, S

P2
THE FACTS OF LIFE
N’

S. Goodman, A. McGoldrick, K. Heulitt, U.S. Army Armament
3 Research and Development Command

1030-1200 TECHNICAL SESSION 6 -- Room 277 -- RELIABILITY 1
CHAIRMAN

gl o i, PR

¢ John Robert Burge, Walter Reed Army Institute of Research,
| ; Washington, D.C.

CONFIDENCE INTERVALS FOR RELIABILITY GROWTH ANALYSIS

Larry H. Crow, U.S. Army Materiel Systems Analysis Activity

A SENSITIVITY EVALUATION OF LARGE SCALE TACTICAL SYSTEM
AVATLABILITY UNDER VARYING SUPPORT RESOURCE LEVELS

R St R 1, LA e

! ; R.A. Hall and H.M. Bratt, Ames Research Center

l 1030-1200 TECHNICAL SESSION 7 -- Room 322 ~- RELIALBILITY II
| : :

i . CHAIRMAN

[ Donald Leal, BDM Services Company
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1200-1300
1300-1515

1515-1545
1545-1700

rdedde Thursday 0 ek ok o

USE OF LOGNORMAL CONFIDENCE OF THE RELIABILITY FUNCTION IN THE
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ANALYSIS OF UNBALANCED EXPERIMENTS

H. 0. Hartley
Texas AGM University
College Statinn, Texas 77843

1. Introductiun

The title of this talk is rather general; and I should explain,
therefore, that it is really confined to a limited number of aspects
of the area covered by the title., I am restricting myself to so-called
"multiple factor" experiments, that is experiments in which "responses"
are measured under experimental "conditions' described by specifying
the "levels' for each of several "factors." The well~known "factorial
experiments" represent a special case of a balanced and multiple factor
experiment in which precisely one (or precisely an equal number of)
experimental unit(s) is (are) used at all possible combinations of factor
levels. An unbalanced experiment will have unequal numbers of units
(including zero units) exposed at the possible factor-level combinations.

There are two main causes of unbalance:

(1) Experiments originally designed as balanced experiments have
become unbalanced through "accidents." The best known
examples are the so-called "missing value" or "missing plot"
sltuations in which the response for a number of units entered
into the experiment has been lost or has been rejected as an
“outlier" generated by extraneous error-sources. Other
"accidents" lead to the '"censorship" or "grouping" of some or
all of the responses., This means that these responses are
not known "exactly" but are known to lie within certain ranges
of the response and measurement scale. For other situations

of unbalance describad as "incomplete data' see e.g., Hartley
and Hocking (1971). '

(i1) The unbalarnced data have not arisen from a designed experiment
but are the results of an operational study involving multiple
classifications of sampled units by numerous factors invariably
leading to unequal representations of the "cells" (factor-level
combinations) and usually involving many zero-cells.

Finally, our concept of "analysis" is here confined to the problem
of estimating the parameters in a linearly additive model postulated for
the data. More specifically, we shall be concerned with the so-called
mixed analysis of variance model. Briefly in this model, the observed
response is the sum total of a mean response plus additive effects con~-
tributed by "effect conastants" of the applied levels uf the "fixed factoras"
plus the random “effect variables" of the applied levels of the "random

factors." This model is illustrated by the examples of Sectioun 2 and
mathematically defined in the Appendix.

——

PIRTRPRN

s B




In limiting our present objectives to the estimation of parameters,
we omit the important aspect of the drawing of inferences from the data.
However, we do not omit to stress that in the case of (ii) when unbalanced
operational data are analyzed the drawing of inferences of a causative
nature is particularly hazardous and requires the examination of potential
; "latent variables'" (see e.g., Box (1966), Hartley (1967)) causing spurious
input-response relatlonships.

! 2, Illustrative Examples of Unbalanced Data

Before turning to the mathematical details of the estimation theory,
it may be helpful to illustrate the concepts of Section 1 by examples.
These sxamples illustrate the various sources of unbalance. At the same
time they recapitulate the waell-known concepts of "fixed factors" and
"random factors"in analysis of variance.

Example 2.1. (0. L. Davies (1956) pp. 296-297).
- : We quote from Davies.

i The following 13 an example nf an experimental design of
b genaral utility in many fields. It relates to the testing of
nine aluminum alloys for their resistance to corrosion in a
. chemical plant atmosphere. Four sites in the factory were

! chosen, and on each of them a plate made from each alloy was
» exposed for a year. The plutes were then submitted to four

i observers, who assessed their condition vimually and awarded
i marks to each from 0 to 10 according to the degree of resist-
f: ance to attack. The observers worked independently and the |
! plates were submitted to them in random order; in other words

& the observers did not assess all plates from one site at the

- same time, '..., The aim of the experiment was to decide which,

; 1f any, of the alloys were suitable for use in the factory,

g and especially to select any found to be suitable on all the

| sites. It was also required to know whether the four observers
¥ agreaed in their relative assessmeats.

Basically the experiment is a balanced 9 x 4 x 4 factorial in which
plates from 9 aluminum alloys are exposed at ecach of four different
plant sites and these are inspected by each of four observers. The
mixed ANOVA model (not spelled out by Davies) that appears to underlie
his analysis is as follows:
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Yi0s = BeoOTE of ith alloy on sth site tested by oth obmerver,

=R ——

L u = mean score
N,
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o, = differential effect constant of ith alloy (fixed factor)

b° = affect variable of oth observer (random factor)

¢, = effect variable of sth site (random factor)

W - interaction variable of ith alloy by sth site (random factor)

= arror.
i0s r

Note that the sites are considered random variables since inferences
are desired for the plant as a whole and not just for the experimental
sites., It seems reasonable that a random interaction variable between
sites and alloys is provided (which is rightly used as the valid error
for comparing alleys) but that intersctions between observers and alloys
or observers and sites are regarded negligible. The above experiment is,
of coursge, balanced and the standard analysis consequential to the above
model 1s given by Davies., In realistic situations unbalance may easily
arise through "accidents" such as certain scores getting lost or becoming
invalid. We should, however, point out that the so-called '"missing value
analysis" is strictly speaking correct only if all factors are fixed.
However, the data may be analyzed by the method given in Appendix 1.

Example 2,2. (0. H, Pfeiffer (1964)).

This i8 an experiment to evaluate the performance of swivel hook-
type cross chain fasteners of tire chainas. Again the experimental design
was balanced as described by Pfeiffer. Briefly, the test comprised 8
"wheel-blocks" in the form of the 8 tires of the 4 rear dual wheels and
these "blocks'" were regarded as a factorial arrangement of three 2-level
factors, viz. "front duals" versus 'rear duals," '"right duals' versus
"left duals", and outside wheels versus inside wheels. Within each
"block" the 3 "treatments’ consisted of 3 "clusters" of three different
types of hook fasteners, each cluster comprising 4 individual fastenere.

The main response measured for each fastener was the log of its miles to
failure.

Turning then to the factors, the type of fastener is clearly a fixed
treatment factor and the individual fasteners a random repetition factor
from the population of fasteners of each type but tested within a "cluster"
on the wheel. The tires are also a rzndom factor since inferences must
not be restricted to the particular set of 8 tires used in the test but
they have positional "main treatments' superimposed in the form of the
above 23 factorial. Pfeiffer uses (we think conservatively) the tire x
type interaction as an error which, of course, also includes any poaition X
type interaction. This decision is proved correct since the tire X type
mean square is virtually identical with the within type mean square.

In this experiment unbalance aroae through accidental censorship:
Certain fasteners had not failed when the experiment was terminated at
425 miles. Since the missing values are all known to exceed log 425, the
customary missing value analysis (which assumes that the missing values




are a random selection from the experimental responses) is not appropriate.
Likewise the analysis of the observed miles to failure as an unbalanced

, experiment is not appropriate as it would disregard the censored information.
1 An appropriate analysis would be an iterative EM algorithm consisting of

' the following steps.

STEP (E): For each missing.value compute its conditional expectation, E,
given that it exceeds the value § = log 425, This is given by

Ewyu+ g §-=—r—x— . [2] -
= L j

where

QO

~~
of

g

p = iterative estimate of the cell mean for the misaing value
computed from the current estimates of the linear ANOVA
model, '

| [y

02 = {terative estimate of the within cell variange,

b and Z( ), Q( ) are respectively the standard normal ordinateg and tail area.
! : The assumption of an approximate normal within cell distlibutéon of log
miles to fallure requires checking. \

. STEP (M): Using all values of E computad by [2] along with thé observed
s log miles to failure records, compute the customary balanced ANOVA estimates
: of all terms in the additive ANOVA model and return to STEP (E).

The aymbol (M) of the sccond step stands for Maximum Likelihood estima-
tion and the term EM algorithm was introduced by Dempster, Rubin and Laird
(1977). Earlier accounts of the algorithm are given by Hartley (1958) and
Hartley and Hocking (1971).

&

Example 2.3. (R. Bell (1963) p. 623).

"This paper presents a typical analysis of service practice

. | firing results and indicates the significance of these results

(- in the Surveillance Program. An exauple of the evaluatfion of the
annual service practice firings for the Honest John Rocket is
pregented.

l

. : "934 Firings of Rocket 762MM: M3l Series, conducted for troop
= . training and other purposes by both United States and NATO Eiring
= 3 units have been considered. The purpose of this atudy was to

- . investigate the overall accuracy performance of the M3l rocket

. : system when fired by troop units and to establish 1f there is any
indication of a deterioration of this accuracy performance with
increasing age of the M6 series roclet motors of these M1l series ,
rockets,"
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More specifically the operational data bank used in the study
consisted of all firings during 6 years (1958-63) by 3 launchers
(289, 386, 33) using rocket motors of varying ages (1-, 1 to 27, ...,
7 to 87). The 6 x 3 x 8 factorial table was by necessity unbalanced
with many "zero cells."” Among other sources of unbalance there was a
tendency of the older rocket motors to be more heavily represented in
the later years. The data were acquired operationally over the years
and the analysis here carrled out was not originally planned.

Of the three factors both the 3 launchers and the 8 ages are fixed
but there may be some question as to how the 6 years should be treated.
Inferences are obviously required for the period subsequent to that
covered by the data bank and there may be doubt as to whether conditions
in 1958 to 1963 should be regarded as a random sample of those prevailing
in future years. However, if such a proposition 18 accepted, the analysis
of Appendix L could he applied to obtain estimates of the age and launcher
contrasts and their interaction as well as estimates of components of

variance attributable to year to year variation, the year X age, and the
year X launcher interactions.

If therc 18 some doubt about the representativeness of years 1958
to 1963 of future conditions; no useful inferences can be made unless
a time series model can.be formulated.

3, Relation Between Varivus Methods in Balanced and Unbalanced Data
Analysis

As 1s well known the analysis of variance of balanced factorial data
makes a distinction between the so-called '"fixed factors' and '"random
factors." These concepts were introduced in Section 1 and illustrated in
Section 2 by three examples, The same distinction must be made when
analyzing unbalanced data. In the two-way table below we distinguish two
ma'n types of ANOVA's, namely (1) an analysis in which all factors (except
tlie error) are fixed which is contrasted with (ii) the so-called mixed
ANOVA, a situation where some factors are fixed but others are randon.

The so-called all random model i1s included in this case as one in which
the only fixed parameter is the mean response. Of course (1) is also a

special case of (11), namely the case in which th. ouly random factor is
the error,

The row headings in the table are (a) balanced data and (c¢) unbalanced
data, but an intermediate situation (b) is provided in which the data are
"almost balanced" (notably missing value situations). In the body of the
table we give very brief descriptions of the appropriate analysis but would
amplify these as follows:
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TABLE 1

Relation Between Various Methode in Balanced

e T T e

and Unbalenced Data Analysis %

(1) | (1)

A1l Facters Fixed Some Factors Fixed
Some Random

(a) Balanced ANOVA or regression ANOVA and estimation !
' Data analysis on dummy of components of !
variables variance !
(b) Almost Missing value formulas Missing value formuias,
Balanced ANOVA = ML EST's, heuristic ANOVA
Data tests approximate approximate
(c) Unbalanced Regression analysis on Mixed model ANOVA
. Data dumny variables, components of variance :
: Exect Max., Likelihood estimation, :
A estimation and hypothesis Estimation of constants,
tests Max. Likelihood ‘
Minque ‘

Present Method
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(1) (a) If the random (equal variance) error is the only random factor,
the data are of the form of a linear model y = X8 + e with the
design matrix X consisting of 0, 1 "dummy variables." After
reparameterization of B8 (to make X non-singular) the regression
analysis is identical with the balanced data ANOVA provided we
adopt the accepted hierarchy of factors main effects followed
by two factor interactions, etc.

, (1) (¢) The same applies to the case of all factors fixed unbalanced
| data banks except that the reparameterization is more dependent
; on the adopted hierarchy in which the factors are ordered.

(1) (b) This caae is separated from (i)(c) in that it is often a
computational advantage to reduce the case of almost balanced
data to that of balanced data by a missing value EM type
algorithm,

(11) (a) The simultaneous estimation of effect-constants and components

of variance in a balanced ANOVA is well documented in the 3
" ; statistical literature. The (unbilased) eatimation procedure ;
L ) may, however, lead to negative estimates of variance componenta
- : for which various remedies are advocated.

(11) (b) It should be stressed that the customary missing value estimates
are M.L, estimates only for the all fixed factor models, Therefore
an accurate treatment must reduce this case to (ii)(c).

. ' (11) (c) This is the most general situation and a computationally convenient
o : method is described in Appendix 1 which follows. Note that all six
3 : situations (1) (a), (b), (c); (11)(a), (b), (c) could be regarded as

= : special cases of (ii)(c). ,

3 ; Before turning to a more detailed discussion of (1i){c) in Appendix 1,
& ' we should stress that it does not cover unbalance through censorship and an ,
2 : E-algerithm should be adjoined to the M.L., estimation treatment briefly 1
‘ ' referred to in Appendix 1. k
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APPENDIX l+

A SIMPLE ‘SYNTHESIS®--BASED METHOD OF VARIANCE COMPONENT ESTIMATION
by -

*
H, 0. Hartley , J. N. K. nao+ and Lynn Lngtto‘

1. Introduction

Two of us (HOH and JNKR) have recently had occasion (see Hartley and
Rao (1977)) to consider components of variance estimation techniques in .
data banks arising from sample aurQeye. Such data banks differ from those
encountered in experimental designs in that the “numbeg ;t observations'",
n {in our case the numbe; of elementary sampling unitl).is excaedingly large.
We have therefore been prompted to ssarch for computationally efficient
mathods for the estimation of components of variance when n is large and

the algorithm here described involves a computational effort (as mecsured

by the numbar of products) which is a linsar function of n and this is

generally regarded as computationally highly efficient. While our
algorithm is new the statistical method of cstimation we employ ia not,
In fact it rxepresents a specisl case of C. R, Rao's (1971) MINQUE (with

Ve lI), It is also identical (Communication by S. R. Searle) with a special

*n. 0. Hartley, Institute of Statistics, Texas ASM Univeraity

+

+ N, K. Rao, Carleton University, Ottawa

b

Lynn yauqcto. Quantitative Management Scienc¢n, University of Houston

-+

A shortened version of Appendices 1 and 2 will be published in Biomatrics.
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case of the first iterate solution of the REML equations of Corbeil and

Searle (1976) whose algorithms appear to involve much larger computational
efforts (proportional to n2). The computational efforﬁlis aleo consider-
ably less than that involved in the M,L. estimation by Hartley and Rao
(1967) which 1is still fairly laborious inspite of the improvewments
through the W~transformation by liemmerle and Har;ley (1973).
Inspite of its computational simplicity the estimation procedure has
nuiarous "optimality properties”. Apart from being a lpecial case of
MINQUE other properties are established in Section 6 and the asymptotic
| consistency is proved in the Appendix under fairly general conditions.
The consilstency of our estimator makes it conveﬁient as a starting point
for a single M.L. cycle to obtain asymptotically fully efficient estimatas.
Finally we ¢atablish simple conditions for the cltiﬁlbility of all
variance components by our mathod (sce Soction 6). In this contaxt we
observe that with other methods (such as the Henderson 3 method (Henderson
(1953)) or the Abbreviated Doolittle and squars root mcéhod (sce e.3.
Gaylor, Lucas and Anderson (1970)) estimability depends on tha subjective
ordering of the compouents (Buch as with the Porward Doolittle procadure)
and if the ordering is unfortunate the method may fail to yileld estimates
for eartain.componon:s while with a diffefent ordering (not attempted) all

components may well be eatimable.




2.  The Mixed ANOVA Model
Employing the currently used notation wa write the mixed ANOVA model
in the form |
. e+l
y = Xo + 151 Uibi (1)
vhere

y 48 an n x 1 vector of observations,

X is an n x k matrix of known coefficients,

¢ 1s a k x 1 vector of unknown coﬁstantl,

U1 is an n x B, natrix oflo. 1 coefficients,

b, is an m, x 1 vector of normal variables from N(0, 021).
Specifically Uc+1 " In ane bc+l is ;n n-vector of "crrorhvuriablcs".
Moreover the design matrices Ui have precisely one valu, of 1 in each of
their rows and all other coefficients 0, We denote by m = S m, the
total nunbaer of random levals. =

We may assume without loss of generality that

X'X=1

‘for 1f (2) is not satisfied we may orthogonalize X by a Gram Schmidt

orthogonalization process with a consequential reparameterization of a
omitting any linearly depandent columns in the Gram Schmidt process.
Usually the first column of X is tha column vector with all elements =
1/"x. lIé is the objactive of the method to compute estimatas of the

variance components ozi and the vector a.

3. The Present Method

The essence of the present method is to

(%) Select c+l quadratic forme Qj(y) 15 the plunahtu of y.
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(b) Use the method of synthesis (Hartley (1967), Rao (1968)) to

oo i -

obtain the coefficients kji in the formulas for E(Qj) in the

P v Nl eoaiined]

oL

form

o+l

(c) Estimate o2 by equating the computed Q, to their expectations
1 A

L

i Q. ARG |~ LD Lamd e o o

i.e. by inverting the system (3) to compute the vector 02 with

- B

elements ;21
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a? = €q(y) ' “)

i from the vector S(y) with elements Qj(y) where K = (kji) with

[ rank to be discussed in Section 6 and 7.

| (d) Replacing any negative elements of 52 by 0, with consequences to

! : be discussed in Section 7.

¥ ' . We now give more details for (a), (b) and (c)
% (a) The Qj(y) will be based on contrasts which do not dupena on

- any elements of a. Accordingly we_orthogonalize all Ui matrices

on X and construct matrices Vi orthogonal on X as follows: De~
| note by u(t, 1) the tth column vector of U1 and by x(r) the rth

column vector of X then the columns v(t, i) of Vi are given by

k
v(t,1) = u(t,i) - ¥ =x(r) {x'(r)u(t,1)}
rm]

i or o (5)
1 . - - ' .
Vi Ui XX Ui'

We nov choose the c+l quadratic forgn Qj(y) as

Q,(y) - y'Vjvjy ~ (V5y)'V'y =1, couy cHl | (6)

(b) It follows from the mathod of synthesis (see Hartlaey (1967),




; with

(c)

.1inearly dependent.

J. N. K. Rao (1968) that

ctl
E Qj(y) - 121 k“czi

M

kyg = E (V] u(e, )" (V) u(t, 1))

Now since v(t,j) is orthogonal on any x(p) (&;g. since

\ 4
v'(r,3)x(p) = 0) we can write the kji in the alternative form

k;u - E (v5 v(t.i))'(v:"v(t.i))

: (®
- I ' (1,3) v(e,1))2
showing that kij - kji'
An slternative form of kji is .
_ kji - er{cvjvg)(vjvi)}. o E (9

We shall show in Section 6 that the symmetrical matrix K = <kji)

will lee full rank c+l if the n x n matrices vivi are not

Wa sghall aleo show in Sectlon 6 that the system of equations

Q= xﬁz . (10)

is conaistent even if the rank of K is degenerate. Solving (10)

in the form

- R '
g xg (11)

ve shall, of course, be particularly interested in the full rank

case when k= = K1,




It may be helpful to give an idea of the computational efficlency of |
the present method by tabulating the number of products involved in the
main operations of the algorithm. To this end we first note simplified

versions for the kc+1,i= Observing that Uc+1 = I we have from (5) that

- - ] ] 1] - - ]
Vc+1 I - XX' and since X'X = I we £ind that vc+1vc+1 I - XX' and

'| v
1 | finally from (9) that
{

¥ wtr (- XX)(L - XX') = tr (1 = XX') = n - ke (12)

c+l,ct+l

gé f Similarly we find that

keay, g = tr {2 - XXV VD) = er {V,v] = XK'V Vi) = tr V,VEL (13)

, .
Further we note the form of Vc+1y i.e.

’

Vé+1y =y - XX'y. - (14)

Defining now the adjoined matrices

U= |duy Ve ] v (15)

the bulk of the work consists of the formation of the elements of the

symmetrical matrix V'V = V'U = U'V, The elements of this matrix are : 1
agsembled in submatrices in accordance with the partition (15) as shown

in the Schedule 1 below where it must be remembered that the range of the

column index t depends on 1 and 48 t = 1, ..., L and the ranga of !

t=l, .y "j 80 that the submatrix Vjui-han‘dimanuiona “ﬁ X my. The : ;
‘ | kji for 1 > § =1, ..., ¢ are then obtained by forming the sums of squares
' ' of the elements in each submatrix in accordance with (n.

Finally, we rucite the formulas for the remaining coefficiants in

the squations (10). The kc+1.c+i and kc+1,i are computed from (12) and !
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Scuedule 1: Submatrices of V'U

v, v, Coe L,

v(t,1) 'u(t,1) v(r,1) 'u(t,2) eoo v (D u(e,e)

v(r,2)'u(t,2) e v{t,2)'u(t,c)

v(t,e)'u(t,c)

(13) respectively and the xight hand sides of Qj(y) from the second form

in (6) for 3 = 1, ..., ¢ while Q°+1(y) ies given in accordance with (14) by

Qi ) = ¥'y = (X'y)'(X'y) (16)

We can now summarize the approximate number of products involved in

the various operations of the algorithms.

Wa list the algorithms and show the wssoclated numbers of products in

(.
10

2.
3.
4.

5.
6.
7.
8.

Orthogonalization of X (k+(k+ - 1)n, where K denotes the
number of columns in the original matrix X)

Computation of x'U1 for 1 =1, ..., & (0, subtotals of X)
Computation of x(x'ui) for 1 =1, ..., ¢ from equation (5), (nmk)
Computation of U'V = V'V in accordance with Schedula 1, (0 products

since the elements are subtotals of tha elements v(;.i))

. Computation of kii for 1, = 1, ..., e from equation (7).(%m(m+1))

Computation of kc+1 g for 4 =1, ..., ¢ from equation (13)s (mn)
»

Computation of kc+1.c+l from equation (12), (0 products)

Computation of the Qj(y) for J =1, ..., ctl from 2™ foru of

squation (6) and aquatfon (16), ((mHctl)(n+l))
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The importnﬁt point is that the number of products is only a linear ’
?; ' function of the number of data iines n. An approximate'formula for the l

total number of products is n{k+(E+ - 1) + (mHl) (k+l1} . ’

5. A Numerical Example

A small numerical example with n = 4, Kt - 3 k= 2, cw]l, m =2,

me2, mp=n=éis shown in schedule 2 below.

_ Schedule 2: A Numerical Example of a Mixed Modal
X Original U, Uy X new Vi

‘55 : 110 10 1000 (1/2) (/2 +1/2) =(1/2)
? i 2 110 01 0100 (/2 (@/2) =@/2) +1/2)
: E 1 101 01 00 10 (1/2) -(1/2) 0 0 g
ffi 2 101 01 000 1 (1/2) =-(1/2) o 0 .

The orthogonolization of X (original) to X (new) followa the standard Uram f
Schmidt procedure and reduces the k+ = 3 dependent columms to k = 2 colums

which are orthogonal and standardized. Note that

x(2) 0 = X(2) 14 = (1/2)x(1) ;4 and

x(3)°1d - x(l)new - x(2)n.w must be eliminated. ' ;
Using now z(r) = x(r)n.w we orthogonalize U; on X and compute (see (5))

x"(1) u(l,1) » +(1/2), x'(2) u(l,1) = +(1/2)

and hence f

v(1,1) = u(1,1) = (1/2)x(1) = (1/2)x(2)

1ik.ui;o
x'(1) u(2,0) = (3/2) x'(2) 0(2,1) = =(1/2)

' ] 16




and hence

v(1/2) = u(2,1) - (3/2)x(1) + (1/2)x(2).

This yields the matrix V; in schedule 2 which has only one independent

colum. The elements of ViU1 require the computation of

V(L1 u(l1) = (1/2); v(L,1)' u(2,1) = v(2,1)" u(l,1) = ~(1/2)

and

" v(2,1)' u(2,1) = 1/2 with sum of squares of k,, = 4(1/2)2 = 1,
Purther (equation (12)) ky, = 4 - 2 = 2 and (equation (13)) k,, = k,,
= 4§(1/2)2 + 4(0)2 = 1 so that the K matrix is given by K = (} %).

Finally, (equation (16))

Qa(y) = 42 +22 + 12 + 22 - (%9)2-(-}3)2- 25 - 32 = 25 - 22,5 = 2.5

and (equation (6)) Q) = ¢ 222 + & (-20)2 = 2,

The solution of 8 - ng therefore ylelds 032 = 1/2, 012 = 1,5,

6, Optimality Properties and the Conaistency of thé Equations

The estimators described in Section 3 may be seen to be "best af 021 -0,
i=1, ...y ¢ °§+1 = 1" ag defined by L. R. LaMotte (1973). Tharefore,
the consistency of equation (10), regardless of the rank of K, is estublished
as Lemma 4 by LaMotte (1973). That the estimators defined by (11) are
"bast" amoné invariant quadratic unbiased estimators guarantees that they
are ndmiysible in that clas;; Ehnc 15. no other invariant quadratic unbiased
estimators have uniformly lass variance for all g. Further, as noted by
LaMotte (1973), the estimators (11) huve.the property that in any model for
which a uniformly best estimator exists, (11) will be uniformly best. Finally, it
may be seen that the “synthesis" estimators (11) are also MINQUE as in

Rao (1971, Section 6) with V= I. No claim is made that this choice of

17




the norm has any particular merits among the rather general family of the
; norms covered by Minque formulas. However, it appears to be reasonable to
| us that in the absence of any theoretical criteria for selection of Minque
: | i norms a norm leading to simple estimators may be regarded as meritorious.

Following Section A5 in LaMotte (1973), it may be seen that the rank

of K ig equal to the number of linearly independent matrices among Vivl.

; i=1, ..., ctl. Thus a singular K may occur if the Uiui matrices are not

all linearly independent or if there exiatl‘(see (5)) a linear combination

‘ _

of the Uiui matrices whose columns are contained in the linear subspace
gpanned by the columns of X, In the first case the singularity is caused

| by the design leading to the U1 matrices, while in the second the aingular-

ity is caused by confounding fixed and random effects. In either caué, {10)
is consistent but some linear combinations of the varianbé components can
» | not then be unbilasedly estimated. We should stress however that other

! special casas of Minque (not necessarily invarisnt to a) may also desarve

| particular attention.

18
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APPENDIX 2
The Asyaptotic Consistency of 02

In discussing the asymptotic behavior of 62 {t ig of coursc neeenssary to

8pecily the limiting process under which such properties are supposed to hold.

Clearly it is necessary for the consistent estimation of the vuriances ai -

Var bi that the number of elements m in the vectors bi all tend to ., Jor the

identity matrix Uc+l we have M4y ™ 0 the overal sample size. For the ro-

maining m, we assume that their limiting behavior is related to n by
l-ui l-ai

Ln <m < Un (17)

where 0 < @, <1 and L,U are universal constants., More specifically we assume

that Qg ™ 0 but 4y > 0 for 1 = 1, +e+y €. Generalizations to situations in
which a; = 0 for several components are under consideration,

Denote now by

v(t, 1) » numbuer of elements in u(t, 1) which are 1 (18)
i1

and

v(t, 1; 1, J) = number of rows in which both u(t, 1) and

u(t, 3) have elements 1. (19)

Using these concepts we introduce the following conditions of 'pseudo orthogon-

ality' of the u(t, i) vectors. We assume that

a a
g o <v(t, 1) <un 1

(20)

(where &, u are universal constants) and that

19
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v(t, 1; 1, 3) = o(v(t, 3)) !

(21)
i ¥ Jwithi=1, ..., c+1
i . and {1 =1, ..., ¢
; a
| .
| ' The relationship between (17) and (20) is obvious since z v(t, 1) = n so that

| ;: (20) implies (17) with U --% and L = % and the stronger condition (20) implies

f . tml [

a uniform order of magnitude for all vw(t, 1) in & given Uy Since the columns !
1
!

of the U, matrices are orthogonal we have v(t, 1; ., 1) = 0 for all pairs t # .

i
For columns u(t, i), ulr, j) with i ¥ j condition (21) is satisfied if there is j

an asymptotically uniform distribution of the wu(t, 1) rows for which u(t, 1) has |

g elements 1 over a fraction qm, of the mj columns of Uj where 0 < q < 1 since the

fraction of u(t, %) which gives rise to wu(t, 1: t. 1) will Le O(O—IHH-I) = : 3
u~1 ' |

O(n J ) and will tend to zero.
Next we must introduce conditions on the orthogoual standardized matrix X

with elements x _. Denote by ) x2_ the sum of x2_ over those rows for which : '

u(t, 1) has a 1 element then we assume that

2w ot ) |
x2_=0(n " ) (23 '-
s(t,i) 5T J

: a
Since | xgr = 1 and the number of terms in ) is v(t, 1) = O(n i) condition
8 s(t,i)

(23) implies that asymptotically the xﬁr have a uniform density x:r - O(nnl).

L, ' Finally we place on record a consequence of conditions (18) to (23): it

follows from (5) using (18), (19), (23) ar ! S wartz' inequality that

R < o i - 1o




S e e 5 -

. 2a1-1
v(t, 1) + 0(n )fort-r,i-j

J 2&1-1
? u'(t, 1) v(r, j) = 0+ 0(n Yfortdr, i = i (24)

a, g ~1
L Yt D40t 3y for 4 gy

We now turn to the asymptotic behavior of the ki

4 and ky
: and (25) we have that

T From (8), (17), (20),

:‘ B mi m
¥ ' | k - Z X (U'(t 1) V(Tl 1))2
e ; 11 t-l T"l ’
‘ mi 2 m 2
- Z u'(t:. i) V(tn 1)} +z {u’(ti i) V<T’ 1) (25)
tal toft
: : l=g +2¢g 2-2a,+4a, -2
3 f 2 Const n L on 11 )
i I+a
] t
\ >C n 1

for all i =1, ,,,, e4

From (8), (17), (19), (21) und (24) we have for 41 o j; 4 = 1

y seey C+1; 1
. | BRI TS PO

ll { ' m

| 17 2 -- ;
kg =l D {u'te, 0 v, J)} ;
; =l =l i
. : i !
. K . m )
¥ ' mi nm . a,40 -1 mi j
' - X ZJ v(t, 1; Ty J)z + O(n 13 ) z i (e, 1; T, 1) !
l . t T tt ;
h i . i
3 ‘ MM g 420 -2 3
t T
y i n n
% ] b a 4o, -1
| "I oot ) I we, 451, gy w0 Ed )y (26)
: t T
; I 2-0,~a 20 42a, -2
+omn o + 4 3
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I
)
i
!
i

Llta a, ko, b E
= o(n i) + 0(n i J) = o(n .1) (26)

: L+
since oy < 1. Similarly we prove by symmetry that kij wo(n ) for & ¢ jsec.

From (25) and (26) it is clear that for all large n the ¢ x c matrix kij for
l4a
i, j =1, ..., o ls8s aaymptoéically diagonal with diagonal coefficients > cn A

vhile the coefficients k are asymptotically equal to o(n). Moreover it im

e+l,]

o+l ctl > Cn. Using therefore the first c equations

of Kéa = Q(y) we obtain that

obvious from (12) that k

N "“1'1 A '“1'1 TR
o2 = O(n ) {Q,(¥) ~o(m)o? )} = O(n )Q(y) + ofn T)g2 .,
for i=1, .. ¢ (27)
Subatituting (27) in the last equation we obtain
. %nin s Ty
o2,, {en + o(n ) =)+ Zl 0 (¥) otn * ) (28)
1-
or
a? _1 (] "di-l
Oopl ™ 0(n )Qc+](y) + 1ZlQi(Y) o(n ) (29)
Subgtituting (29) back in (27) we obtain
. -a,-1 -1-a,
03 = O(n ) Q) + ofn ) QM) (30)

Bquations (29) and (30) show that 62 is estimable from the Qi(y). They also

ahow that 02 i1s consistent provided we can show that

22
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2a_+2

Var Qt(y) = o(n r )

2 forr =1, ..., € (31)
Var Qc+1(y) = oh”)

atnee CovQ, ()0, (y) = 0(Vard, (»)* varq (™.

In order to prove the first result in (31) we use formulas [22], [32] ,
[33] and [34) of J.N.K. Rao (1968) with slighrly nltefed.notation. Formula [22]
gives E Q%(y) in the form

§+§ ) cEl " c+l
E(Q.(y)?) = 2 c, 0f02 + c, ol + h,u (32)
r (448 13°1% &y 1% 121 1He4

- l th
where May E biu are the 4 moments of the elecments biz of bi' Noting that
- 2 . g2
Var Qr(y) E Qt(y) E (Qr(y)) the leading terms of 4y and cij given by
J.N.K. Rao's equations [33] and [32] cancel and we are left to consider the orders

of magnitude of

\ .
&, =2h, = ml{qr(u(t, 1)+ u(r, 1)) = Q Cule, 1)) = Q (ulr, 1))2
m m (33)
r
wJ 1 O] 2, 1) v(s, 1)) (ulr, 1)' v(s, 1)))2 .
t<y=l Bwl

Consider first the case r = i. We diatingn;uh two terms when 8 = t and 8 = v,

For those two terms (u(t, 1)' v(s, 1)) (u(r, 1)' v(a, 1)) 1s from (24) of the

oy 201-1 3«1-1 By
order of magnitude O(n ~) O(n ) » O(n ). For the remaining terms in Z
s=l
4u1-2

the product Is of the order O(n ) but the number of terms is of the order




l-a, 6o, -2 . 2-2a, 6u1-2 ,
0(n ) 8o that {J}2 is O(n ) and hence c,, = O(n ) O(n ) = 1
8 h
i 4o, 2,+2 "
. O(n ™) = o(n ) since ay¢ 1.
: Consider next the case r ¥ 1 and ¥ ¥ ¢ + 1, We have from (33) and (24)
l n ]
M . i 20,420 -2 s
. ;!‘ C44 - z Z {Z (v(t, 1; 8, ¥) V(t, i; s, r) + 0(n 1 r )
. .] t<T =
‘fl o +a -1
+0m " T ) (v(t, 158, £) +¥(T, 15 8, 1)))?

. n . ¥
g i 2qi+ar-1 '
g ) } (o(v(s, ) J v(r, 1; 8, ) + O(n )

o ' t<r 8
1[ : (34)
| agta -1 p
1 + O(n ) (v(t, 1) + v(r, 1)))2
m . !
1 ot 20, % =1 .
=3L fota’ H+om 1Ty X
t<r \

. ]

2420 o, 420 +1 20 424 !

= o(n Ty + o(n i )+ 0(n i ) f
i

2420
= o(n r). [

The case r ¥ 1, r = ¢ + 1 follows on the same lines as (34) except that o, = 0

and that v(t, i; s, c+l) Vv(7, i; 8, c+l) = 0 since u(s, ¥r) has a 1 only in the :
! oth row and either u(t, 1) or u{r, 1) have a zero in that row. The order of |
' 2a. -1 20

magnitude of {} will therefore be O(n 1 ) and 511 will be O(n 1) - o(nz).

The treatment of the ¢4y in J.NK. Rao's formula [33] follows on simjilar D

lines to the above proof for the ¢ if of the two alternatives 1 < §, J < 1

i1
in (21) the smaller % uj ie selected for wmajorisations.
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It remains to consider the terms

4 ™y "
b=l QQute, D) =Ll (] (e, 1) v(s, £)?D)?
' t=] tel =1

For the case r = 1 we have using (24)

mi lﬂi .
hy =l e ) v, 12 4] (u'(e, 1) vis, 1)2)2
t=1 BY¥t '
m
i 20 W |
=] totn H+otn T H2
t=1
1+3a ha 5a, -1
=0(n YH+otn YH+om )
2ui+2 20 42
= o(n V) woln T ) forimrdec+1l,
= o(n?) for i = r = ¢ + 1.
For the case 1 ¥ r and r ¥ ¢ + ]
m m
S | r a0 -]
hy = I 4D v, 458, 1) 40t T )22
t=]l gm=]
my u ui+u -1
=] U] olus, ot 458, 1) + 0 " T )] ult, 458, 1)
tel =] . 8
1-0 28 420 .2
+0n T)om I T )2
m
i a,+a 20 4+a ~1
«] fotn® Ty+om F Y2
twl
o,+20_+1 20,420 Ja,+2a -}
- ofn * y+on 1 Ty+om T

(35)

(36)

(37)

o cmtaaccrdt

s, A T i et 2.

g o .
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Yow since v(t, i; 8, ¢ + 1) is either O or 1 we have that

Finally for r* c + 1, 1 ¢ r we have

"y n . ni-l 2
ho=] {1 (v, 458, 1)+ 0(m )2}

t=1 =)

ny ui-l 201-1 2 (38)
w7 (T w(t, 458, )24+ ] v, 458, ) O(n" ) +0(n ))

tel & s

} v(t, 45 8, ¢ + 1) = v(t, 1) so that
5

oy a 20 -1

t=1

l-a 2a

«O0n ) o(n )

= o(n?).

Since 02 is unbiassed and Cov (62) + 0 as n + = it follows that o2 is

conlistent; Moreover if we replace any‘nggativé oi by 0 the resulting statistic

say Ez has a smaller mean square error and hence is also consistent.

The consistent estimator 62 ﬁay Berve as a starting value for the
iterative maximum likelihood estimation procedure described by Hemmerle
and Hartley (1973). Under certain regularity conditions (not discussed
here) one single cycle of the iteration will result in asymptotically
efficient estimators of 02 and a. If the iteration is carried to convergence
solutions of the ML equations are reachad. 1If no ML cyclas are performed
a congigtent ertimator q of a can be computed from the'gcneralized least

squares (ML) equations.

26
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& = x'H I xnly)
(40)
| )
" e 6:

vhere H= ] + [ = p !
n - 2 13

=1 02 .

It hac beem shown by Hewwu:ie and Hartley (1973) that (40) can be comput ed
directly frow the Uivi wird x‘ui matrices without the inversion of the

0 X n watrix H using their so called W transformation. In fact the W
(]

matrix (thci; equation (19)) is assentially given by th--ViVi natrices

(see the above Schedule 1) and by the contrasts viy required in the computation
of Qi (y). I

The variance covariance matrix of & can likewise ba computed through

the W transformation.
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MEASURE OF EFFECTIVENESS FOR DIVISION LEVEL MODELS

John H. Shuford and Fredrick H. Knack
Special Studies Division
US Army TRADOC Systems Analysis Activity
White Sands Missile Range, New Mexico

ABSTRACT

High level excrusions, using the Division Battle Model (DBM) or 2
similar game, are expected to become more important in the performance of
future Cost and Operational Effectiveness Analyses (COEAs). It is there-
fore necessary that a good Measure of Effectiveness (MOE) for use with
these games be developed. Certain MOE, such as the force exchange ratio
or other ratios, have become accepted as providing good estimates of the
results of high resolution, company/battalion level combat simulations.
Efforts have also been made to develop analytical weighting systems for
the different weapons in order to compute weighted MOE. Both of these
methods have been used to analyze the outcome of DBM, a low resolution
division level war game, but neigher has been entirely satisfactory. It
is hoped that this paper will stimulate interest and further investigation
into the analysis and interpretation of combat simulation results.

The TRADOC Systems Analysis Activity (TRASANA) has recently completed
a major weapon system study, using a division level war game as one of the
analysis tools. 1In the course of this work, the problem of f1nd1n? a prop-
er measure of effectiveness to distinguish between the competing alterna-
tives arose. This problem, of course, is common to all studies using models
or simulations, but it does take on some different aspects at division level
than at company/battalion level. A broader way of stating the problem, and
perhaps the better way in the long term 1s: How should a model or experi-
ment be designed in order to distinguish between completing weapon systems?

Since it is not possible-to do complete field testing on every pro-
posed weapon system, the use of simulations has been an important part of
the test and selection process. Now there is a growing interest in using
war games, which have been used principally as training aids in the past,
as analysis tools. A war game may be defined as a combat simulation that
is characterized by manual interplay and takes place in a simulated combat
environment. This paper describes in some detail the war game used in the
TRASANA study and demonstrates the dilemma faced in attempting to apply the
"accepted" measures of effectiveness to the results, It is hoped that this
presentation will both identify and lead to further investigation of a
problem area that is critical to the weapon system evaluation process.

The model used was Division Battle Model. It is « computer-assisted,
manual war game developed by the General Research Corporation (GRC) and is
designed to support studies of the performance of weapons, organizations,
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| and tactics employed by a division sized force. Figure 1 describes DBM

f schematically. The study was ?rimar11y concerned with the ground combat
A ! portion of the game, which is 1inked to two other GRC models: CARMONETTE,
k| } a stochastic, high resolution, company/battalion simulation, and COMANEX,
g | : an extension of classical Lanchester theory. COMANEX 1s both a stand

‘} : alone simulation and the ground combat assessment routine in DBM.

: CARMONETTE's primary activities include the movement of units, the
| detection of targets, and the firing of weapons. Unit resolution is
] ; variable from individual weapon system to platoons. The model is critical
| ; event sequenced with time recorded to one-ten thousandth of a minute. The
| o spatial representation {s variable but a 100 meter grid is normally used.
, : Input to the model are detailed descriptions of the units being played,
l ' performance characteristics of the various weapon types, a set of orders
l for each unit, including movement and target priorities, target detection
‘ probabilities, and a detz2iled description of the terrain., The unit orders
| must be based on a predetermined scenario and on a specified tactical
‘ doctrine, efther current or one to be tested. The terrain description !
; required by grid square, includes average elevation, haight of vegetation, |
; ! cover and concealment. Output from a CARMONETTE run is a computer listing
; of every event assessed during the battle which includes the elements
| i ki1led, varjous operational statistics, and information on engagement
! ranges. Various summary routines may be used to ¢cllect the data in pre-
, ! paration for further analysis. In preparing CARMONETTE output for use
b ! as DBM ground combat history, a sufficient number of replications of
S ; each scenario must be made to develop good estimates of battle outcome.

R : DBM 1s a game rather than a simulation. It is played on a tactical
{ : type map of scale 1:25,000 to 1:50,000 which provides sufficient detail
to support the levels of unit, time, and space resolution employed. For
\ the TRASANA study, 1t was more practical to resolve to the company level
for the Blue reinforced division and to the battalion level for the
8 ) attacking Red combined arms army, but different levels may be used depend-
i ing on the gamers' purpose. Space 1s measured to the nearest hundred
A

meters. Time may be measured to the nearest five minutes, but it was

found that to the nearest quarter hour was generally sufficient. While

the game can be played in open, semi-closed, or closed modes depending
; on the de?ree to which intelligence 1s considered a critical factor, it
{ has principally been used only in the open mode. In this way, two to

four hours of battle time can be gamed per working day by a player/con-
troller team.

The manual operations of UBM consist mainly of decision making. event
determination and time sequencing, while the computerized portion focuses

on the determination of battle losses, tabulation and reporting of battle

results, and updating of stored information. Manual play takes place

over approximately four-hour increments of battle time but may be stopped ) -
sooner {f the control team determines that a critical event has occurred. i
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At that point, computer input is prepared, describing the various com-
bat actions that occurred during the manual phase. The computer routines
then assess the casualties and provide a printout showing 1osses, cause
of loss, and past and present unit strength. The control team makes
necessary adjustments to unit locations and notifies the players of the
battle outcome, after which manual play 1s resumed.

In order to provide the necessary background, the ground combat
assessment routine must be describad in some detail. The routine COMANEX
solves a set of Lanchester type equations for the different weapons
systems involved. These are shown for the simgle case of one Blue and
one Red weapon system. It may be noted that these equations reduce to
the Lanchester square law for the case where all targets are acquired,
that 1s the Pg approach ¢, and to the Lanchester linear law as the Ps
approach unity, or no targets are acquired. COMANEX then treats combat
situations between these two extremes of the Lanchester formulation.
These equatfons are easily generalized to the case of several Blue and
Red weapon types as 1is shown by the following equations:

Homogeneous Forces

R
£ . -b(1-F%) B a)

L w1
b = Rate at which one Blue weapon kills Red weapons given
acquisition of at least one target.

PB = Probability that a specific Blue target 1s unacquired by
an individual Red firer,

B = Number of Blue weapons at time ¢
Similar definitions for n, Pp, and R
Heterogenaous Forces
dR m

Cald ) bygt1-e) 8, (2

im]
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b., = Rate at which one type £ Blue weapon kills Red weapons
W of type J

Bi = Number of type < Blue weapons at time ¢
Py = The same as for Homogeneous Forces

The values of the bij' 5o and Py are calculated by a COMANEX prepro-

cessor from the results of each high resolution scenario. These are then
used by the DBM ground combat assessment routine, the COMANEX simulator,
to solve the equations and develop the results of battle groups using
diffarent but similar force structure from that used in the original
CARMONETTE work. The validity of COMANEX in reproducing the results of
CARMONETTE and in predicting the outcome of different scenarios has been
tested both by the developer and at TRASANA and has been shown to be
quite good. While these models simulate combat more or less realisti-
cally depending on out point of view, perhaps more from the point of
view of a high level staff officer, devastatinglg less from the aspect
of an infantry private, they alone say nothing about effectiveness. In
actual combat, the critical, in fact the only measure of effaectiveness
is mission accomplishment. Models are not as inflexible.

In high resolution simulations, the win or lose criteria may be
difficult to define and quite arbitrary 1f it is done. T{pica11y.
battalion level simulations are not stopped at a logical breakpoint but
are carried to extremes (e.g., 90% Red system losses) that distort both
time and system losses. After making all of the necessary model runs
for each weapon system, the analyst will analyze all of the data to
identify a logical breakpoint. This "analysis point" 1s seldom driven
by tactical consideration (if {1t were, it could be specified before
hand) but rather by the necessity to find 2 Eoint‘in the model output
where all of the competing systems can be "objectively compared."

The typical numerical output from a simulation is in the form of
a killer-victim scoreboard as is shown in Figure 2. These may be de-
veloped as frequently as {s desired or practical during the simulation
and provide a summary of the battle events.
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Figure 3 shows some of the traditional type measures of effective-
ness used with killer-victim scoreboard data. The loss exchange ratio
and force exchange ratio are often used with CARMONETTE type simulation.
The total tank ratio and tank contribution are less common but have still
been seen.

When one computes the value of an MOE at an analysis point, the dif-
ficulties are usually just beginning. If different values for the MOE
are found (as 1s desired, 1f multiple MOE are used, it 1s also desired
that any differences are in the same direction) some determination must
be made about the significance of the differences. If a stochastic
model such as CARMONETTE 1s being used, one can of course conduct a
statistical significance test providing there is some knowledge about
the distribution of the model output. If not, non-parametric statistics
can be used. If, on the other hand., a deterministic battalion level
model is h2ing used, a difference of 10% is the acceﬁted figure for
significance. If no significant difference can be shown in the MOE, it
1s hoped that the model has provided encugh "valuable insights" to come
to a decision on the best (preferred) system. .

When analyzing the results of a division level model, things are
not as clear cut. First, 1t is difficult to use any of the traditional
ratio type MOE because the force ratios are constantly changing with
the intensity of the battle and the tactical decisions being made by
the players. Analysis points can be identified as some arbitrary frac-
tion of survivars (or losses) of the total force available and then the
ratio type MOE may be used, but the problem here is that varying numbers
of forces actually participate. In simulations at company/battalion
Tevel, a certain force is committed initially and fights to the conclu-
sion, with the entire battla taking place in a time frame of approxi-
mately one-half hour or less. In contrast to this, a division gane may
require a period of one to four days of combat time, while the intensity
varies not only with time, out also with space along the division front.
The numbers of engaging forces change as a result of both combat attri-
tion and the tactical decisions made, such as commitment of the reserve
or withdrawal of a unit to another position.

The strong point of the division game, however, is that tactical
stopping points can be easily identified prior to the start of the game,
For the TRASANA study the end of game criteria was simply mission accom-
KIishment by Red or Blue. The game was stopped with Red accomplished

is mission by penetrating the Blue rear boundary or when Blue accom-
plished his missfon by causin? Red to break off the attack and go on the
defensive. It was fortunate 1n the study that there were three distinct
outcomes for our three leading candidates. With one candidate Blue lost:
with the second, he prevented a penetration, but at a cost of an entire
division. However, with the third candidate Blue not only prevented
the breakthrough but had the capabil{ty to mount a strong counter-attack.
Even with results that diverse, a quantitative MOE is required 1f only

to have something to use with cost comparisons.
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TRADITIONAL MOE

Loss Exchange Ratio (LER)

LER = Number of Eed S*stemg.gost
umber of Blue Systems Lost

Force Exghange Ratio (FER)
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‘ E Figure 4 shows an example of the Force Exchange Ratio calculated
: : for each alternative for the previous manual interval at various times

; during the game. Comment 1s unnecessary on the difficulty of using
| - this as an MOE.

Figure 5 shows the Loss Exchange Ratios for the same case. Here

: the curves have been smoothed by taking cumulative values throughout
the course of the battle, but the differences 11e only in the relative

; positions of the curves and are still difficult to interpret. The

: arrows show points of equal Red losses.

Simulations have long been used as test beds for weapon systems;

. in contrast, war games have traditionally been used as training aids.

‘ It is becoming recognized that the games, particularly high level ones,
. have a legitimate use in the analysis process. In fact, TRASANA and
tha Combined Arms Center at Fort Leavenworth are devoting considerable
Joint effort toward improving existing games and developing new ones
for use in both training and analysis. Use of the game does, however,

: gresent some problems in experiment design and data interpretation that
! ave not been fully explored.
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ANALYSIS OF RAT10 DATA FROM FIELD EXPERIMENTATION

Brian Barr
US Army Combat Developments Experimentation Conmand
Fort Ord, California

ABSTRACT, Measures of effectiveness which result from taking
the rat{o of two dependent variables are difficult to analyze, The
problem becomes further complicated when the data come from field
experimentation where the data is rarely "clean".

Examples of the type of data involved are presented along with
the reasons why the data cannot be analyzed using standard techniques.
The analysis approach of looking at the numerator and denominator sep-
arately is discussed along with the reasons why this technique cannot
be universally applied to ratio data.

I. INTRODUCTION. The Combat Developments Experimentation
Command (CDEC) conducts field experiments for the U.S. Amy. These
experiments quite often take the form of instrumented force-on-force
field tests in which one tactical unit engages another in a relatively
free q1ay environment., The instrumentation permits the collection of
detailed data on the engagement sequences as they occur. Normally,
four or five independent variables are controlled, but the number of
uncontrolled or nuisance variables can be almost infinite,

Examples of the types of measures of effectiveness that have
been used in previcus experiments include the ratio of red kills to
blue kil1s, the ratio of detections to engagements, the ratio of targets
ex?osed to detections, and the ratio of ammunition expended to hits or
ki1ls, One ratio in particular that has aipeared reqeated1 is the
casualty exchange ratio, the ratio of red kills to blue kills. (Many
arguments can be presented for and against using this as a measure of
effectiveness., Without getting into that toqic. 1t should suffice to

say that this MOE has appeared before and will probably continue to
be used.)

II. THE PROBLEM. The problems with analyzing the casualty
exchange ratio from field experimentation data start before the cal-
culation of the MOE, The first problem 1s that the sample size 1s
usually severely 1imited by practical constraints (field experiments
are extremely expensive). Time and cost constraints quite often
overshadow statistical considerations and the analyst must do the
best with what he is given, The sam?1e size 1s further complicated
because up to 25 percent of the trials may be invalidated due to

operational problems or instrumentation failures. When these trials
cannot be rerun the result is unequal sample sizes. The sample sizes
may also be unbalanced by the nature of the MOE. The sample size of
the ratio of targets to detections, for example, is dictated by the

number of detection opportunities which randomly appear during the
field trial,

e e h e et ks - ot i K e e i &L

B S




e T i ot 4 S —— " B2 o G a7 W e S SR T T D

k
!
E
b
ii
;

A typical field experiment design might look like this:
Al A2 A3

B 6 | 6 | 6

B2 6 6 6

The independent variables A and B have three and two levels respectively.
Two more variables may be nested equally in the cells and an undetermined
number of nuisance variables may appear during execution. (In PARFOX VII,
for example, with 54 trials, nine variables could be shown to influence
the dependent variable.) These nuisance variables normally result in
great variability of the data within each cell,

The two elements of the ratio MOE are rarely if ever independent
of one another, The number of red players who have been killad obviously
influences the number of blue players who will be killed. Also the dis«
tribution of the number of kills on either side is usually skewed in one
direction and often truncated by an arbitrary end of trial criteria. Thus,
the distribution is rarely normal.

I11. PAST TRIALS. CDEC has been relatively successful in analyzing
casualty exchange ratio data by using analysis of covariance techniquas;
however this has only been possible because the basic statistical question
of how to test hypotheses on ratio data has been avoided. Instead of
analyzing the ratio, the numerator and the denominator have been analyzed
{ndapendently, then conclusions have been drawn from the results of these
two analyses,

The approach taken so far has followed the following logic:

31

If Rl is greater than RZ and if Bl is smaller than B2, then the ratio
R1/B1 must be greater than the ratio R2/B2. Likewise, if Rl equals

R2, and Bl is smaller than B2, then R1/B1 is greater than R2/B2; or

if Bl equals B2, and R1 1s greater than R2, then R1/Bl is greater than
R2/B2. This logic doesn't appear to bother anyone until the case where
R1 is greater than R2 and Bl is greater than B2 (so far CDEC has not
had this appear, but is would seem to be just a matter of time), Look

at the possibilities: '
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In each case, the statistical testing on the separate variables tells us !
the same thing (R1 is greater than R2 and Bl 1s greater than B2); but the
ratios are equal, greater, and smaller respectively.

An additional consideration that will not be discussed but should
be mentioned is the case where we have:

1 _ 10
‘ 770

: The ratios are equal, but obviously the battles are not identical since
; the casualties on both sides vary by a factor of 10.

IV, SUMMARY, Every indication points to the fact that ratio

. type measures of effectiveness will continue to appear in field experi-

3 \ mentation. Literature searches have failed to reveal acceptable solu- ;

‘ _ tions to the analysis of ratio data, and eventually the case will arise :
' where the separation of numerator and denominator will no Tonger be j

adequate., Further work needs to be conducted in this area, both to

; strengthen Army field experimentation and to benefit the whole statistical
community,
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PHYSIOLOGICAL AND PERCEPTUAL ADAPTATION TO
SUSTAINED AND MAXIMAL WORK IN YOUNG WOMEN

. D. Kowall, D. Horstmanl, and L. Vaughan2 . .
Exercise Physiology Division, US Army Research Institute of Environmental Medicine, .
Natick, MA :

Department of Physical Education, Wellesley College, Wellesley, MA2

] " In order to better understand differences in physical work !
performance between men and women, a study was carried out to determine if a.) women |}
perceive physical effort differently than men; b.) does previous activity experience | 4
influence the porception of effort; and c¢.) how does acute and chronic training affect
- the perception of effort and ability for prolonged work in women. Preliminary analysis
' suggests that perceived exertion in women is influenced by activity history and selt 3

concept prior to participation in aerobic training. ‘he perceptual measures displayed

. a substantial interaction depending upon self concept/prior activity and group affilia-

: tion of these women. Psychological estimates of phyaical self concept inproved for the

| . previous low activity training group but not for the previous high activity training
: | group when compared to controls.|

_B_ackgr_'ound:

Presentiy, about 5% of the workforce of the US Army Is comprised of women, (
the highest percenfag& In peacetime ﬁlstury.' Th_ls figure wlll Increase substantlally .
| within the next few years with a projected contingency of 50,000 women soldlers.
: The role of the Army's women has also undergone drastlc change; whereas B
previously confined to less physically demanding tasks (such as clerical work), all
Mllltary oécupatlor_i Speclaltlés are presently avallable to women, with the
e_xcé.ptliih of combat arms. With the brospect of Increasing numbers of women
serving In a greater varlety of work roles, our interests have focused on the
\ performance of prolonged physical work by women. Sustained performance of 3
& ' physlcal work Is governed by two distinct factors: (a) one's capacity for work and
(b) one's willingness to endure hard physical work. Capaclty Is objective In nature
and dependent to a large extent upon genetlc traits, but can be moditied by other
Influences (primarlly physlological), such as trainlng, dlet, and environment
(1,2,3,4). Willingness to endure }s more complex and subjectlve In nature, and
i probably govei‘ned by psychosoclal factors (5,6,7,8).

Glven this situatlon, the question is obvious: Are there physiologleal or
perceptual differences between men and women that may obviate the latter from
performing sustained heavy work. Currently available research provides little

i Informatlon. However, observations In our laboratory suggest that, when asked to
perform tests which require a maximum voluntary contractlon, women tend to
| 2 score less than could be pre'dlcted on the basls of physlological indices, e.g., lean

' ; body mass. 1t has also been reported that women possess approximately half the
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arm and shoulder strength of men, 3/4 the leg strengths, and 3/4 the aerobic
capacity of the average man (9). Further we recognize that perception of work Is -
related to experlenée. -However, because society has often considered women
Incapable or It unieminine, many women have not experienced strenuous physical
work.

This study was designed to evaluate the following questions:

I. Do women percelve work differently than men and are the physiological
lnd psychological factors related to work capacity the same for both groups?

2.  How does prior experience influence the perception of effort and the
capacity for sustained work performance?

" 3. Do women who have had high activity experience differ from those with

low activity history In their response to tralning?

Progress:

Seventy-five women volunteers ages 13-22 served as subjects. They were
_assigned to one of 5 groups: Low previous actlvity, experimental (N = 14) and
control (N = 13), high previous activity, experimental (N = 15) and control (13) and
an Intercolleglate athlete (high fitness) group (N r 15). The following measure-
n;lents were made dui'lng the first and last week of the program. Anthropometric
‘measurements were made of height and welght. ‘Body composition was determined
by measuring skin fold thickness wlth a Harpenden caliper at four anatomical sites:
triceps, biceps, subscapular, and supralliac.  An interrupted treadmill test for
maximal aercblic power (\C)2 max) was performed following the procedure of Taylor
(13). During the last minute of each run, the expired gas was collected Into vinyl
Douglas bags and analyzed for oxygen anfl CO, content. Subjects were monitored
electrocardiographically during all runs. YO, max was determined when the oxygen
uptake did not Increase with an increase In work load. At the end of each run the
subject rated her perceptual response during the workload using Borg's report of
perceived exertion (RPE). The RPE Is a ratio scale from 6-20 with verbal labels: 6
» very, very light to 20 = very, very hard. The treadmill test for aerobic fitness
was performed during the first week of study (Pre-training), a week later (Acute)
and following the 12-week training program (Post-training). These replications
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were performed to assess changes that may have occurred In both physiological and
perceptual responses to maximal work, and the aercbic tralning program. The
training program consisted of 12 weeks during which the women ran for
progressively longer perlods of time at a faster pace. Each week a 30 minute test
run was performed to assess improvement In stamina and endurance. During the
pre- and post-testing sessions the subjects were asked to complete 8 battery of
cognitive and behavioral self-evaluation questionnaires designed to assess their
attitude toward exercise, expectations of their physical capacity and performance,
Anthropometric measures are summarized in Table 1. The findings suggest
that wemen engaged In an aercbic training program can expect to lose body fat but
galn some weight even though they are maintaining high energy expenditures. This
Is attributed to the Increase in caloric intake reported by the members aof the
training groups. Table 2 summarlzes the physiological and perceptual responses to
initlal, acute and post training maximal exerclse. Tne anticipated improvement in
aercbic fitness Is evident with improvement In {02 max Increasing 8% for the high
actlvity group and approximately 15% for the low activity group. It ls difficult to
equate the perceptions of effort (RPE) reported because of the different workloads
involved at the end of the training program. The other measures of aercbic fitness,
ventllation (V max), maximum heart rate (HRm“) and maximum workload
(lptedlgnde) also showed the anticipated improvement as a result of training.

" Table 3 describes the physiological and perceptual responses to a 20 minute

‘endurance fun at 70% of voz max. While the first two endurance runs were based

on Initlal \02 max values, the post-tralning 70% workload was calculated based on
the subjects post-training VO ), max; Le. absolute workload was Increased from 8-
15% for the groups. . It can be seen that the perceptual responses to the same
workload (pre-acute) were quite different. This finding suggests that exposure and
activity experience alone may play an Important role In understanding work
performance In women even 1f no tralning Is Involved,

" Data analysis of these phyalological and perceptual measures across replica-
tions of the maximal performance and endurance tests are In progress. It can be
seen In Table 4 that psychological measures of attitude toward actlivity, physical
self-estimatlon, hidden shapes, motor satisfaction, percelved control of the
environment (lack of control) and physical self concept did not demonstrate




substantial differences between the high and low activity groups. However, it Is
notewbrthy that many ‘of these measures were apparently different from the
college norm bop'ulatloﬁ scores. This could be expected In light of the actlvity
experlené:e of _th'é latter group.

In general the preliminary data analysis indicates that perceptual responses
are Intricately Involved In the development of physical work capacity In women,
Comparison of differences in peripheral responses between women and men will be
reported subsequently. The population studied appears to be rather unique and
superior to the college norms maklng psychological comparlsons difficult; iowever,
additionalanalysis s in progress.
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THEORY OF LEAST CHI-SQUARE FOR POLYNOMIALS:
IMPLICATION FOR DESIGN OF EXPERIMENTS

Richard L. Moore*
US Army Armament Research and Development Command
System Evaluation Office
Dover, NJ 07801

ABSTRACT. This paper extends the least Chi-Square theory
(which was previously developed[1] for fitting data to non-linear func-
tions of the parametars) to fitting polynomial functions of an independent
variable. The underlying concept Is that a Chi-Square is minimized.
This Chi-Square is the ratio of the sum of the square of the residuals to
the variance of the Instrumental error plus the sum of the ratio of squares
of an appropriate number of autocorrelation coefficients (with delay times

which are Integral increments of the interval between observations) to their
varilances.

The normal equations are extensions of, and reduce to, the ordinary
least squares when the autocorrelation coefficlents are zero. Iterative solu-
tion Is required since the sum of squares of residuals and the autocorrelation
coefficients depend on the values of the parameters. Two different approach-
es for the iterative solution have been programmed for a commercial program-
mable calculator. Typical results will be presented.

Effective use of this theory requires measurement of instrumental
errors, and if appropriate, randomization of the arder in which the in-
dependent variable(s) are varied,

The use of the theory Is expected to give a set of values of the para~
maters which are "more probable" than those determined by ordinary least
squares. [t |s expected to be "robust" to outliers and give an estimate of

the probability that a particular outlier came from the same population as
the other observations.

|.__INTRODUCTION. The aim of the investigations which led to this
paper was to find a better method to estimate the parameters in mathema-
tical models of physical phenomena. Several assumptlions are inherent Iin
such a problem: Two of them ware essential In our considerations:

*Based partially on work done in Logistics Executive Development Course,
USA Logistics Management Center, Ft. Lee, VA,
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First: The mathematical mode! or models under test are completely
specified by a priorl knowledge; only the parameters are unknown ,*

g Second: The errors are assumed to be measurement errors, and

¥ independent means are available (and have been used) to determine the pre~
i , cision of the measurement devices whose variance Is given as oe' . These
measurement errors are assumed to be independent, and thus to form a

random sequence.

}
_ C Because of the first assumpticn, we do not permit ourselves to use the 'l
! established statistical curve-fitting procedure of generailzed least squares
= : In which the variance-covariance matrix is transformed to a diagonal matrix, '
' The procedure is rejected because in effect it changes the mathematical
model to a different model, In which "periodic" terms are added to account :'
for the observed values of the autocorrelation of the errors. |

Because of the second assumption, we must provide a test as to
whether, In fact, the errors remaining after the parameters have been as~
§ timated are consistent with a random generation of errors with a variance of
! ; oe’, and if at the same time the autocorrslations obiserved are consistent with

| a random sequence of arrors. j
]
|

The last criteria Is essential from an experimantal point of view since,
try as he may, the experimenter may not have succeeded in eliminating all ;
k| , sources of bias. To heip him determine whether he has done so, many tests i
& | of the residuals are available[3, 4], However, these tests are essentlally
go/no go, and offer no method to Improve the estimate of the parameters by .
reducing the autocorrelation. ;

Our object is to provide a data reduction method which will give a
single test to answer the question: What is the probability that ths set of
residuals corresponding to a given set of parameters arisc by a random so- : :
quence from a populaticn with variance oe’ . Given thls probablility, can _ .
the probability be increased by a change in the parameters? i

i
' ! : *Most (if not ail) basic theorles of physics can be derived from the least- _ g
‘ i square principle. This principle was stated by Gauss in 1828, and has . i
recently been confirmed by Moore([2]. Because of this fact, it would be . '
3 _ inappropriate to add additional terms to the physical theory merely to
g 3 reduce the autocorrelation.
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Il. CONSIDERATION OF CRITERIA. In considering what statistical
criteria could or should be used for our purpose, several well-known
criteria such as "run" prebability, error normality, etc. as considered by
Anscombe [4], were proposed but were rejected elther because a given
test was not expressible eusily in terms of the residuals and thus in terms

of the parameters, or it was not directly applicable to the question of
interest.

Evidently some form of chi-square tests would be desirabie in view
of the well-known fact that the sum of squares of the residuals follow a chi
square distribution. The variance, covariance matrix (V_~!) was con-
sidered as a candidate by using the following, (where (Ill...) is a column
vector amd (lli...)” is Its transpose) (see Aitken[5]).

.. )'v -l )y =ng o (1)
c ij 1j

The expected value of this expresslbn Is just na®. Because o), where | #.]

i
can be either negative or positive ahd because of the tendencyj for alternating
positive and negative values in some cases, this expression was found to be
unsatisfactory for a chl square tast.

The next criteria which could be used Is (IIl..,.)’ (Vc“)' (a...)

which equals n (| + £ r )? o' whose expected value Is

n(l+2£r|'+2'£r

J

If one should expand this square, on the assumption of r, being not
correlated with r. (consistent with our second assumption) one might expect
the sum of the cross product terms to vanish leaving only the sum of the

squares. If this is the case, then the sum of the squares criterla (an alter-
nate which follows) should be a more sensitive criteria.

3y ot .
lr'J+}".l"j)cv.

A third alternative Is the comblination of (a) the "F" test of the
variance of the residuals where the measurement variance o_? is the stand-
ard against which the sample sum of squares Is compared, and (b) the Box-
Pearce test of the sum of the squares of the autocorrelation coefficients
divided by the individual variance vJ (Box and Pearce(6]).

The chi-square formed by combining these two tests is a single test
of the Joint probability of a givan value of the sum of the squares and the
corresponding values of the autocorrelation coefficients arising by chance
from a particular set of estimates of the parameters.
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The mathematical process to find the parameters which maximize the
probabllity that both the "F" test and the autocorrelation test are satisfied
will be called the "least chi-square method." Its derivation follows.

Hl. LEAST CHI PROCEDURE. In this derivation we wiil follow the

procedure and most of the notation of Aitken[5] for generalized least squares:

Let the representation of the vector of data:
u={ulx), ulgd, ... ulx )} (2)
by the vector:
y={yl). y4a), ..o yix ) (3)
be linear In terms of a set of assumed functions
P1(x), Palx), ooy Py, (%) #)

These functions are restricted only by the condition that they must be
linearly independent over the n values of x.

If we let P be the matrix of these functions, the ith row of P is the
row vector,

Py=Ipy (%), Py (XD vvpp,, (X)]. (5)
Iin this event, p is of the order of n x (k+l).

Let 6* denote a column vector of k+l coefficients independent of x,
such that

9*={91*' 9,*, 9.*, e 9":_”} (6)
(The asterisk symbol * will be used to indicate an estimate of the Indlcated
symbol where convenient. However, it will not be used on complex expres-
sions involving x..}, o', and t because of typographical difficulties) . By
definition then the vector y Is PB* and we let the vestor d be:

d=u-y=u-Por, )
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if xT’ Is defined In the first way considered, i.e., (d)’ (d]/oe‘ plus the
covariance normalized to o?, it Is

de" d'd*de" {ld’ (Vc“)’dl - (d’d)4}
and let

- - § - *13
(Ve =d 1+ 2, V™) d’]

]

In this expression Vl“l is defined as follows:

- - - .
V|‘1= 010...0/}; Vgt={o00lO...0

00i10..0 0001
00010.0 LOOO

In these, the subscript "j* indicates a unit value in each of the Ith rows and
(i + J)th column. Thus equation (8) becomes

j")dld} (1)

The partials of equation (11) with respect to Br are clearly a complex ex-

pression, when compared to the method which follows this discussion, so
that further analyslis is not presented.

If the chi-square is taken as the finel alternative, and Vj is the
variance of rj' then: ‘

'/V

}

Yag -V g'd + 5
A =0, dd+]‘:=|rl




Following the generalized principle of least squares, the partials of x.r’/z
are

axT'lz
el Oe'" {((P°TPO¥) -P'I"u) =0 (13)

where I', o are defined In terms of the unit vector | and the factors d, r
and V,-! as follows. Let

J

]'
r V-

. 1Y)
Foeraet - ety

thus
8
r=1+3I arV-
=) 00

Solving for 8%, we find

e*= [P'I'P]"t P ' I"u, (15)

Since I depends on tﬁe values of rband d’d, which again depends on 0¥,

the values of 8* must be determined iteratively, with each iteration being
used to datermine rl and d’d until the values converge.

IV. LEAST CHI SQUARE FOR FUNCTIONS WHICH ARE NOT LINEAR IN
THE PARAMETERS. In the previous paper [1] the expression for a new
estimate of the parameters has been derived for "the least chi square® pro-
cedure. That derivation will be understood by the present notation as
follows:

Let Yl*.y(xll oY), Y(xlo ") ... ytxn. ov)

and let ul* =u, - y|* .

Define the matrix P* as the matrix whose Ith row Is

20,
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Let {d*} = P* [88*] - u*. (18)

From this It Is clear that d*, P*, 80%*, and u* may be substituted for
d, P, 8%, and u in the formula for 8* so that

[(86*%] = [P*' I P*]=! P*’ ' u¥, (19)

V. EXPLICIT EXPRESSION FOR POLYNOMIAL LEAST-CHI SQUARE.
Equation (11) can be explicitely expressed in terms of x,, u,, and a, If

p, (X) are polynomials. For computing purposes this may be desirable
since the various "moments" can be evaluated from the data (u,) and from
the values of the independent variable X, In several ways.

To calculate the matrix alements explicitely, let the value of I' be

1+2%a VJ‘l as in (15). From this expression the matrix elements of the
equation '

PPI'u = P'I'Pa*

are calculated and the results are given in Figure (1). (Note that in Fig (1)
y, Is used as the vector of the observed data Instead of u, as previously.)
TLe matrix terms Include the ordinary least square terms plus the added
terms as may be seen by inspection of each term. The added terms can be
distinguished from the ordinary terms by the fact that each of the added
terms are proportional to a_. The calculation of the "moments" can be done
in a variety of ways. Assuming that x, are equally spaced integers, two

different approaches have been used to program a Texas instrument pro-
grammable computer (SR-52). These were:

(a) calculation and storage of all the "moments, " calculation of x..?
and a_ from assumed values of 8* followed by calculation of the matrix ele-
ments, and concluding with a new estimate of 6* by a standard ordinary
least square program routine such as the Texas Instrument "Trend Analysis
Program." This program calculates the new values of 8, * by the usual
techniques of solution of simultansous linear equations.

(b) A second way Is to calculate the residuals d from an Initial esti-
mate of 0'*. From them calculate (d) *(d) and (d)° V,"!(d). From these two,

xT' and a_ are calculated; followed by the matrix elements of the trend
analysls program and then the values of 0%,
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VI. EXAMPLES. The first to be discussed uses the data on "national paper-
board production per quarter" given by Butler, Kanesh, and Platt{7]. This
case lllustrates the situation where serial correlation due to seasonal effects
is present, and offers a comparison between ordinary least squares, and
least chi square. The second case uses data on the gross national product
(8}, In a case where the "eyeball test" indicates that a linear least squares
Is not adequate. The purpose of the study of this case is to provide a case
where a prior] one would not expect a good fit.

In all cases, 30 data points were used. The variance of the autocor- |
relation squared was tuken as approximately (n-4)"!; and the expected value
3 i _ for V2y..' was assumed to be [2 (n+s-q) ]t where n is 30, s is 3, and q is 2.

The va;[dity of this fermula as compared with alternates such as one where '
the degrees of freedom are n+s-2q Is not important for these cases. ‘

Table 1 shows the results of the calculation. For each case, as de-
signated under the "DATA SOURCE" column, values were estimated for the
variance of the measurement error. Under "initial" and "final" columns

;- : are given the estimates of 8y, 8,, %,?, % ? and 1.} . Using the final values
i _ of Zx;r' , an estimate of its deviation (A) In multiples of the standard devia-
k- tion from the expected value E(JZxT’) is obtained,

The first case of Gross Natlonal Product (fig. 2) used a straight line
fitted by eye to the data. The second case used ordinary least squares as
the initial estimate. The ordinary least squares gave the same final esti-
mate of the parameters after one iteration as did the initial Yeye ball" fit
did after two Iterations. (There was no change between the second and
the third.) The amount of calculation would be somewhat iess with the

¥ ordinary least squares as the Initial point. The eyeball fit was used to
i check the ability of the program to converge when given an initial con-
‘ dition which was not the "best" estimate.

) The third case of the GNP used a value of the estimate of the

| measurement variance of the GNP as four times that initially estimated.

E The same initlal "eyeball" estimate was used as before and a rapid itera-
, tion to nearly the same final values of the parameter resuited. The

| large value of x,! nearly always dominated the value of y,?.

The initial estimate on the "Paperboard Production® was taken from
_. i the resuit given by the authors using many more data points. This es~
! f timate was: Oy Is 3671.8 and O, is 74,12, A change of variables was

’ ‘ mads for convenience as follows:

| : y’ = .2y - 760 (20)




Using this value as "normalized" production the initial and final values
are given In table 1, In terms of the original parameters the estimates
of 8y, and 0, are 3712.5 and 72.25 respectively for case A. For case B
they are 3715.0 and 72,15,

In case A, the initial estimate of the parameters was changed by
the iteration so that the least squares error became smailer and the sum
of the squares of the autocorrelation coefficients became larger. The
final parameters of case A were used as the Initial estimate for case B,
but the estimated variance of measurement was increased by a factor of
ten. The iteration procedure produced a change in the final value such
that the sum of the squares (x,?) was slightly increased, but the auto-
correlation decreased. This Is the only case studied where "A" Is less
than one standard error.

The reasons for the large values of A, follow for each case: For
the GNP cases, the linear model Is obviously insufficient to fit the data,
Making allowance for a larger estimate of the measurement error does.
not compensate for the correlation of the residuals. We conclude: the
GNP case does not satisfactorily fit a linear model as assumed.

For the Paperboard Production cases the "measurement" variance
is larger than 100 but probably less than 1,000. Because there has
been no attempt in the present study to adjust for "seasonal" fluctuations
which may be real, the "seasonal" fluctuation then represents an addi-

tional (and correlated) error in each quarterly estimate. Further analysis
will be done for this case when a computer of larger storage capacity
than the one used In this study Is avallable.

To investigate the possibility that outlier rejection would be as-
sisted by this technique the 25th data point was chosen by Monte-Carlo
techniques and a -30, deviation from the original fitted line was intro-
duced. Two cases were calculated using this et of data: in the first
case ordinary least squares was used to initiate the calculations; in the
second case an initial estimate of the values of the parameters near to
the fitted line of the unmodified set of data was used.

The final parameter estimates agreed in both cases and the values
of both %,* and %' greatly increased. The result is that "A" became
greater than 2.3 as compared to the previous result of 0.68. (The
variaice of JZxT' Is unity.)
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Thus we find this test sensitive to a single outlier and Indicates
that further study should be done of this technique.

Questions such as the relation to the ARMA technique (9) have
not yet been investigated.

VIl. SUMMARY. It was observed that the fit criteria, x..!, was

improved in each case from the ordinary least square value by the itera-
tlon procedure. In this process the chi square of the autocorrelation co-
efficients was always reduced from that which occurred at minimum
varlance of the errors at the expense of permitting a slight increase In
the variance of the errors.

Based on this result and on the.theory of the tests, least chi
square gives an improved estimate of the parameters as compared to
ordinary least squares.

The convergence was rapid. The number of Iterations required
to converge was approximately three. It is yet to be demonstrated that
an "eyebail" Initlal fit might reduce the number of iterations required
but it Is believed likely.

When performing experiments involving measurements, the measure-
ment error should be Independently observed so that data will be avail-
able to apply the least-chl square test if appropriate.
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SIMPLIFIED CONSTRUCTION OF BASIS FUNCTIONS FOR POLYNOMIAL SPLINES
J. J. Heimbold
MARK Resources, Inc., Marina del Rey, Caiifornia

A simple, straightforward procedure is presentsd for generating poly-
nomials over a set of contiguous intervals. The polynomials can be constructed
to be continuous or to have an arbitrary number of derivatives continuous
across the interval boundaries (knots). The constructed functions are
ordinary polynomisl splines of given degree with any specified number of
derivarives continuous across the boundaries.

/. minimum mean-square srror criterion in fitting the spline polynomials
to a set of data points requires solving a set of linear equations. In
actual applications it is efficient to express the polynomial splines as
s set of basis functions which simplifies the solution of the linear squatiuns.
A set of spline basis functions is presented which does simplify the smolution
to the minisum mean-square fit. The functions are created in such a way that
many pairs of basis functions are mutually orthogonal. In addition they are
ordered in a way that results in a banded matrix in the set of linear
equations. Both of these properties lead to a numerically simple solution

and a reasonably small amount of computer storage.

MOTIVATION

The need to construct splines grew out of a requirement to obtain tra-
jectory estimatas from noisy radar data. It was known that some of the
trajectorias could ba modelad by fourth to sixth degree polynomials over
stiort time intervels, and it was desired that the range, velocity and

sometimes the acceleration or higher-order range derivatives be continuous

across interval boundaries.
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As a result of the need for the trajectory estimates, a technique vas
f developed for comstructing spline basis functions for polynomials of
arbitrary degree with an arbitrary number of constrained derivatives at I
the knots.

_? The motivation for deriving the splina basis functions came from the

need to quickly implement a spline progran. A survey of the spline literaturs
found it to be either limited to sacond or third degree pulynomials, or to

be unreadable without a specialized background.

CONSTRUCTION OF POLYNOMIAL SPLINES

It can be shown that a polynomial spline of degreae D in CP-I(xl.-) over

the set of strictly increasing knots (xl.:z,....xu} can be written as

D D D .

Q@) = Y Gl + D rp o] ¢+ D e e |

i=0 J=P J=P !

vhere :
x-x, xx, ;

(x-x,) é . !

(0 x<x, f

._1 f _ Expressing the splines in this form ylelds a concise mathematical
formulation of the aplines. The first summation tera is a polynomial of

degree D on (x1,~) and 1is in CP-I(xl.-). The rest of the sumation ternms

4 3 are in CP-l(-.-). and hence Q(x) is in c?-l(x ")

¥ E The functions (x-xi)i ere basis functions for Q(x), and are not necessarily

mutual'y orthogonal for any two basis functions. Consequantly, a direct
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SPLINE BASIS FUNCTIONS

computation of a minimum mean-square fit of Q(x) to noisy data will require
matrix storage and inversion for a square matrix with dimension (N-1) (D+1-P)+P,
A change of basis functions can reduce the matrix storage vequiremenis if the

basis functions are chosen such that many pairs of the functions are mutually

The basie functions which lead to a banded matrix are

Xy ZX < Xyipel

othervise

1<m<P+l Xi4p41 *14m-1)

'P+1
N P+i-1
o~ \
Z LTI WO
k=1
-131 (&) = \
J,
\
where
i 31, _nfi
30 Oy p ™ g k-1) I
1<m<P+1
gk
for
j=1,2,...,D+1~-P,
k=1,2,...,P+1, and
1-1.2. (Y 'N-.‘. .
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These basis functions span all terms of the form (x-si)+ { 3=P,...,D;
i=1,...,8-1. The other terms in the polymomial Q(x), viz., (x-xl)j.
j=0,1,...,P=1, arc spanned by creating P knots ’-(P-l)""'“-l"o vhich
are strictly increasing with Xg € X,. Then the set of basis functions
{lni(x)}. iw-P+1,-P+2,...,0,1, io a set of P+l linearly indepandent p&ly-

nomials of degree P on the interval [xl.-]. and hence

P
Z’u xxp)]
3=0

can be formed as a linear combination of theses basis functions.

These btasis functions have the property that

kni(x)‘nj(x) = 0 for |i-3| > P41 .
They can be ordered as:
13p410 1B-pe2r 000 1B
1810 281 o0 paphy

188-10 2%N-1° **** pe1-pBy-1 ¢

With this ordering, the matrix of dot products of the basis functions is

b‘nd.d '1th b.M“idth (Nl) (D"Hl) » P'O.l pees .Do
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VALT PARAMETER IDENTIFICATION FLIGHT TEST

Robert L. Tomaine*, Wayne H., Bryant,** and Ward F. Hodge**

; NASA-Langley Research Center
Hampton, Virginia 23665

ABSTRACT

‘ The Langley Research Center is engaged in a research program to develop
-1 ) the technology to maximize the capability of helicopter operation in con-
i ! ' - fined areas. The program, VALT (VIOL Approach and Landing Technology), uses
E : | an integrated approach iunvolving the helicopter, avionics system, control
k- system, displays, and the pilot. An important task in the study is to
develop an accurate model of the helicopter system for flight control
design and simulation studies. A flight test designed utilizing the VALT
approach profile was performed at the NASA Wallops Island test facility to
obtain data for verifying existing mathematical models through use of para-
meter identification techniques. Briefly, parameter identification as
applied to flight vehicles consists of identifying the aerodynamic co-~
efficients of the vehicle equations of motion utilizing the weasured vehicle
18 astates and accelerations resulting from measured control inputs. Theorati-
. cally, these coefficients can be determined very accurstely; however, in
actual applications many problems and limitations are encountered, In
addition, the research vehicle used (CH-47) and the VALT flight regime intro-
duced problems specific to this application. The unique facilities utilized
to minimize these problems for the CH-47 parameter identification flight test
included the CH-47 fly-by-wire control system and on-board computer, the
Wallops Test Center radar tracking system, the Langley Research Center mobile
research Afircraft Ground Station (RAGS) and Piloted Aircraft Dats System
(PADS), and the CH-47 Sperry flight director display.

e

————

—— ity L

Data runs were performed to include test points along the entire VALT
approach trajectory, including straight and level flight, straight descending
and ascending flight, and spiral descents. Complete data sets ware measurad
at 40 sps on PCM recorders and stored on board to include attitudes,

_ velocities, angular rates, linear accelerations, pilot stick positions,
- actuator positions, SAS positions, rotor RPM, and other pertinent information.

x mmm v s

In addition to describing the details of this flight program, preliminary

f} { results of parameter identification processing utilizing advanced statistical
g ' methods are presented.

**Ngtional Aeronautics and Space Administration, Langley Research Center
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INTRODUCTION

VALTis an acronym for VIOL Approach and Landing Technology (Ref. 1).
1t is a comprehensive program including flight management, guidance and
control, and display technology with the ultimate goal of the development
of avionics technology for optimum VIOL short haul transportation in the
1980's time regime. One important task of the VALT program is to develop
an accurate model of the VALT research vehicle, which is required for
guidance and control system design. This paper is concerned with the
approach taken to determine this model.

The wethod of obtaining an accurate model of the VALT research vehicle
is verification of prior developed analytical models by processing selected
flight maneuver data with advanced parawmeter identification algorithms,

The VALT flight regiwe consists of cruise, transition and hover flight
conditions., Anticipated VALT trajectories include straight and level flight,
straight ascending and descending flight, and spiral descending flight. A
comprehensive f£light test program was conducted at the NASA Wallops Flight
Test Center to obtain data for all of the flight conditions anticipated for
the VALT trajectories,

Parameter identification of flight vehicles connists of disturbing the
test aircraft with & known control input to produce a response in tha vehicle
states which are measured as a function of time (see Fig. 1). Given a form,
the vehicle model (plant) and the measured states, the algorithms compute
the coefficients (stability and control derivatives) of the model. The
equation set governing the identification process is as follows:

X = AP + B(p)D

vhere X refers to the vehicle state vector, U is the control input vector,
and A and B are the stability and control matrices which compose the
assumed plant., The plant is the equations of motinn of the vehicle.

The general identification problem is complicated by the presence of
two primary error sources. First of all, the measurements of the states
contain noise due to the vehicle vibration,_ instrument limitations, and datas
processing. This results in the equation Z = X + V , where the meusurement
vector 2 is a combination of the actual state vector X and a measurement
noise vector V., 1In addition, some of the response of the vehicle may be due
to external disturbances such as wind gusts, and the assumed model may not
be representative of the actual vehicle., These error sources in combination
are referred to as process noisa. Therefore, the problem is to determine
the components of the A and B mnatrices of the assumed plant in the
presence of both messurement and process noise,

In practice, several specific problems occur in parameter identification;

and in this study additional problems associated with the VALT flight regime
and the VALT research vehicle are encountered. The general problems include

14
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the presence of winds, which as discussed earlier introduces process noise.
Additional problems result from the form of the vehicle equations of motion
(plant) chosen to represent the vehicle, These equations are linear 6
degree-of-freedom small perturbation equations chosen for compatibility
with control system design procedures and limications on existing parameter
identification algorithme, The equations require obtaining an accurate
and steady vehicle trim and linear response in the vehicle state variables.

The VALT flight regime introduces the problem of determining accurate
vehicle velocity wmeasurements at low airspeeds where conventional pitot-
static instruments are useless. The vehicle itself introduces furtner
difficulty in that it has unstable modes and its rotors introduce high
frequency noise in the measurement system and the possibility of rotor/
fuselage coupling, Lastly, flight testing introduces the need to evaluate
on board and at the test location the accuracy and quality of the data bsing
acquired. The next section will discuss how the test was designed to minimize
the aforementioned problems, and to obtain an accurate and appropriate data
set. To provide a background for discussing how these problems were handled and

the testing approach taken in these flight tests, the facilities utilized are
discribed first,

DESCRIPTION OF FLIGHT TEST FACILITIES

The parameter identification flight tests were carried out at NASA's
Wallops Flight Center, Wallops Island, Virginia in March of 1977. The
Wallops facilities crucial to these flights were the Aeronautical Radar
Research Complex (ARRC radar); the Transponder Data System (TDS); wind data
measurement equipment, including a8 wind measurement tower and weather
balloons; and the Research Aircraft Ground System (RAGS). The current VALT
research vehicle is a Boeing-Vertol CH-47 transport helicopter from NASA's
Langley Research Center, Each of these systems are briefly described below.

The ARRC radar facility consists of an FP$-16 radar used in conjunction
with & laser tracking radar to provide vehicle position data accurate to
one foot. This information is processed by a minicomputer within the facility
to provide highly accurate data in a Cartesian coordinate system aligned with
the runway chosen for each day's flights. The data is then telemetered to
the vehicle using the Transponder Data System (TDS). The TDS is a data link
that uses the time between radar pulses to send pulse position modulated
(ppm) digital data to and from the vehicle on the same frequencies as the
ground radar (uplink) and the airborne transponder (downlink). The data
transumission rate is one ten~bit digital word on both uplink and downlink per
pulse of the radar, and for these tests was configured to give approxiuately
34 complete position updates per second to the on-board digital computer.

The ARRC rader facility was also used to track weather balloons released
&t regular time intervals to obtain wind velocity and direction information
at 100-foot intervals from 200 feet to 2,500 feet. A 100-foot weather data
tover was used to obtuin low altitude and surface wind data.
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The RAGS 1s a mobile station with a telemetry link to the aircraft
measurement system as well as magnetic tape playback equipment, It provides
the capability for both real~time data display of selected parameters
as wall as a post-flight quick look capability at all of the measured

parameters.

As previously mentioned, the research vehicle is a Boeing-Vertol CH-47
tandem rotor transport helicopter equipped with a fly-by-wire control system.
The cockpit has both a standard mechanical control stick arrangement (the
safety pilot) as well as an elecctrical stick (the research pilot). The
mechanical control arrangement controls the position of the vehicle's
actuators., The electrical stick servas as input to the computing system,
which can manipulate the signals in a variety of ways through programming of
the Sperry 1819A digital flight computer. Outputs from the Sperry 1819A are
converted to analog signals used as inputs to electrohydraulic actuators.

The outputs from these actuators are then used to drive the standard
mechanical control stick arrangement through a clutch arrangament, which
allows rapid disconnection of the computing system in the event a potentially
dangerous control input to the vehicle is generated.

The Sperry 1819A flight computer is a general purpose, fixed-point
18-bit stored program integer machine with 16,384 words of ferrite core
memory for program and data storage. Thie computer communicates through
a variety of interfaces to the research pilot's control sticks, motion
sensore, the control system actuators, the transponder data system, and its
own control panels, which allow data examination and modificarion.

Measurement, recording, and telemetering of spatial, control, and
discrete variables is handled by the Piloted Alrcraft Data System (PADS),
a pulse code modulated (pcm) recording system, Sensor outputs are first
routed through buffer amplifiers and then sent to the computing system,
the on-board recording system, and to the telemetry system,

TESTING APPROACH

The first category of flight testing problems; accurate knowledge of
the winds, precise aircraft trim, and low-speed air data measurements were
handled through the combined use of the ARRC radar facility, the TDS, the
on-board digital computer, and an electromachanical flight director. As
described previously, wind daia were obtained at periodic time intervals
by releasing and radar trackiung a weather balloon. The subseyuent reduction
of the radar track provided wind velocity and direction at regular altitude

intervals.

Accurate low-speed air data measurements were obtained through pro-
cessing of radar derived poaition data (telemetered to the vehicle using
the TDS) with on-board acceleration measurements in a complementary filter
izplemented in the Sperry 1819A digital computer to obtain an estimate of
ground speed. To this ground speed estimate, the current wind velocity was
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added so that when flying directly into the wind an accurate estimate of
| airspeed was obtained. This airspeed determination system was used for all
| flights and covered the range from hover to 80 knots.

Previse trim conditions were established by using an electromechanical
flight director, driven by the flight computer, indicating deviation from ;
desired trim. Figure 2 is a photograph of the research pilot's cockpit and :
shows, in addition to the flight director, other standard aircraft instru-
ments., Starting at the top on the left-hand side, is an airspeed indicator,
a torque meter, and a flight-altitude indicator. At the right, starting at
the top isf an altimeter, a vertical-speed indicator, and a magnetic compass.
The CRT shoun just below center is used for display evaluation, but was
not used in these flights, The flight director horizontal pointer was
used to indicate error from desired airspeed; the vertical bar, error from
3 desired sideslip; the doughnut (at the left side), error from desired
i descent rate; and the localizer (at the bottom), error from desired rate
' of turn. The pilot's task to obtain precise triw was to simultaneously
center the four flight director pointers. To accomplish this task, the
pilot first would obtain an approximate trim using the standard aircraft
instruments, and then focus his attention to centering the four flight :
director pointers. Gains and damping for each flight director pointer were !
individually selectable through the entry of appropriate constants in the H
Sperry 1819A computer, This feature allowed the flight director to be
“tuned" to the pilot to obtain the most satisfactory overall performance.

The second category of problems were all handled through the combination
of control input design, its implementation in the on-board digital computer, :
and the electrically-driven control surface actuators. The basic control ;
input design was carried out under contract to NASA's Langley Research Center
by Systems Contrcl, Inc, of Palo Alto, California. These designs were based :
on exciting the Stability Augmentation System-on closed-loop modes of an i
analytic model of the CH-47, and consisted of a high and low frequency sinusoid. :
Figure 3 represents a typical control input generated by the flight computer !
for the pitch axis and shows the two components of the designed control input.

To strike & balance between adequate modsl excitation and the linearity 1
constraints on the vehicle response imposed by the small perturbation model
used in the parameter fdentification sequence, scalinpg was provided in the
computer implementation of the automatic control inputs. Repeatability and

\ accurate knowledge of the control input was inherent in the digital computer
implementation, To account for a known speed instability at higher airspeeds,
a8 longitudinal stabilization input (also implemented in the digital computer)
was added to the programmed input to maintain the resultant vehicle response
within the small perturbation equations' linearity constraints.

b Two major systems were primarily used to address the third category

of problems, real-time dats evaluation. The Piloted Aircraft Data Systewm
(PADS) on board the vehicle was used te both record a wide selection of
measurements on magnetic tape and also relemeter a supset of these measure-
b ments to the Research Aircraft Ground Station (KaU3s) ior subsequent real-
time display on multi-channel chart recorders. In the RAGS, transparent

3 overlays of the expected measurements, prepared earlier using the CH-47
analytic model (Ref, 2), were then compared with the real-time data for use
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in evaluating the success of 2 particular run. This information was then
relayed to the research project engineer on board the helicopter for his

use in determining the next flighv test point. After each flight, the
on-board tape was used in ' 2 RAGS to create additional stripchart recording
of measurements that proved useful in planning subsequent flights,

TEST POINT SEQUENCE

Figure 4 is a pictorial of NASA's Wallops Flight Center which illustrates
the systems used by this series of flight tests, Each of these systems has
been described earlier. This figure is useful in underatanding the sequence
of events in obtaining flight test points.

Since the airspeed estimator required the vehicle to be flown into the
wind for all test points, the test sequence naturally divided into a downwind
leg and an upwind leg, On the downwind leg, a weather balloon is released
and tracked by the radar to obtain the requisite wind data. This data is
then relayed via radio to the research project engineer on board the helicopter,
who then decides what test points will be flown, and establishes the conatant
wind velocity to be entered into the digital computer for airspeed estimator
calculation.

On the upwind leg, the research project engineer first selects the test
point (based on wind magnitude), then provides the computer operator with
his reference number and the desired magnitude (in per cent) of the computer-
generated control input., When the computer operator enters these values,
the appropriste trim values are obtained from a look-up table stored in the
computer, and trim error signals are sent to the electromechanical flight
director. The research pilot then obtains the desired trim using conventiunal
aircraft instruments to obtain an approximate trim and the flight director
to obtain a more precise trim, When an accurate trim is obtained, the
evaluation pilot's electric stick inputs sre disconnected by the computer
and programmed control inputs are substituted, At the end of an individual
data run (approximately 20 seconds), the computer system is disengaged from
the basic vehicle and the safety pilot regains control of the helicopter
setting up for the next data run., While these activities are underway, a
comparison of the real-time data collected with the appropriate aunalytic
model overlay provides valuable insight into the success of the test point.
The results of this evaluation are then relayed to the research project
engineer on board to aid in his selection of the next data point. Typically,
several data points were obtained during each upwind leg, and wind iufor-
mation was updated during each downwind leg.

PRELIMINARY RESULTS

The posﬁ-flisht processing consists of converting the PADS data tapes
to engineering units and selecting the best data sets for each flight
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condition, Selection is based upon attained trims and state variable
responses. For data from helicopters, better identification results have
been obtained from filtered flight data measurements. For this study,

the data has been filtered by a zero~phase-shift Graham digital fllter
(Ref. 3) with cutoff and termination frequencies chosen above any expected
rigid body modes and below frequencies associated with the rotor system,
This step reduces the noise content of the measured state variables
appreciably and provides only rigid body vehicle responses, The data 1s
further processed using a Kalman filter/estimator based upon the aircraft
kinematic equations. The Kalman filter eatimates and removes the measure=-
ment blases, and provides estimates of the vehicle states based on
measured attitudes, rates, and accelerations,

After data reduction and prefiltering, the data sets are ready for
parameter identification processing. This data will ultimately be pro-
cessed using two differing advanced algorithms capable of handling both
measurement and process noise, and the results will be compared, an
Extended Kalman Filter algorithm (Refs. 4 and 5) will be used by USARTL
personnel to identify six degree-of-freedom stability and control derivatives,
and a maximum likelihood algorithm (Ref. 6) will be used by NASA personnel;
and selected data sets will be processed under contract to SCI (Vt.), who
will also use a maximum likelihood approach. '

Scme preliminary resulta are presently available from the Extended
Kalman Filter algorithm and the major derivative values identified are
compared with existing analytical values in figure 5. The majority of the
identified derivatives agree very well with the analytically-predicted
values. These results are encouraging since the responses generated by the
analytical values produced responses very close to those measured in flight,
Figure 6 shows the eigenvalues (characteristic roots) for both the identified
and analytical derivatives. Good agreement between analytical and identified
results are shown with all the basic vehicle modes represented, including
the expected unstable Dutch roll mode and speed instability. The results
presented are preliminary, and many data sets remain to be processed, Final
acceptance of the derivatives will be based upon a combination of tests;
including comparison with analytical values and expected values based on
engineering judgment, responses generated by identified derivatives
(regeneration), responses generated by identified derivatives for data not
used in the identification process (simulation), derivative uncertainties
and convergence characteristics, and comparison of eigenvalues (roots)
computed using identified derivatives with analytical results and engineering
Judgment,

CONCLUDING REMARKS

A specialized flight test was designed and implemented to provide data
acceptable for parameter identification for an unstable rotorcraft operating
in the presence of winds at flight conditions from hover through transition




to cruise. General problems in parameter identification, flight testing,
and problems specific to this flight test were considered; and a unique
teat procedure utilizing existing facilities was performed. Preliminary
data processing has resulted in identified parameters which agree well
with existing analytical results.

1.

2,

3.
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3.
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EXPERIMENTAL DESIGNS FOR SENSITIVITY EXPERIMENTS OF
COMPUTER SIMULATION MODELS

Carl B. Bates
US Army Concepts Analysis Agency
Bethesda, Maryland
ABSTRACT. Large stochastic computer simulation models usually
have a large number of fnput variables. After model development
and/or before the model is used for production runs or used in a
particular study, sensitivity testing of input variables 1s usu-
ally required. Because of the size of the model and the intended
future use of the model, the 1ist of input variables desired to be
tested is invariably long. Also, because of the absence of a pri-
ori information on the interaction of input variables, the experi-
mental design for the sensitivity experiment must provide for the
testing of main effects and first-order interactions. The appli-
cation of fractional factorial designs 1n sensitivity testing is

{1lustrated and their shortcomings for sensitivity testing of

jarge computer simulation models 1s discussed.




L

1. INTRODUCTION

The US Army Concepts Analysis Agency (USACAA) is a staff sup-
port agency under the Deputy Chief of Staff for Operations and
Plans (DCSOPS). The agency's mission is to conduct mid- and long-
range force concept studies to establish the framework and guid-
ance for development of doctrine, organizations, and materiel re-
quirements for Army forces. Agency studies and analyses support
Department of the Army planning and programing and provide the
basis for materiel acquisition. The Agency develops, within re-
source constraints, the most effective force structure and weapon
and/or system mix. The primary tool for the performance of the
studies is computer simulation models. After computer simulation
model development and/or before a model is used in & particular
study, sensitivity testing of input variables is usually required.
That is, 1f no a priori knowledge exists concerning model sensi-
tivity, an investigation must be made of the sensitivity of se-
lected output variables to changes in input variables. This is
necessary in order to evaluate model performance or to assess the
ability of models satisfying specific study requirements.

The models range from high resolution, low (division) level,
to low resolution, high {theater) 1evel models. A commonality,
however, of all the models 1s their size and complexity. All of
the simulation models are large and very complex. The number of

input variables is in the hundreds and the number of input data is
in the thousands.
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2. PROBLEM DESCRIPTION

Statisticians at CAA are within a service support Director-
ate. They provide experimental design and statistical analysis
support to all study Directorates within the agency. Analysts who
are study team members and who have responsibility for model sen-
sitivity testing of a particular model come to the statisticians
with experimental design problems.

Invariably, the 1ist of i1put variables which are desired to
be investigated is in the order of 50 to 100 variables. One case
involved 350 variables. Naturally, time constraints never permit
a thorough investigation of all variables on the original "laundry
1ist" of variables. Because nu a priori information exists, the
minimum objective of the sensitivity testing is to test and esti-
mate main effects and first-order interactions.

The 1ist of candidate variables for testing are those suspect
of being significant. The small subset of input variables ulti-
mately tested are those most strongly suspected of being highly
significant. That is, the variables eventually tested are antici-
pated and expected to significantly influence model output. Past
experience in model sensitivity testing has shown that, in gen-

eral, most input variables ultimately tested are, in fact, sig-

nificant. Moreover, most of the first-order interactions are also




significant. With study and hindsight, it is generally agreed
that this is consistent with reality. That is, the simulation
model does adequately portray the real world which does, in fact,

consist of many interacting parts or components.

3. EXAMPLE PROBLEM

A recent experimental design problem involved a sensor model.
It had been decided that three levels would be investigated for
each input factor considered. The pessimistic estimate of the
number of model runs was 100, and the optimistic estimate was 250
runs. A1l input factors under consideration were completely
crossed. Therefore, a factorial experiment in a completely rando-
mized design was appropriate for the computer simulation model
sensitivity experiment. Two designs were ultimately developed,
one requiring approximately 100 runs and the other requiring ap-
proximately 250 runs.

A (1/9) x 37 fractional factorial experiment requiring 243
model runs was designed using I = ABCDE = CD2EF262 as the defining
contrast. The design, plan 9.7.9 in Connor and Zelen (1959), per-
mits estimation of the 7 main effects and the (%) = 21 first-

order interaction effects. The ANOVA table is given below.




Table 1. ANOVA for the (1/9) x 37 Design

Source DF

7 main effects 14

21 first-order interactions 84

residual 144
total 242

A smaller fractional factorial experiment was then designed
such that its design points were a subset of the design points of
the above seven factor experiment. This was accomplished by using
the aliases from the (1/9) x 37 fractional factorial to determine
the five factors having a full design within the 243 design
points. The factors were B,C,D,E, and G. Then, using I = BCDEG
as the defining contrast gave a (1/3) x 35 fractional factorial
experiment requiring 81 model runs. The ANOVA table for the five

factor experiment is given below,
Table 2. ANOVA for the (1/3) x 35 Design

Source DF

5 main effects 10
10 first-order interactions 40
residual 30

total 80
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The design points of both designs were provided to the ana-
1ysts responsible for exercising the sensor model. The 81 factor
level combinations of the {1/3) x 3% design were run first. Ex-
periment execution proceeded smoothly and the remaining 162 runs
for the seven factor fractional factorial were also run. (he
analysis of Table 1 was performed on each of a number of output
variables selected during the design phase of the simulation mode)

sensitivity experiment.

4. CONCLUSIONS

Sensitivity experiments of large complex computer simulation
models involve a large number of input factors. The number of
input factors normally involved far exceeds the number of factors
involved in past field and laboratory experiments. A priori in-
formation concerning interactions among the input factors almost
never exists. Minimum experimental objectives are, therefore,
that the design permits the estimation of main and first-order
interaction effects. Input factors selected for testing are those
suspected of being highly significant. Past experience has shown
that most main effects and first-order interaction effects are, in
fact, statistically significant.

Fractional factorials for 2" and 3" designs, developed by
Finney (1945) and (1946) and available in Cochran and Cox (1957),
Connor and Zelen (1957) and (1959), and Davies (1960) do provide
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designs which may he applied to sensitivity testing of computer
simulation models. However, the largest 2" design in Connor and
Zelen (1957) which yields estimable first-order interactions is
for 15 factors. The design has 256 design points. The largest 3"
design in Connor and Zelen (1959) which gives estimable first-
order interactions is for 10 factors and {t has 243 design points.
The large number of computer simulation model runs required by
fractional factorial designs do not normally permit assessment of
the number of input factors desired when performing sensitivity
experiments of large computer simulation models. Dasigns contain-
ing 1ess design points than fractional factorial designs but per-
mit the testing of main and first-order interaction effects are
needed. Tabulations and catalogs of designs and/or computer soft-
ware for generation of the designs are also needed. Analysis
methodology as well as fast and efficient software for performing

the statistical analysis dictated by the designs are naturally

required.
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ON VALIDATING MISSILE SIMULATIONS:
i ; FIELD DATA ANALYSIS AND TIME-SERIES TECHNIQUES*t
| '.

: Naim A. Kheir Donald Sutherlin .
: School of Science & Engineering Aeroballistics Directorate
The Univeraity of Alabana

? U. 8. Army Migsile Research
, in Huntsville

& Development Command
i Huntsville, Alabama 35807 Redstons Arsenal, Alabama 33809

Abstract i

The research reported here focused on an ARM/CM field data

analysis, and models' fitting using time-series techniques. The
immediate objective is to build, for the field data, an adequate

model that fits a noise signal corrupting a deterministic one. The

data happened to be seasonal and nonstationary. The ultimate goal, g
hovever, is to use the generated model in updating an all-digital :

computer simulation model, and be able to use simulation-data and

field-data in validating the model. Fow computer programs have bsan

developed to help in the data analysis, the fitting and checking the
3 ' adequacy of se¢lected models. The fitted model is of the integrated l
'  autorsgressive moving-everage type.

*Thil resecrch was supported by the U. 5, Army Research Office under 1
Contract DAAG 29-76~D-0100/D.0 534.

*Copiel of a detailed report with the same title can ba obtained
from the authors.
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STATISTICAL VALIDATION OF
GUIDED PROJECTILE/MISSILE SIMULATION MODELS

Harold L. Pastrick
Guidance and Control Directorate
Taechnology Laboratory
US Army Miesile Research and Developmunt Command
Redstone Arsenal, Alabama 35809

ABSTRACT, This paper discusses the statistical analysis which is
proposad for aiding in the validation of several Laser Designator/Wesapon
System Simulation wodels. The primary objective is to provide a means
for insuring that simulation responses to input signals match hardware
responses under similar driving conditions to some ''goudness-~of-fit"
criteria. The method involves generating several statistics on tha
point by point diffarences between the 'true" data and the simulation
data. These statistics include subinterval mean errors, confidence
bounds for these errors, Thell's Inequality Coefficient, and the cumula-
tive mean error,

I, BACKGROUND. Simulations of guided projectile and missile sys=-
tems are used for a variety of purposes including f£light stabilicy analy-
ses8, trajectory studies, and lethality predictions. The computer simula-
tion of these systems in many ways predicts the results that may be
obtained only by actual flight tests or enhances analyses already gener-
ated by flight data. The potential for significant cost savings by using
sinulations vis=a=-vis flight tests crectes a firm case for making many
program judgements based on siwulation data with the understanding that
they ara truly representative of the real world, The general skepticisn
that program managers and decision makers previously placed on simulation
data is slowly being replaced by their belief in simulation results given
that a quantitative match, to some lavel of confidence, can be established
between hardware and simulation models.

Recently a computer program entitled, 'Laser Designator/Weapon Sys=
tem Simulation" (LDWSS) was generated to enable program managers for
COPPERHEAD, HELLFIRE, and Ground Laser Designators as well as Army policy
makers to judge alternatives among those systems, A significant objec-
tive in the LDWES chronology is to validate the projectile/missile char-
acteristics modeled in the software, The approach is being directed
toward generating simulation responses under specified input conditions
that match some level of goodnesa-of=fit to the actual hardware. LDWSS
is the product of an evolution of simulations of semiactive laser guided
missiles which had been developed by US Army Missile Research and Develop=
ment Command (MIRADCOM) Technology Laboratory, Modeling formats and com-
putar executive structures which had been proven in prior wissile simula-
tiong were used as the base from which LDWSS was built [1-4].




The one-on~one engagement scenario employed a fixed foreground false
target and a randomly selected background or overspill target. The ran=
domly selected distance between the tank targat and the background false
target was based upon a statistical representation of this parameter
obtained for certain observation posts in a digitized terrain model.

All energy returns were subjected to appropriate geometric and atmospheric
attenuation to determine the reflected energy received at the seeker,
Utilizing seeker false target rejection logic to select the return to

be tracked (tank or false target), the salected track point for each

pulse was used as input to the appropriate dynamic modal of seeker and
delivery system. An overview of the organization of LDWSS and associated
data relative to simulation elements has several features, The executive
structure is designed to preserve a great deal of the internal system

operation information which i3 generated during the calculation of hit
probabilitiaes [5].

II. DATA BASE., A simulation was developed to generate a sat of
meaningful statistics which aided in the validation of several of the
models used in LDWSS [6]. The models aexamined included HELLFIRE and
COPPERHEAD components, In general, model validation was accomplished by
comparing ''real" data with that generated by the appropriate LDWSS sub-
routines (under identical input conditions). The real data camo from
either field experiments or the hardware-in-the-loop simulation. In any
case, two sets of data were generated, They are referred to as actual
(real world data) and simulation data (LDWSS). Figure 1 ia a sample plot
of these data. In actuality, both curves are generated from digital
simulations of an actuator. The outputs shown are time response curves
to a step function input. Figure 2 is a plot of point by point differ-
ence (actual - simulation) between the two curves. The more closaly the
two curves are alike, the smaller the residuals, These residuals form
the basis for the statistical analysis programs.

The derivation of the statistics used for verification has already
been covered in detail [7, 8] and will only be reviewad briefly here.

The time series shown in Figures 3 and 4 are analysed on a subinterval
and a cumulative basis, respectively.

Subinterval Statistics

a) Mean regiduals betwesen the real and simulated data are
defined as: -

n
6" z [An'(J-1)+k B sn'(J-1)+k] ) }E' 8
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Figure 2. Difference plot (actual - simulation).

L . e b arEAL . A A e e A A

ca PR




.i i
3 l

) e !

% I
i
K | ;

i ;

[~ -4-0-0-0. oo
| w o —— Racdan o |
B | U ;

f o i
' E |'
: = |
- w I
' : = i
| !
i . |
. ; -1 1 1 I ) L :
v . Q0 25 50 75 100 126 150 176 |
A : {sec) ,
o _ i
- I Figure 3. Subinterval TIC. i
X 0.4 !
i , .
." . 0.3} ! '
i ) o
; ' = 02} o
: w !
:\ W |
; (=] i
' = alf Py
a .
: w o
R : ‘
3 0o | o
) a1 1 1 1 1 1 L1
! 00 28 &0 75 100 1256 150 178 !

b | ; (sec) :
' ! Figure 4. Cumulative mean residual and TIC
'! ; (real versus hardware model). :
i ; :

- ! whare A is the {th sample from the real data, §; 18 the ith sample from ‘
: f the simulated data, j is the subinterval counter, and n' is the number of
i points on the subinterval, ;




,&
!
§
k

b) Confidence bounds on ¢, are given by:

b
B¢, -0 ./aejln' (2)
- i-r
UB =< +0./azj/n 3)

2
where O is the variance of Ej on the jth interval corrected for corre-
lation effects and 100 - (1 « 1/62) 1s the parcent confidance desired,

c) Theil's Inequality Coefficients (TIC)

n'
/ ,
Y Z ("n'(j-1)+k - Sn'(j-1)+k)

k=l

v= %)
L 2 1 2
n' Aarggenywe TV 2 Par(g-1)+k
kwl k=]
d) Theils Coafficlent of Unequal Centrel Tendancy
— -2
UH_[SN{;MA] 5)
where S is the meun of the Si on intervsl jJ, A is the mean of the Ai

on interval j, and NUM is the numerstor given in Equation (4).

e) Theil's Coefficiaent of Unequal Variation

2
9 = 9%
“s"[ NUM ] (6)

where o, is the sample standard deviation of the A1 on interval j and

g is the sample standard deviation of the si on interval jJ.
f) Theil's Coefficient of Imperfect Covariation

2
~ -[f2(1 - r) osri&]

NUM

€))
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where r is the correlation coefficient between the Ai and S, on interval j§.

i

In addition to the subinterval statistics, two cumulative statistics
are also computed, These are cumulative mean residual and cumulative TIC.

11T, DESCRIPTION OF EXPERIMENT. The statistics package was run on
three sets of data:

a) Raal versus hardware simulation,
b) Real versus LDWSS,
¢) Hardware simulation versus LDWSS,

Each time series consisted of 2020 data points with a delta time of
0.0078125 sec, The series was divided into 20 intervuls each containing
100 data points. The parcent confidence requested for the mean residual
was 95%. Each run produced a tabular output of the statistics as well
as several plots,

The hardware chosen for the experiment is the actuator which is :
shown in its wmost complete form. That is, the model in Figure 5 repre=
sents the best information available for the actuator, It was subse=
quently reduced to the model shown in Figure 6 for use in the LDWSS simu=
lation program. The objectives were to determine whether the complete
model, referred to as the "hardware simulation" was well reprcsented
by the reduced model, referred to us the "LDWSS model" and whether either
or both were high fidelity mor’>ls of the hardware test data, referred to
as "real data." The real data were obtained from flight recordings of
the output of the actuator as a response to input commands. Consequently,
the inputeoutput command and responsa time series history is an accurate
portrayal of the transfer function characteristics of the actuator in
Figure 7.

An example of real data compared to simulated hardware data is
shown in Figure 8, It is a plot of the mean residuals and confidence
bounds (shown as vertical lines). From this plot, it can be seen that
the means of the rcal and simulated data agree rather well with small
mismatches on Intervals 8 and 9, where the mean residuals are ~0.23 and
«0,32, respectively, Considering the range of values for the original
data, these residuals are quite small, Remember the ideal case is zero 3
mcan residual with a small coufidence bound, Subintervals 8 and 9 corre- g
spond to the time period immediately following guidance initiate. This )
iz the point in the flight of the missile where the reflected laser energy
starts to contribute to the guidance loop., The small degradation in the
last couple of subintervals .s due to the fact that the missile is in
terminal guidance where an acceleration in rate changes is common, N

Figure 3 is a graph of the subinterval, the TIC for the same two

sats of data, 1.e., real and hardware model time series, A TIC of zero
indicetes equality between the two series, which in turn indicates that
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Figure 6. Actuator model block diagram.
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Figure 7. Real flight data digitized.

a perfect model had been hypothesized for the actuator. DBy the eighth
subinterval, the value is reduced to approximataly 0.05 and it remains
small thereafter. The data in Figure 4 are a more detailed view of the
same data and include the cumulative mean residual for comparison with

the cumulative TIC.

IV. CONCLUSIONS. The preceading statistics represent a small sub-
set of those availsble to the analyst for validating dynamic systuaa. Many
(Bibliography) agrec that these can supply useful and meaningful infor-
mstion for validation purposes. However, there are some who feel that
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Figure 8. Real versus hardware simulation residuals
and confldence bounds,

special techniques must be used to analyze nonstationary systems and the
! straightforward statistical quantities (as those discussed in this sum-
¥ | : mary) are questionable in the cases where the models being analyzed pro=-
| " duce highly nonstationary data. Work is underway using variations of

: thase techniquas  as well as spectral techniques to circumvent the prob-
T ' lem. Early results appear promising.
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ANALYSIS OF VARIANCE OF MULTIVARIABLE
FLIGHT TEST DATA

A CALL FOR ASSISTANCE

James S, Hayden
US Army Aviation Engineering Flight Activity
Edwards Alr Force Base, California 93523

INTRODUCTION: The flight test community is frequentiy called upon
to define changes in performance resulting from a change In configura-
tion of an aircraft. Even with extreme attention to control of test
condition state variables, the problem of duplication of conditions Is
an order of magnltude more difficult than In a laboratory environment.
Further complicating the problem |s the fact that depending on the
flight regime, up to three non=linear or eleven |inearized independent
varfables are Involved. Measurement errors may be present in each of
the independent variables. Published methods for analysis of varlance
are Inadequate to treat this problem, A brief case history of deter-
mination of the change In hovering performance due to a rotor system
“change s presented to [llustrate ths problem. Measurement accuracles,
test techniques and analysis methods are discussed to highllight the
problem and suggest arasas where discussion of statistical analysis
techniques would be most useful.

HEL {COPTER PERFORMANCE TEST TECHNIQUES: Pre-test preparation
Includes callbration of most performance Instrumentation data sensors
and Indicators to N.B.S. secondary reference standards, Wherever
possible "end to end" calibrations are performed on complete measursment
subsystems after Installation In the test vehicle. Certain systems such
as engine torquemeters and instrumented rotor shafts are of necessity
callbrated by contractors. Prior to testing, the fully instrumented
hellcopter Is subjected to multiple precision welighings to accurately
determine weight, center of gravity location, and to callbrate fuel
cells. Strict Inventory control of useful load Items such as ballast,
armament load, parachutas, oxygen equipment, Individual crew composition
and pre/post flight fuel mass are kept on a flight by flight basis., Re-
calibrations and re-welghings are performed perlodically during the test
program,

The vast majority of precision performance data |s gathered under
stabllized conditions. Using the great outdoors as your laboratory has
esthetic advantages but your ablllity to carefully control tha environ-
ment |3 quite limited. Smooth alr is essential for all tests and steady
winds not exceeding threa knots are required for hover performance
tests. Wind Is not as critical for tests performed at altltude but
caution must be exerclsad to avold mountaln waves which may seem smooth
as glass while the air mass Is rising and falling sinusoidally in a
pattarn relatively statlonary with respect to the ground. Errors
equivalent to rates of climb of + 500 ft/min are not uncommon In these
atmospheric formations.




It should be clear that the ability of the test pllot to stabllize
the aircraft with a minimum of control motions and to hold this condi-
tion for the required data recording time periocd Is of primary import-
ance. On many tests the state variables are aiso controlled to hold
certaln non=dimensional variables (to be discussed) constant for a
series of data points. This process is Itself quite involved and
requires the flight test engineer to calculate a target altitude and
rotor RPM for the next data point based on cockplt observed values of
alrspeed, altitude, air temperature and fusl used. The calculations are
qulte Involved and require use of charts, a programmable calculator or a
telemetry down link with voice up link, Errors which may accumulate In
the varlous steps (engineer reading of cockpit indicators, calculations,
and pllot setting of conditions using cockpit Indicators) are reduced
significantly by the use of telemetry. The key point is that the
accuracy of establishing desired flight conditions Is limited.

PERFORMANCE DATA PARAMETER MEASUREMENT ACCURACY: As has been
polntea out, Fi|gﬁt tastlng I's not conducted in a laboratory environ=
ment. Test instrumentation 1s exposed to a host of alien environmental
factors; vibration, temperature extremes, shock, dirt, etc. The flight
test engineer quickly recognizes that brochure accuraclies are unreal-
Istic In practical application. Experience has shown that the following
accuracies can ba achleved with reasonable attention to detall,

FLIGHT TEST PERFORMANCE DATA MEASUREMENT ACCURACY

PARAMETER SYSTEMATIC/ERROR POINT ERROR
— .
Gross Welght 30 Lb 15 Lb
Engine Torque 1.5% 1%
Calibrated Alrspeed 0.5 KT
Rotor Speed 0.1%
Alr Temperature 0.5%
Pressure Altltude 20 Ft

The Impact of these uncertainties on the analysis of hovering data
will be discussed In more detall later.

_ HELICOPTER PERFORMANCE MODELS: The versatility of the helicopter
expressed In 1ts ability to Fly Ilterally In any direction presents an
extremely complex performance analysis statement. For the purpose of
describing the subject statistical analysis challenge, we will restrict
the discussion to two Important flight regimes; hover ard cruise.

Non dimensional methods are commonly used in hellicopter performance
analysis, The pursmaters of interest, for our restricted discussion,
are power coefflclent (CP), thrust (or welght), coefficlent (CT),
advance rativ (u), and advancing tip mach number (M).
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NON DIMENSIONAL PERFORMANCE PARAMETERS
CPe Q

5 2
po (6/8) TR Q

CT= W

4 2
po (8/8) %R Q

u = KTAS X 1,68781
aR

M = (1 +u) aR
1116.45 V' 6

WHERE :

CONSTANTS .
po = S,L. Std Atmospheric density, slug/ft .
R = Rotor radlus , ft.

n, 1.68781, 1116.45 = CONSTANTS

MEASURED PARAMETERS.

Q = Total delivered torque at rotor speed, Lb-ft.
= Rotor rotational speed, rad/sec.

1|
6§ = Amblent atmospheric pressure/S.L. std amblent pressure, Dim.
0

= Ambient atmoshperic absolute temperature/S.L. std. Amblent
absolute temperature, Dim.

W = Alrcraft gross waight , 1b.
KTAS = True alrspeed, Kt.

Hover power required, in simple terms, may be considered to be
composed of Induced power (energy required to produce 11ft) and profile
powsr (energy required to overcome rotational drag of the blades).
Rotational drag Is composed of a base drag, a component of drag due to
11ft, an additional drag due to compressibility and in some cases an addi-

tional drag due to stall, In cosfficient form, a model which has proven
effective is:

HOVER POWER REQUIRED MODEL
372 3
P «A+B CT/° & ¢ et + £ (cT, M)

This is the equation form which will be used with the specific example
to be discussed.
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Forward flight power requlred includes addltional components;
parasite power (energy required to overcome alrframe drag), additional
profile power due to forward speed (u), and stall and compressibility
power which Is a function of u, CT, and M. A typlcal forward flight
power required model is:

FORWARD FLIGHT POWER REQUIRED MODEL
2 2 3
P = A (1434)+ 0(9{— FEu+Fu o+t (CT,uN)

The functional relationship Indicated for stall and compressibllity
power understates the complexity of the phcnomena. The onset of stall
Is usually defined for & specific alrcraft as a unique relationship
between CT and u. This unique relationship, or boundary, Is however a
functlon of both the drag configuration (l.e., rocket pods, doors open,
etc.) and the rotor tip mach number. The onset of compressibility
effects Is usually defined as unique relationship between CT and M,
however, thls boundry is also a function of wu.

The gross trends of these additlonal power components are |)lus-
trated In Figures | and 2.

Now that you have been Introduced to the complexity of our forward
flight problem, lets turn our attention to the simple example problem to
be used to lllugtrate our challenge - determination of the change In
hovering performance due to a rotor system change.

COMPARAT|VE HOVERING PERFORMANCE TESTS: The Unlited States Army
Englneering FTight Activity conducted comparative tests of two types of
rotor blade installed on an AH-IR hellicupter. The tests were conducted
at fleld elevations from approximateiy 2,300 ft to 10,000 ft over a span
of approximately three months. The comparison of out of ground effect
hovering performance was only one of the many objectives of the test and
ts the only subject which will be discussad here,

All tests wers flown on the same aircraft with the same engine and
with the same basic instrumentation. Data were obtalned wilth each blade
type, ''Back to Back'', at each of the three test sites,

Data were obtained by stabilfzing the hellcopter In hover at a skid
height of 100 + 2 ft for a period of not less than 20 ssc. Data were
recorded continucusly for a period of approximately 10 sec at a sample
rate of 100 sempies/sec. The data records were then edited from time
history strip charts, Acceptable data points were then edlted to the
most stabllized 6 sec of record. The edited record was then used to
calculate the non-dimensional parameters based on actual data every
tenth of a second. Tho calculated non-dimensional parameters were then

averaged over the period., This leads to the first question to be posed
in thls clinical discussion:

$




R : l. !Should data ha averaged as measure or after calculation?"

The data gathered during these tests Is presented graphically in
Figures 3 and &4,

DATA ANALYSIS: The edlited averaged data points were analyzed by

performing a multiple linear regression of the hover power required in §
tha form:

PR . 8 e 20 T

3 372
CP = A+BCT +CCT + DM
Results of the regressions are summarized as follows:

MULTIPLE LINEAR REGRESSION DATA

R et L

3 3/2
CP+A+8BCT +CCT + DM

WITH MACH NUMBER NO MACH NUMBER
¢ BLADE A B A B
¥ ; n 82 58 82 58
¥ E A -3.755-8  -3.189-8 -1.380-7  -7.457-8
! ' B 3.67342 2,430+ “1.879+2  -2,040+2
C} c 9.458-1  1.120+0 1.376+0  1.319+0
5 ? 0, 1.250-4  6.431-5 0 0
1 | R 9.859~1  9.843- 9.832-1  9.839-
i § s 8.965-6  1.085-5 9.760-6  1.099-5

. The nominal performance design point for the AH=1R iIs 9,000 1b

, : grogs welght at 4,000 ft, 35°C or a thrust coefficlent (CT) of 55.34 X

| 10 " and a tip mach number (M) of 0.6465. Evaluation of the polynomials
ylelds the following power coefficlents for the two blade sets.

. CP(A) = 53,24 x 1075
. , cP(8) = 50,67 X 10°°

A e At S Rt el T R o et Bl A -

i ; If the problem being addressed was linear with a single independent -
| : or even multivariate, the analysis of varlance would be strafght for- ;

ward. Recall the description of the functional retationships given in

¢ AMCP 706-110 where X valuas can be measured exactly (FI) and where

¢ errors may be present in the X measurement (Fil).

© r.——

Now recall the possible point errors of the present example, as
Implied by Instrumentation accuracles. The vectors representing the

i Individual effect of 1o data crrors on the non-dimensional coefficients
are lllustrated In Figure 5 as are the maximum possibie 1o meusurement
errors and clearly Illustrate that wo are confronted with an Fll sltuation.

P
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This leads to the concluding question of this clinical presenta-

tion: i

3 2. 'What procedures are recommended for calculating a speci~
, - TTed difference In average ger?ormancel with & chosen

' gﬁeree of confidence with a multivariable FI| relation-
ship?"

SUMMARY OF QUESTIONS:

1. !'Should data be averaged as measured, or after calculation?"

2. 'What procedures are racommended for calculating a specifled
difference In average ?er?ormance, with a chosen 3egree of

confldence with a multivariable FIIl relationship?"

REFERENCES :

@ 1. "Alrworthiness and Flight Characteristics, Improved Main Rotor
Blade on the YAH-IR', Yamakawa Et, Al, USAAEFA Project No 76-08.

2, AMCP 706-110, DEC 1969.
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FIGURE 3., COMPRESSIBILITY EFFECTS ON GENERALIZED ;
t LEVEL FLIGHT PERFORMANCE | |
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g FIGURE 3
OUT-OF-GROUND EFFECT NONDIMENSIONAL HOVERING PERFORMANCE
| YAH-1R USA S/N 70-15936

§ ENGINE T53-L-703 S/N LE151242
B SKID HEIGHT = 100 FEET

SYM REFERRED ROTOR DENSITY  OAT
SPEED RANGE  ALTITUDE

(RPM) (FEET)  (°C)
3 ® 303 - 304 1300 4.0
i . 305 1000 1.5
i 4, ¢ 316 - 326 1240 3.5 |
» 327 - 3N 1040 2.5 |
'3 v 300 - 300 4240 4.0 ;
| ¢ M - N2 4260 4.0 |
! * N8 - 324 4280 4.5 P
: 701 a 327 - 329 4240 4.0 Py
: : o 299 - 300 1840 7.5 -
| o) N6 - 325 1960 8.0
\ " D 326 1960 8.5 1
[} - . |
, © g U 292 - 304 5580 19.5
! - 0 305 - 315 5540 19.0 .
i ) 316 - 320 5540 19.0 b
! B ° 301 10860 4.5 P
g a 32 10920. 4.5 :
| 2= 62| v 323 10920 4.5 |
5 r a 328 10920 4.5 ,
H [} ]
v I
g !
: = 58
% & |
i g o0 Notes: 1. D SYNBOLS INDICATE
: o BLADES S/N 8063 AND
. & 8109.
: 2. SYMBOLS INDICATE
. g 50 " BLADES S/N 6500 AND
: | 3. VERTICAL HEIGHT FROM
! & BOTTOM OF SKID TO CENTER
! : T OF ROTOR HUB = 11.9 FEET.
| . g 46 4. WINDS LESS THAN 3 KNOTS.
o i 5. FREE FLIGHT HOVER
} TECHHIQUE.
| 6. AVERAGE LONGIT:DINAL 6
5 = (FS) 195.4 (MID).
£ 42 7. Avém LATERAL 0.
? (BL) 0.1 (RT).
3
{ 3 .
R ! 42 46 50 54 58 62 66 70 1

MAIN ROTOR THRUST COEFFICIENT, CT X 10° » — Gy x 104




FIGURE 4 3
: OUT-OF-GROUND EFFECT NONDIMENSIONAL HOVERING PERFORMANCE P
i YAH-1R USA S/N 70-15936 o)
- § ENGINE T53-L-703 S/N LE15124Z '
SKID HEIGHT = 100 FEET !

SYM REFERRED ROTOR DENSITY QAT
: SPEED RANGE  ALTITUDE

b (RPM) (FEET)  (°C)
| 0 300 - 301 1620 6.0 |
L 74 Q als 1640 6.0 ‘
: O 36-325 1660 6.5 !
§ P 32 - 329 1560 5.4 1
i 0 N4 4780 12.0 !
. &  3N9-324 4800 12.5 g
| 70| © 304 10700 1.5
¥ o 3-:3 10580 0.5 l
5 9. 38-325 10700 2.0 a |
£ . a 328 - 336 10520 -0.5 3
, 2 66) wores: 1. BLADES S/N 1005 & 1009. |
> 2. VERTICAL HEIGHT FROM BOTTOM OF SKIN TO !
S CENTER OF ROTOR HUB = 11,9 FEET. :
| 3, WINDS LESS THAN 3 KNOTS. i
Bl ¢, 4. FREE FLIGHT HOVER TECHNIQUE. :
| - GRE 5. AVERAGE LONGITUDINAL C.6. = . @ z
| 6. AVERAGE LATERAL C.G. = !
| ) (RS 61 (RT) © 4 ;
» 68 0
3 & ;
! w
r § 54 i
% |
g =
I 3 42 {3
i H k R
: | i
i 38 1
4 j 2 a6 50 64 58 52 66 70 g ;

MAIN ROTOR THRUST COEFFICIENT, CT X 10“ = ﬂ?%ﬁﬁ X 10t
115




FIGURE 5.

. RELATIVE EFFECTS OF POINT ERROR
3 2 ON HOVER NON DIMENSIONAL COEFFICIENTS
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ANALYSIS OF VARIANCE: SELECTION OF A MCDEL AND SUMMARY STATISTICS

Frederick Steinheiser, Jr. & Kenneth I. Epstein
Army Research Institute for the Behavioral and Sociel Sciences

Alexandria, VA 22333

SUMMARY

Tnree models can be used to perform ANOVA: fixed, random, or mixed.
The choice of a model is determined by the sampling plan of the treatments,
e.g., if sampling was exhaustive, then no generalization bevond such
sumpled levels is allowable. Two summary statistics may also be computed:
the F-ratico (to test the hypothesis of an effect cue to a given treatment).
and ar index of the wmagnitude of experimental effect (also calleé the
proportion of variance accounied for by a given treatment effect]. This
paper examines the relationship between ANOVA models, summary svatistics,
and the inferences that can be drawn from them. Data from a completely
crossed repeated measures experiment are presented, to show how some
inferences about effects can change as a function of the nmodel selected

and ithe sumtary statistics which are then computed.

117



Introduction

The topies of this paper are models for the analysis of variance
(fixed, random, or mixed ANOVA models), and the subsequent summary
statistics (F-ratio, quasi~F-ratio, and magnitude of treatment effect)
which may be computed following the ANOVA. ANOVA is & useful method
for assessing the statistical significaunce of treatment effects. But the
eignificance of an effect is a function of two decisions, First is the
.selection of a2 model and an appropriate sampling plan for elements within
each of the treatment factors, Second is the choice of summary statistics
which indicate the extent of significance achieved., In this paper,
comparisons will be made bLetween models, and between suwmmuary statistics,
Specific issues will be clarified concerning the interpretation of results
when various models and summary statistics are used on the same set of data,

Selection of an ANOVA Model

In the fixed-effects model, the levels of the independent variables
are assumed to have Leen exhaustively sampled. No generalization beyond
those levels sampled is intended, or theoretically permissible. The
randon effects model assumes that the selected treatment variables have
been randomly selected from a very large population of such variables,
Generalization of results from the random sample to the population is
ailowed, The mixed model allows both fixed and random factors to be
studied in the same experiment, with the results for wach factor to be
interpreted according to that factor's sampling plan,

The choice of a model has an impact upon the probability of

obtaining the otservations under the null hypothesis for each treatment
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(factor), Behavioral research is particularly vulnerable to the choice
of a model, because often the investigator can use only a limited sample
of the possible number of stimuli (items, drug doses, etc.). Furthermore,
because of the difficulty in creating comparable sets of stimuli, the
same stimulus set may, by necessity, be given to all subjects,

Ae a simple hypothetical experiment (adapted from Clark, 1973),
suppose that two classes of stimull, nouns and verbs, are individually
shown to subjects. We want to see if it takes the same time to identify
each word as a mamber of the correct part-of-speech class, This simple
hypothesis will be shown to have interesting implications for both
experimental design and statistical analysis,

First of all, fixed sets of nouns and verhbs which are matched on
relevant parameters, such as number of letters and frequency of occurrence,
should be prepared. If we want to be able to generalize to the full
domain of nouns and verbs, each subject should receive a diffeyxent random
sample of words from the two lists. However, it is impossible to match
the words on all relevant variables, It is also practically impossible
to use a different random sample of words for each subject,

Consider, then, the following experimental design, in which "s"
gubjects are each presented "w" different nouns and verby:

TABLE 1. Assignment of Subjects and Parts of Speech,

Part of Speech
Subject: P (nouns) Pp (verbs)

wlnnnlww/z ww/2+100.0ww

e =
o ops

8
In order to compare the adequacy of the several possible F ratios for

testing the difference in response time to the two "treatment" (part of
speech) conditions, the following tables of expected mean squares will

be helpfl:ll: 119
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TABLE 2. EMS Assuming Parts of Speech is a Fixed Factor, and Subjects
and Words are Random.

Source _ﬁ_

3 2 2
P {Part of speech) cé + 8We, + aa w(p) * wc5xs agxw(p)r

W(P\ (Words within part of speech) tr + 862 sxw(p)

§ (Subjects) Gﬁ + p"°2 xw(p)

Px8§ 02 + w62

e pxs + Uhxw(p)
S x W(P) _ 0%+ Oea(p)

TABLE 3, EMS Assuming Parts of Speech and Words are Fixed, and
Subjects are Random,
Source
P
W(P)
S
Px8§
8 x W(P)

1f we choose to test the significance of the Parts of Speech treatment,
the appropriate P-ratio for the model illustrated in Table 2 is:

Fp = MSP/Mprs. The only term in the numerator that is not in the
denominator is swcg. However, if this same F-ratio is used with the model
in Table 3 (applicable when generalization is desired to all nouns and
verbs), then this F-ratio will contain two terms that are not in the
denoninator: aaﬁ(p) and swoi. And, using alternmative error terms in the
parts-of speech fixed, words random model (Table 2) also leads to the

same problem., For example, if we test the parts of speech effect against
the words within parts of speech effect, we obtain F, : HSP/MSw(p). In

this case, EHSp exceeds EMS w(p) by the amount of woZ _ + waq%. Therefore,

pxs
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this F2 ratio would alsc be significant when the true contribution of
c,% due to parts of spéech (treatments) is really zero. In summary, both

n

F) and F,.could be significant when c% = 0, provided that:dﬁ and chs
exceed zero,
A possible solution to this dilemma Js to take the "quasi-F" ratio,
or F', which equals (MSp + Mssw(p))/(nspxs + MSy(¢p))s Now the only
term in the numerator which is not in the denominator is 2. However,
F' is only approximately distributed as F, although the error involved is
not large, provided that adjustments are made to the degrees of freedom,
Another, more conservative solution is minimum F', which assumes that
MSgyw(p) 18 zero. A more detailed discussion of this problem may be found
in Clark (1973).
A series of Monte Carlo computer simulations (Forster & Dickinson,
1976) explored the relationship between all of the above F-ratios and
and the resulting type I error rates, Generally, Fy and F, elone
produced unacceptably high error rates, whereas F' and min F' were more
conservative, as can be seen in Table 3,

TABIE 3. Type I Error Rates as a Function of vVariation in M8 xp and

MSy(p)* (500 observations per situation, alpha = .06, p = 2,

q=5,7r=9)

Source of vVariance s.d.l s.d.2 Pl Fp min F' F!

Manipulated

Neither 0 0 044 046 ,010 026

M 5 0 .228 052 .038 .044

%(p) 10 0 .484 .070 060 060
15 0 586 .056 .048 082
20 0 724 .080 048 048

MS . 0 5 042 146 .024 .086

P 0 10 064 .388 048 042

0 15 .036 .520 .082 034
0 20 .042 588 .038 042




Both S 5 124 .096 034 042

10 10 .190 .090 +040° »040
15 15 .3%8 .138 056 064
20 20 . 118 048 .048

As can be seen in Table 4, increasing the number of items and subjects
tends to decrease F, type I error for the fixed effects model, where only
subjects are random. Min F' and F' continue to have lower error rates.
TABLE 4. Type I Error Rates as a Functiun of the Numbers of Subjects and

Items. ( 300 observations per situation, s.d.y = 8.d., = 20, and
alpha = ,05,)

Number of Subjects Number of Items F1 F2 minF' F'
10 8 .240 .070 .040 .040
10 20 .090 .290 088 L0583
20 5 307  ,077 .067 067
20 20 Q93 L2177 .060 060

The '"Magnitude of Effect” as a Summary Statistic

The F ratio indicates the level of statistical significance that can
be attributed to a particular treatment. The degree of statistical
significance 1s a joint function of the "true' strength of that factor,
the error variability (which reflects the degree of experimental control),
and the sample size (i.e., number of subjects tested), As sample size
increases, there is increasing power to reject a false null hypothesis.
Thus, in conducting large scale experiments with hundreds of subjects,
the large "n'" may be necessary in order to detect a weak "signal" buried
in a background of "noisy" data. But the large n may also lead to
spuriously significant F-ratios which are actually stutistical artifacts.

Orie index for assessing the significance of effects ls the "magnitude
of effect," also sometimes referred to as the "proportion of variance
accounted for," It is interesting to note that relatively few research

papers have included this index, compared to the ubiquitous F-ratio,
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Basically, the magnitude of effect (m.e.) measures the degree of

association between the independent variable(s) and the dependent

b e e AT ST

variable(s)., In the simplest case for ANOVA having fixed factors, none

of which are repeated, the m.e. formula is:

magnitude of effect = (8Suppent = €fgpract X Merron V/(5¢otal + Marror) * 4
Rules for deriving m.e, indices are provided by Dodd & Schultz (1973),

- A = s i s me e r— < T
=

along with tables for representiave ANOVA designs.

The concern of the present paper is with the interpretation of these %

: summary statistics, since hoth I and m.e. can be computed from the same

set of data, It is clear that as the statistical significance for a given

: effect increases--i,e., the p(observation}null) decreases—-the magnitude %

3 f for that effect also increases., But it is alsc possible that an F-ratio

|
H : mey be highly statistically significant, yet the m.,e, for that effect
2 : could account for only some very small proportion of the overall variance.

. : The results from an experiment summarized in the following section

- : show that when statistical significance (p €.001) was achieved by several
| ' treatments, the m.e. for these treatments ranged from 1% to 23%.
A Study of Marksmanship
Consider the following experiment which was conducted for the
U.S. Army Military Police School at Fort McClellan, Alabama, Each of

p i , 237 students shot a total of 240 handgun rounds from eight different

position-distance combinations. There were three repetitions of 80 shots

each, at stationary silhouette targets. Within each repetition, five
' shots were taken, the weapon was reloaded, and five more shots were
f

fired in the adjacent test lane, (Each subject had previously prased a

e

14 , training course with a scoxe of at least 35 hits out of 50 shots.) In
I

the test, 160 trials (2 repetitions) were taken on Thursdays, the third
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was taken on Fridays. The completely crossed design was therefore:

AxBxCxD, or 237 x2 x 8 x3, or subjects x lunes x tables x

repetitions,

Table 5 highlights the results of the ANOVA from this éxperimant.
The firet column of F-ratics «ucurds a mixed model, with B,C,D as fixed
factoés. The second colum:. of F-ratios assumes that only Tables was
a fixed factor. The third I'~ratio column assumes that all four factors
were randomly sampled from their respective populations. The point is
rather obvious: different ANOVA models produce different F-ratios for

null hypothesis rejection, given'the same set of data.

TABLE 5, Changes in F-Ratios as a Function of ANOVA Model
Source ael ms,  F £ g

A (Subjects) 236 12.80 3,93Wkiw 9 pqwhwh

B (Lanes) 1 7.70 7.38%wwR 5 gpwk 2,26

C (Tables) 1 732,71 385,64%h¥ 75 1wk 79 J1www

D (Repetitions) 9 84,75  14,18WM%% 1o sghwwk g Jlww

Wik :p ¢ 001 whi:p €,01 *hip ¢.025 *:p .05

1. d.f, for F-ratios were obtained using the Satterthwaite approximation.

2. A random; B, C, D fixed effects.

3. A, B, D random, C fixed.

4. A, B, C, D all random effects.

The problem of interpreting the F-ratios now needs to be addreased.
I8 there, for example, a significant effect due to lanes or to
repetitions? If these effects are assumed to be fixed, the answer is yes;

if they are assumed to be random, the answer for lanes is no, and for

repetitions the level of statistical significance has greatly decreased.
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We offer the suggestion that the choice of the ANOVA model (and
wtimately the level of significance reached) lies in the eye of the
beholder-~the scientist himself., From a gpopsor's persepctive, it may
well be that only those conditions which are studied in the experiment :
are of Interest. If mapy lanes, repetitions, or even tables are npever to
be studied or added to his testing program, then those factors would never
be sampled from a larger population of aﬁch factors. However, one might
argue from a gelentific point of view that many additional lames,
repetitions, and firing positions could have been tested. That is,
we happen to have chosen only three repetitions, two lanes per subject,
and eight different distance-position combinations. Thus, the sponsor-
practitioner wishes information that is specific to his particular test,
In ~ontrast, the scientific "purist" may perceive this one test ox
expariment as merely one of many different kinds which could have been
conducted by him for the sponsor. Hence, the choice of model indeed
influenices the significance levels obtained,

Th3 power of the F-ratio to reject a false null hypothesis is a
function of (1) the "true" strength of the particular factor, and (2)
the stiple size. Although a large sample size may help to detect a wealk
signal in a noisy background, the vesult of using such a large sample

can lead to increasingly significant F-ratios, with little, if any

concomittant increase in the m.e. It is to this latter summary statistic

that we now turn our attention, in the analysis of the sume set of
marksmanship data,
The m.e. results are shown in Table 6, where it may be seen that the

largest effect, other than random error, was due to the "Tables"

factor, which'captured a 28% share of the total score variability.




The effect due to Persons, reflecting individual differences among the
students, reached nearly 10%. Several interaction terms, In which

Tables was a factor, accounted for about 6% to 7%.

TABLE 6. Changes in Magnitude of Effect Index as a Function of ANOVA Model.

Proportion of Total Variance, Assuming:

Source A Random,  A,B,D Randum, A,B,C,D Random
B,C,D Fixed C Pixed L

A (Subjects) .0852 1027 1030

B (Lanes) »0004 .0006 .0005

C (Tables) +1643 <2454 2681

D (Repetitions) .0027 0041 0042

Note that the effect due to Repetitions in Tabie'slwas stétisticaily
significant, whereas according to Table 6, Repetitioné contributed an
effect worth only about ,4%. The reason for this apparent discrepancy
between the two summary statistics is due to the large number of subjects,
which in turn produced a large number of degrees of freedom., This ailows
onail F-ratios to more readily achieve statistical aiﬁnificance. Thus, the
values for m.e. in Table 6 act as a check upon the significance levels
ligted in Table 5. Therefore, the effect due to Repetitions reveals a
slight, but probably inconsequential learning effect. A similar line of
reasoning holds for the iInterpretation of the Scores variable in Tables
5 and 6.

Sumnary and Conclusions

In actual experimental testing situations, it may not be easy to

determine whether a4 given treatment should be classified as a fixed or as

a random effect, For example, in the experinent outlined, the Scores,
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Repetitions, and Tables factors could be considered as either fixed
or as random, Recall that Tables had eight levels, representing the
eight specific position-distance combinations that comprise the
marksmanship test, Since there are theoretically an infinite number
of distance-position combinations, Tables could be interpreted as a
sampling of eight from this much larger population. Since an experimenter
ig often interested in generalizing his results beyond the specific
treatment levels to a larger set of "real-world" circumstances, a random
effects assignment to Tables could easily be justified. Furthermore,
the probability of falsely rejecting a true null hypothesis is less when
a treatment is considered to be random as opposed to fixed.

In summary, the wise use of an ANOVA model involves the following
points: (1) determination of fixed vs. random factors, {2)computation of

complete sets of summary statistics, (3) interpretution of the statistics.
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EXPERIMERTAL DESIGN FOR TESTING EFFECT OF INGESTING
CRUDE FIBER ON PLASMA 2INC LEVELS IN HUMAN VOLUNTEERS

Walter D. Foster, AFIP, and Barbara F. Harland, FDA
Washington, D.C. 20306

ABSTRACT. The benefits of ingesting dietary fiber may be cifroet
by a possible depression of plasma zinc levels. An experiment was
designed to detect a lcss of 10ug/100ml in plasma zine (if it ex-
isted) 2t the .71 significance level with a power of .95. Variance
estimates were deduced -from serur (not plasma) -distributions in thie
literature and restructured to offer between (and within) subject

variance ccmponents. Lccording to the non-centrazl F-distributicen,
Ltheze dezign paramevers re*u‘redlu vclunteers to finish the experi
nent, ezch wiih three plasmiz dzierminations tefore treatment and
three more at thne end. Treatment consisted of daily ingestion

of bran muffins and bread containing 2.7 grams of crude fiber for a
period of 14 weeks. % similar group of controls ingested this diet
without added fiber.

I. INTRODUCTION AND OBJECTIVES. For at least 20 years, the
scientific literature nas noted the general health venefits that might
accrue from the ingestion of crude fiber, iith specific emphasis cn
crude fiber's potential for reducing the 1ncidence and severity of
atnerosclerosis. The popular literature of recent years has reiter-
zted tnis theme. 7Thus, a growing proportion of the reading public
is actively altering diets to include more crude fiber. The manu-
facturers of bread and breakfast foods have instituted advertising
prcgrams to sell newly Geveloped, high fiber products.

“nat is not well known is the pcssibility of detrimental ef-
Tects rom increased crude fiber, specifically the excretion of zinc
and otner minerals from the body. This problem has been acknowledg =
in the medical literature only recently and has been Slow to reach
the popular literzture and the advertising media.

Tne Food and Drug Administration bears the responsibility
for monitoring (and regulating, if necessary,) the production and
sale of food. 7o zugment the information currently available, FDA
asked for experimentation specifically designed to measure the de-
crease ’i; any) in zinec and other minerals in blood plasma as a re-
sult of the daily ingestion of 2.7 grams of crude fiber in addltlon
t0 sell-zeiected dlet.

It is the cobjective of this report to describe in detail ths
cesign ané sugcested enalysis for this experiment and to document
“hz exrerimentz: drotccol selected.

ne hypctnetical time trend shown in Figure 1 formed the
tzzlz 7 the plen. leasurerents of plasme lzvels were ¢to be ob-
tzirel tefore treztment. Treatment was defined to be the daily in-
westicrn of 2.7 grams cof crude fiber derived from unprocessed bran,
lressriratEl Inte fine, Zzte Tread, znd l-cznies. LTler 2 tran-

il cLrmlzt ool o w828 ve 2liovw Farun levels tC rzmch g e
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equllibrium, further plasma determinations were to be obtained.

PRE~ ~ TRANSITION EQUILIB-
! TREAT- RIUM
; MENT
| Fiber

FIGURE 1. Hypothetical time trend of plasma zinc

The specific questions were: 1. duration of transition perilod;
2. number of subjects in the treatment group; 3. number of sub~
Jects 1n the control group on the same regimen but without bran;
and 4. number of plasma measurements in the pre-treatment and
equilibrium periods.

L e e

II. ESTIMATION OF SAMPLE SIZES. Neither our own experience
nor the literature was helpful in answering objective #1: length
‘ of transition period. Our solution was arbltrary--12 weeks, a
most conservative estimate to allow for complete transition. Two
weeks were allotted for the pre-treatment baseline testing; two
weeks were added for the equilibrium period, making a total of 16,

e e et L

X - Objectives 2-4, how many subjects and how many periods, were
! . approached simultaneously. The paradigm helow shows the detailed !
& experimental deslgn and suggested analysis of variance, but does |
;ﬁ not specify how many subjects and how many periods.

RLET
Pre- Equilib-

Treat- rium .
ment

- - - - - AV,
Treat - GROUPS
ment DIETS -
Group GxT
- SUBJECTS IN G
Con- - SxD
trol PERIODS IN D

Group gxg
Sx




It was convenient to consider the treatment group alone as an approach to
suggesting the number of zubjects and periods.

DIETS
Pre~ Equilib
" Treat- riun
ment A, V. EXPECTED MEAN SQUARE
Treat- A =~ = = - - -  SUBJECTS o + dpo
SP S
- - = - - - b4 & 4 v
ment 7 B DIETS USP + scP + posP + psoD
. [ L ¥4
Group SxD Isp + Pogy
. a & a4
PERIODS IN D USP + sop
- - - - - - Z
8 | BxP oZo

The problem was to secure estimates ¢f those variance components to be used
to test the effect of Diets and to deteruine s end p. Design criteris were
defined as follows: require that a difference in plasma level due to dilet of
as much as 10 ug/l00ml be statistically significant at the .0l level with the
power of the test set at .95. In terms of the non-central F-distribution, we
nave sy, - 1)2/k

1

- [] 2
Non-Central PO EMS/Sampic Sive

2 = 32 for o= ,01, B ™ .05, § = 10 i

. §2/2
S - oy 57
=) A -4
B ) sp

!
|
|
|
or, solving for p, }
i
|
1

2 2
o = "fspés + Zp L ()
§</2%¢ - csb7b
i
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Measurements of serum (not plasma) levels repeated in time
for subjJects on a steady-state but self-selected dlet were available
from Pelarek (72), but not in analysis of variance format. An ap-
proximate reconstruction of Pekarek's data in AV form 1s shown below.

a.f. g%u EMS
Subjects 98 1 o + pold
Periods in S 728 81 °§: + §§°

If we assume that p = 827/99 = 8.35, then ofp + 03 & 61 and

poé - 02 =1753., These estimates were not out of line with those
reconstructed similarly from other investigators, Davies (69),
Pecoud (75), Halstead (74), and Nichols (76). However, there was
a problem in changing scale from serum values to the expected
equivalent in plasma levels.

A currently used conversion from serum to plasma means is a

simple percentage drop: 4X = plasma - serum = XP - XS .
; XS/ 1016 - Xs - ‘bll'XSn
A plot of 8(X) vs X using both serum and plasma reports revealed
the consistent relation: 4s = aX/5 so tha
As & -,0275Xg = -2.8 for typical serum

levels, of 100 ug/100ml. 1In terms of varlances, the estimates beccme
afp + of = 38.4 (Plasma). Equation (1) requires estimates of gZ; ,
o§ , and o2 ; thus far, the literature has yielded only Ysp + 9p = 38.4
T %le 1 congains values of 8 and p for a variety of relationships
between o%, , 0§y , and a2 in an effort to "box in" a portiocn of
hypersurface represented with the hope that impracticable values
of s and p would be accompanied by unlikely values of the
variances. Clearly a considerable degree of guessing was involved
when the values of s = 14 and p = 3 were chosen from the center
of Table 1. Thus, 14 subjects who would finish the experiment was
a minimum requirement. A similar number was recommended for the
control group with the emphasis on a greater number in the treatment
group 1f absolute balance was not possible.

ITI. ALLOCATION OF SUBJECTS. Allocation of the 34 persons
who answered the request for volunteers was based on 4 balance of
helght, welght, sex, level of physical activity, and a measure of
body fat. The physical factors were combined to give an index num-
ber Y as follows:

Y=2(t «T) + (w - W)/3, where

t = triceps skinfold, mm; T = median skinfold for that age,sex;
w = weight, pounds; W = median weight for height,sex, and frame
from the Metropolitan Life tables,

The index numbers Y were found to be reasonably related to a some-
what similar index constructed by Lamphier in Nichols(76). After
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ranking the subjects by their index number Y and according to thelr
level of physical activity, adjacent subjJects were allotted to
groups at random. Neither the subjJects nor the technlecians who
made the plasma determinations knew the group allocatlons; every
precaution possible was employed to make it truly a blind experi-
ment.
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FIELD VERIFICATION OF RADIATION CHARACTERISTICS
OF RADARS

JL HARRIS
Aeroballistices Analysls Branch
Aeroballistics Directorate
Technology Laboratory
US Army Missile Research and Development Command
Redstone Arsenal, Alabama

ABSTRACT. Thls paper deals speciflcally with work done
to determine from field test data, the radiation patterns of
the radars of the Improved HAWK aystem. It does not attempt
to treat the subject in general. The problem of data analysis
is the underlying subject of this paper. Many problems were
encountered when doing the analysis which would yield a radla-
tion pattern. These are discussed. Some results are presetrited
and conclusions are drawn. The conclusions deal with measures
which will make the Job of data analysis easier and quicker,
and should apply generally. '

I. INTRODUCTION. 1In 1975, from Juiy to November, fleld
tests were conducted with the raders of the Improved HAWK system.
The tests were conducted at Naval Weapons Centei. (NWC), China
Lake, CA. The tests were motlvated by the Anti-Radiation
Missile priblem (ARM). The primary objectives and findings of
the tests are not the subject of this paper. During the tests,
data was collected from which the transmit patterns of the pri-
mary radars could be determined. Pattern data had been made
available by the system prime contractor. This was duta taken
on a radar range, in a recelve rather than tranamlt mode, and
in a free space environment, to whatever extent thia latter
was achleveable. It was felt that the data taken under field
test conditions should be processed to yleld the patterns of
the antennas in a transmit mode, in a natural environment (if
China Leke can be judged natural), with multipath present, It
was also felt that the data could be processed In such a way
that 1t would provide a check point for a multipath model whiech
had been developed. For these reasons an effort was started to
develop the radar patterns from the data which had bean ocollected.

, II. DATA COLLECTED. Figure: l ehows the geometry of the
tests and test set-up. An RF sensor was mounted in the gondela
of a hot air balloon. The balloon was then permitted to rise to
various altitudes and as the radar of interest was allowed to
rotate with 1ts main beam at a fixed elevation, the output of
the RF sensor was recorded. Thus, the geometry of the radar
relative to the balloon borne RF sensor was widely variable,
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0 to 360 degrees of azimuth and from almost zero elevation up
to about 60 degrees (the mechanical limit). Also mounted in
the gondola of the ballon, and boresighted with the RF sensor,
was an IR seeker, a television camera, and a riflescope. The
riflescope allowed the operator to polnt the seeker cluster
toward the radar. The TV camera provided a visual record of
where the seeker cluster was pointed. The IR seeker provided
a quantitative history of where the seeker cluster had been
pointed because an IR source was provided at the radar and

the seeker was gimballed and free to track the IR source. The

IR seeker gimdbal angles provide a record of the pointing error
of the seeker cluster,

The quantitles which were recorded are the intensity output,
the two (right-left and up~down) direction finding outputs, and
a status indicator from the RF sensor; the two gimbal angles
from the IR sensor; and north marks from the radars. Also, the
geometric data to relate the balloon positlon to the radar
position was recorded. This was named the "Call Out" data
because of the way it was collected and recorded. A person was
utationed with a sextant and he kept sighting on the balloon
and calling-out the balloon azimuth and elevation. Someone
would write 1t down in the log with time of occurrence. The
balloon operator would observe range llnes painted on the ground
and call out the range and someone would write 1t down. There
was also data from an altimeter to be called out and written down.
This handwritten log was the only source of the"Call Out" data.
The other data was recorded on FM tape, copies of which were
furnished to MICOM for use in data analysis. Coples of the log
were also furnished. Some of the FM tapes were digitized anad
copies of these were furnished to MICOM.

III. ANALYSIS APPROACH. The prnblem with analysis was not
so much a problem of approach as of retreat., As soon as some
of the digitized tapes were avallable at MICOM, people began to
be solicted to "do something" with the data. One young man
started to do something with the data and found that some of the
digital tapes could not be read at all, the rest were digitized
at only 20 samples per second, and that there were chronlc tape
reading problems with the computer system which he had chosen to
use. Being a very capable and many faceted individual, he quickly
found something else to do and has been busy ever since. So it
went, for about & year. Then the author was solicited to "do
something" with the data, and got stuck with 1t. To abbreviate
the story, the data tapes were digltized by the Test and Evalua-
tion Directorate of the Research, Development and Engineering.
Laboratory of MICOM. The digitization rate was 100 times per
second, and tapes were generated which were compatible with the
CDC 6600 computer system which was chosen for the analysls.

L i o P




No blg problems have bheen encountered with thils part of the
effort, just communications.

|
! Only carefully selected portions of the FM tapes have been
! ! digitized because of the large amount of data which exlsts. For
” , a segment of interest, chosen with the ald of the test conductors'
w ! log, the digltized tapes provide the outputs of both the sensors
! : and the radar north marks, as a function of time. The test con-
i [ ductor's log 1is used to make a table of balloon elevation angle,
‘ 3 azimuth angle, and range as a funoction of the same time base.
| : These are entered into a computer program which reads the tape,
and then calculates the relative geometry which existed for every
|
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g | . time recorded on the digital tape. To represent the radar in- ‘

i . tensity pattern as a function of the relative geometry, angular 4

B space was divided into cells which were 1 degree of elevation and
' ! 3 degrees of azimuth., All samples occuring in a partiocular cell

were then averaged and a standard deviation calculated. The

quantities processed were the intensity output (which indicates

‘ radar pattern) and the direction finding outputs of the RF seeker.

! The latter provide information about the multipath situation.

| The number of samples which occurred in each cell was also re-

- corded. For a particular radar, data from several different

o days of testlng were lumped together if the RF conditlons were
i3 the same,

i T -
.

IV, STATUS. The only analysls which has yet been done is
that just described. No time serles approach or spectral analysis
approach has been attempted. The most complete set of results is -
for the low altitude search radar. Much less data was recorded K
for the illumination radar. No analyslis has yet been done with
data from the high altitude search radar.

i o e v v ——— —

V. RESULTS.

A. Radiatlon Pattern. Figure II shows a three. dimen-
sional plot of the intenalty data from the RF sensor, for tha low
altitude search radar. In this figure 0. relative azimuth means
that the radar beam 1s pointed 1in azimuth toward the balloon.
Negative relative azimuth 18 to the right. The elevation 1s
balloon elevation angle above the radar beam. Note that the
: intensity socale is not provided here. It can be seen that the
N | most power is with the maln beam pointed toward the balloon and
! that power decreases with balloon elevation. Data for main beam

' on the balloon i1s not shown here and was not taken in thils test.
Other places where no data 1s shown are at high balloon elevations
- 3 where none was recorded, and at a few orientations where there
ki was insufficient received power at the RF gensor. Figure III
' . shows a representation of data from the contractors tests. The
- intensity scale is again unspecified, and is different from :
previous figure. The thing which seems worthy of note here 1s )
that the intensity levels in some regions are approximately the :
same, but the patterns measured by the contractor show much ,
steeper gradients. Indeed, the plot is full of eplkes. There i

. — s v s eemaenia s
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is higher intensity in a quite narrow region at zero relative |
azimuth for all elevation angles shown. Within about ten degrees
to elther side of this region the intensity drops abruptly down

to a reglon which 1s approximately 180 degrees total width. In

this reglon, the intensity splkes seem randomly scattered and

thelr rieight decreases roughly linearly as the edge of the regilon

is approached. Another striking difference between the two plots
is the shape variation with azimuth at a particular elevation. The
field test data 1s high at zero azimuth, drops for a few degrees

to each side of zero, then rises again and drops again. Some
behavior of this nature can be seen at all elevation angles. The
contractors data shows this sort of tendency only at approximately
U0 degrees elevation angle, and in regions approximately 90° to
either side of zero azimuth. Still another difference 1s that

the field test data shows intensity to decrease consistently with
balloon elevation, but the contractors data does not change much
with elevation angle, except at the 40 degrees elevation angle

Just discussed. The contractors data was based upon a single |
Bet of measurements and no averaging was done, Consultatlion !
with people who are experts in the fleld has revealed that there |
may be a good deal of randomness in the structure of a radiation
pattern determined from a single set of measurements. In other
words, if the measurement set were to be repeated by the contractor,
the radiation pattern would not be duplicated, but should have

the same general characteristics. If several measurement sets were
averaged together, then the resulting pattern should be much more
similar to the pattern determined by averaging field test results,
as I have done. This argument would lead to a conclusion that the
examination of the field test data on a scan by scan basis should
reveal a rapidly changing intensity history as the various radia-
tion spikes are orlented toward the balloon. The fleld test data
has been 1nspected on a scan by scan basis and the intensity
variation within a scan does not appear to be of this rapidly
changing nature. In fact, many of the scans have the same
characteristics as the plot of the averaged data. Filgure IV

shows three scans of this data, It 1is thought that the date re-
cording process (the RF sensor, telemetry process, and stripchart
recorder) do not introduce enough flltering to prevent reasponse

to intensity spikes. But effort is being put forth to determine
whether or not this 1is true.

B. Multipath Model, The multipath model valldation effort
will now be discussed. The model hypothesizes that multipath 1s
produced by a diffuse type of reflection of the main beam radila-
tion of this radar. For some radars it might be necessary to
include other high level lobes also. It must be emphasized that
diffuse rather than specular radiation 1s assumed. The main lobe
is assumed to "paint" a swath of ground as i1llustrated in Filgure V.
This area then becomes a distributed radiator. The model calculates
the area and centroid of the swath and using empirically derived

A .
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data taken at NWC in a previous test, ocalculates the power
radiated from the swath of ground. Assuming this power
effectively originates from the area centroid of the swath,
the centroid of the direct path and the multipath radlation
combined can be caloulated. Obviously this centrold will be
at some polnt displaced from the radar on a line toward the
centroid of the swath of area. The model would then predict
that the sensed emltter locatlon would revolve around the
actual radar locatlon at the rotation rate of the radar. If
the RF sensors were directly overhead, the sensed emitter
location would be on a circle and the azimuth and elevation
components of the angular error would be equal. In the
general case the elevation angular error is smaller because
the circle appears to be elliptlcael when viewed at an angle.
This multlpath error model has not been extenasively validated.
One objective of analysis of the field test data 3s to vali-
date the model, or to discover its short comings. Filgure VI
shows idealized error plots for this low altltude search
radar, at a particular balloon elevation. When the radar
main beam is 90 degrees to the right of the balloon, the
azimuth channel error should be a maximum value and to the
right, while the elevation channel error should be zero.
When the main beam is pointed toward the balloon (or away
from 1t), the elevation channel error should be a maximum,
and down (or up) and the azimuth channel error should be
zero, Flgure VII shows a three dimensional plot of the
azimuth channel error from the fleld test. It 1ls to be
noted that at a particular elevation angle the error behaves
in the same manner as the idealized error of Filgure VI. Figure
VIII shows the elevation channel error, where again the be-
havior is as the model would predict, in a quallitatlve sense.

The preceding figures have demonstrated that multipath
seems to originate by diffuse scattering of radiation from
the radar main becam on Lhe ground, because this assumption
seems to describe what was observed in the fleld test. The
comparison is qualitative, however. The multipath model has
not been exerclsed to mee to what degree 1t will reproduce
the field test results. To do thils, a good representation
of the radar pattern is needed. At this point it 18 not
clear what to use. The pattern from the fleld test data
contains an intenslty contribution from the multipath, and
there are no measurements which are free of multipath, except
the contractors measurement. These look a good bit different
from the pattern derived from the fleld test, and it 1s felt
that the difference cannot be attributed to the muitipath
power alone. Also, these would be very difficult to represent.




The next step toward validation of this model 1s 1likely
to be the calculation of the multipath intensity contribution
for each angular cell where fleld test data was collected,
using the model as is. This intensity can then be subtracted
from the intensity measured in thls fileld test and the differ-
ence taken as the radar contribution. The nmultipath model
can then be used to produce error data for all geometrics
of the field test, and thls compared to the error data from

the fleld test. An 1teratlve process could be used to refine
the model.

V. PROBLEMS. There exists the problem of the radiation
pattern belng different from that measured by the contractor.
On one hand, there is the opinion that if the contractors
facility does not yleld the same results as fleld tests,
then 1t's no good at all. The other extreme of opinion 1s
that the agreement 1s as close as should be expected.

The number of samples which have been averaged to find
mean intensity, and mean angular error components, 1s variable.
Near the lower and upper extremes of balloon elevation, fewer
samples were taken. This contributes to the raggedness of
the estimates in those regions. 1In regions where the received
intensity was low there are also fewer samples. In this case,
there 1s a double contribution to the raggedness of the esti-~
mates because the RF sensor noise becomes more important at
low signal., But, all the avallable data has beern used.

VII. CONCLUSIONS.

A. A data reduction/analysis plan should be
prepared prior to the test.

B, Where exchange of magnetic tapes 1s contemplated,

it would be very good to verify compatibility with a pre-test
sample.

C. The person or persons who will ultimately end
up doing the analysias should be intimately involved in test
planning, determination of data requirements, and perhaps the

conduct of the test. At a minimum, he should observe some
typlcal portions of testing.
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CONSTRUCTION OF CONFIDENCE LIMITS
IN A NONLINEAR REGRESSION

C. MAXSON GREENLAND
LYNN H, DAVIS
SYSTEMS ASSESSMENT OFFICE
Chemical Systems Laboratory
Aberdeen Proving Ground, Maryland

ABSTRACT. This problem was presented in 2 clinical session at the
Twenty-Third Conference on the Design of Experiments. 1t arises from
the need to ass2ss the uncertsinties associated with calibration curves
which have been fitted to observed data. The discussion includes a
particular nonlinear model for the curve, the regression procedures,
and several attempted methods for calculating 100{1-a)¥% confidence 1imits
for the curve. A detailed description is given of an approach outlined .
by panel members to whom the problem was presented. Finally, a complete
example is given, including graphical representation of a portion of a
100(1-a)% confidence region in the parameter space, and a description of
the computer work necessary to obtain numerical results.

1. BACKGROUND. Sensitive electronic analyzers which are now in use
are capable of measuring very low concentrations (on the order of 1-15
nanograms per milliliter) of chemical substances in solution. The
uncertainties inherent in the development of calibration curves for this
type of equipment assume great importance in guantitative analyses of
highly toxic materials. At a given significance level, a, a properly-
constructed confidence band for a calibration curve is the basis for
obtaining interval estimates of concentration x (the independent variable)
for an observed value y (the dependent variable) of the analyzer output.

An interval of particular in'erest is determined by the intersection of
the upper confidence 1imit curve and the Y-axis. This point, Yo is
called the decision 1imit since an observed instrument response of less
than or equal magnitude has a non-negligible probability of having been
produced by a zero X-value. The X-value, Xpy o corresponding to Ye and
determined by the lower confidence limit curve is called the detection
1imit, the lowest value of X which can be distinguished from zero.
Hence, for concentration measurements at a significance level of u, Xp
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is the lowest concentratfon which can be detected, and Ye is the lowest
reading which distinguishes between the presence or absence of a
chemical substance. These relationships, which have been discussed by

Hubaux and Vos (ref. 1), are illustrated for a hypothetical nonlinear
curve in Figure 1.

Y
+ me curve
c$11bration curve
curve -
Y ' /1/ it
.Yc /
> X
X X, X Xy

Figure 1. Ca11brat1on curve and confidence band; minimum (X )
max imum and regression value () corresponding to chartL
reading ? decision 1imit (yc) and detection limit (xD

I1. REGRESSION PROCEDURES. The calibration data for analyzer
instruments used in a recent Chemica) Systems Laboratory study demonstrated
a configuration similar to Figure 1, where the abscissa represents the
concentration in nanograms/milliliter (1 ng = 10~? grams), and the
ordinate represents observed chart-readings.

Because of time constraints, the first calibration curves were
developed by means of linear interpolation between points. Later, when
more time became available, a model of the formy = a + binx was examined;
1t had the approximate configuration of the data plot and was linear in
the parameters a and b, but y decreases without bound as x approaches zero.
In order to translate the curvae to the left so that the point (0,10) falls
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reasonably close to the curve, the following modified equation was tried:
y = &+ bin{x+k) '
The unknown parameters were obtained as follows: '

1) The parameter k was estimated; then z=In(x+k) transformed the
mode! into y=a+bz, which is 1inear in a and b.

2) The three parameters (p=3) of the regression curve were
determined by the method of least squares.

3) The value of k was varied in increments of 0.1, and new fits were
calculated by means of an HP25 handheld electronic calculator until a
maximum value of the correlation coefficient was obtained.

. 4) The equation which produced the greatest value for the correlation
coafficient was the model'selected for the calibration curve.
A representative example of eight data pairs (n=8) resulted 1n the
following regression equation:

y = =38.405 + 41.167 In (x+3.2)

and a correlation coefficient of 0.9996. The standard error of the
estimate 1is: t

- i /10 -abtnz)?

- 0 9131
Then, follow1ng a procedure described by Natrella (ref, 2), 100(1-0)%
confidence intervals were calculated for the inverse function
X » exp E- (Y‘-a)]-k

_ whereV' {s the average of n' chart readings. The equation for the

1nterva1 which was also programed on the HP25, is

x'-x+—(-V-é—D- ———éﬁi”-/'(s"‘n' ?lf ?la‘)

¥ = mean of the observed X-values
Y « mean of the observed Y-values

S, = 4,2 - (3 2%,

Sy " standard error of the estimate of Y




——— ———

n = number of calibration observations
n' = number of new observations of Y
Sp " standard error of the estimate of b

Although this appears to be a somewhat more refined approach than
successive linear interpolations, several theoretical objectives occur:

1) There is no physical reason to assume an underlying logarithmic
relationship between concentration and the electrical output of the
analyzer. ' :

2) The equation cannot be transformed to one which 1is 1inear in the
parameter k.

3) The size cf the increments applied to k was arbitrarily chosen. .

4) The correlation coefficient is a questionable criterion of
selection of the parameter values. '

These considerations led to a search for improved procedures.

In this instance, the analyzer operates on the principle of light
absorption. The intensity of 1ight transmitted through a sample of the
solution is inversely proportional to concentration and affects the
output of a photocell, which causes the deflection of a continuously-

recording pen. The process of radiation absorption is described by the
Beer-Lambert Law:

lo = intensity of 11ght before transmission
I = {ntensity of transmitted light
k1x her
»WNETe 1k« absorption coefficient
1 = length of 1ight path through solution

Assuming a simple linear relationskip between intensity of transmitted
1ight and instrument reading leads to the following:
y=a+bl
g+ bIoe'k1x
= g + ByX -
Note: The symbol u for the parameter should not be confused with the
symbol a for the statistical significance level.

I = Ioe
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At Chemical Systems Laboratory (CSL) there is available an International
Mathematics and Statistics Library (IMSL) subroutine (ref. 3) which
estimates a, 8 and y for this function, calculates the standard error
of the estimate (SE). and determines the variance-covariance (vev)
matrix for a, B8 and y. Only partial details of this proprietary
procedure are available, but an estimate of vy is determined Tteratively
to a specified accuracy using a Fibonacci technique. Then a and B are
determined by the method of least squares. When this example was run on
the UNIVAC 1108 computer at CSL, ten iterations of the subroutine gave
the regression equation
. ¥y = 92.394 - 81.868 (0,88352)

and SE = 0.3167, which is approximately one-third the value of SE
obtained for the logarithmic model,

A method described by Snedecor and Cochran (ref. 4), based on a
Taylor's series expansion of the function, 1s particularly satisfactory

if good initial estimates of the parameters are available,
as a function of y:

Y= fly) = a+ gy%, where y ¢ [k.1] and O<k<1.
If f 1s continuous on [k,1] and differentiable on (k,1), and 1f ry e k1],
then for each y ¢ (k,1)
fly) = f(r)) + (v-rl)f'(ro). where y < ry < "
If " is chosen very close to Y» the following approximation holds:
Flv) = £r) + (yer)) F(r))

Consider y

Therefore,

yo oo+ erlx + (y-rl)xrlx'l

- aXo + BXI + sz

where Xo * 1, X = rlx. Xy = xrlx'l. and A = e(y-rl). If the above
equation were exact, 1t would be possible to obtain estimates a, 8 and 3
of the coefficients a, g and a; ¥ could then be calculated, The
truncation of the Taylor's series introduces an error; hence, the
calculated valuas are estimates a, b and ¢ of the estimates d, § and §,
respectively. It is then possible to use procedures applicable to
multiple Tinear regression to fit the model

Y= aXo + le +cXy
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where ¢ =b (ry - 1))
If X is the matrix of observed values of the x,. i.e.

Xy - Xq-1 :
L orp Loy 218
x = . * . [] A = b » Y = L] ]
L] L] L] c L[]
X Xn-
1or ™y - Yn

and X' is the transpose of X, then the matrix equation X'XA = X'Y can
be solved for A:

Aw (X)L Xy
Then, if a, b and ry = 1) + ﬁ-are substituted into the original equation
for a, 8 and v, respectively, SE can be calculated. The procedure is
repeated until SE reaches a minimum value. In this example the final
equation is

y = 91.263 - 80,916 (.88012)*
and Sg * 0.2581, a further reduction in *he standard error of about 19%.
This two-step abproach was used to fit all the calibration curves in
the CSL study. ‘
Since the calibration curves are used to obtain concentration

values from chart readings, the inverse function

LY

X = 7"!!'ﬁ$'1"ﬂ 1

~

n(y-a
ny
provides the necessary transformation,
I11. CONFIDENCE REGIONS
A. Preliminary Calculations
The inverse matrix of Gauss multipliers, (cfd) n (X‘X)'l.wus
used to calculate the standard error of each coefficient:




R h]
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Sp " SE /cll = 0,7185

Sp ™ Sg Yep, = 0.6528

s 8 /3, S, 23
ro b/ T2 b
= S VEgy/b = 0.00213

Then 100(1-a)% confidence 1imits for each estimated parameter are given
by

- tﬂ .ﬂ*ps&

b+ ta.n-psb

r+ ta.n-psr

A simultaneous 100{1-a)¥% confidence band is required, 1.e., a confidence
band which will contain the calibration curve 100{1-a)% of the time.
Breiman (ref. 5) has shown that individual 100(1-a)% confidence intervals
for k parameters, form 100(1-ka)¥ simultaneous confidence intervals.
Hence, a 95% simultaneous confidence region for the three parameters a, B
and y represents 98,3% 1nd1v1dua1 {ntervals, Then t0.017.5 » 3.5, and

a ¢ [88.748, 93.778]

8 ¢ [-83.201, -78.631]

v ¢ [0.87266, 0.8875d]
By selecting combinations of the parametric values within these intervals
which give maximum and minimum values for y, a 95% simultaneous confidence
region for y was calculated. The procedure is relatively crude and
leads to fafirly wide intervals. The detection limit is approximately
1 ng/ml1, and the interval estimates become wider at the higher concentrations.
A method is needed to calculate improved (more restricted) confidence
regions, if possible,

B. Suggested Procedure
The following method for determining a 100(1-a)¥ simultaneous

confidence band for the calibration curve y = a + ey“ developed from
suggestions of the panel members to whom this probiem was presented at
the Twenty-Third Design of Experiments Conference in Monterey, CA. A new
model, y = 91.269 - 80.921(.83014)%, based on 24 calibration points,




fitted as previously described, is introduced here. .
In the preceding section 100(1-a)%, individual confidence intervals
were calculated for each parameter. A set of 3 linearly independent
unit vectors, A, B, I can be considered as an orthornormal basis for a
vector space P called the parameter space. Every point of P can be

written as a linear combination of A, B and I, 1.e., as & 3-tuple of

real numbers (a, B, v). A1l points of P whose components lie within

the separate confidence intervals determine a rectangular parallelopiped
in P. An extension of a method described by Draper and Smith (ref. 6)
permits the further restriction of the points («, B, y) to & subset which

represents an approximately 100(1-a)% simultaneous confidence region C
for the three parameters.

A11 points must satisfy the equation

S(ay 8, ) * S(& B ) [1+ 5 F (o, e, 1-a)]
hd ~ n L] A
where S(&. By v) '121 (Yi -a - Byxi)z

and ( &, B, v) is the point in P whose components are the parameter
values of the calibration curve. ' Hence, the right side of the equation
is a real-valued number, S, which 1s a function of (1) the sum of the
squared residuals of the calibration curve, (ii) the number of parameters
to be estimated, p (here p=3), (111) the number of data pairs,

n (here n=24) and (iv) the confidence level, 1-a (here a%0.05).
Expanding the equation, '

n
S(ay By ¥) =] (¥4 -a- gy*1)?

1=]

= rZ‘ [(71 -m)-BYM]2

i=]
n n n
2)(.' .al X4 2
= § yXiegte2 § (Y,-a)y"'-8 + ) (V,-a)
121 121 1 1§1 !

-~ as? - 28+ C
-5
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Since AB% - 288 + (C-5) = 0,

;- -(-ZB)t-Alg: -4A(C-S)

-BiAZRJCSl

n n n 5
2x§ x4 2 -
where A = § a BaJ (Y, ~a)yi,andC =] (Y, -a)
121 ' 1§1 i i1 |

Since for this exémple it 1s simpler to calculate the g-values from

a and y, the 3-tuples will be denoted by (a,y,8) to conform to the

usual coordinate convention (x,y,2) in three-dimensional drawings. A
visualization of the paraﬁeter surface is achieved by use of the fact
that every point (a,y,8) of P which lies on the surface or interior to

it has real-valued conponents. As o was held constant the two real g
values were calculated for successively incremented vy values; the

process was iepeated for successive a increments. To obtain sufficiently
small initial values and sufficiently large final values for o and v

to bracket the entire surface it was necessary to widen the 98.3%
individual confidence intervals by about 25%. In this exampie, the 98.3%
confidence intervals for a and y are [90.031, 92.508] and |0.87647, 0.88382] ,
respectively; the intervals [89.800, 92.909] and [0.87544, 0.88454] are
sufficiently large to include the o« and y values which apply to C.
Increment sizes of 0.01 and 0.0001 for o and v, respectively, require
approximately 3 minutes central processor time to produce approximately

11,500 points of C. Figure 2 i1lustrates the mapping procedures, using
a hypothetical sphere as an example.

]
[ )

{0D,vy.0) T

(.,.o.u/)7 (l,.v‘.ﬂ
A

Figure 2. Illustration of the method used to determine the points on
the surface of a solid figure.
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A package of FORTRAN callable subroutines, the Pexspective Plotting
System, 1s available at CSL for producing drawings of perspective views
of three-dimensional objects. Appropriately ordered arrays of data values
are necessary as input to this graphics package. The array of approximately
11,500 g-values for the region C, which was created as described from
the (a, y) pairs, contains values between -82.311 and -79.620; hence, C
1ies in the negative g half-space. Attempts to achieve graphical
representations of C using the calculated array were only partially
5 successful because of limitations of the Perspective Plotting System.
: For example, the coordinates for an acceptable "observer's position" must
be selected, and plots of closed solid figures are not now possible.
tf i However, & perspective drawing of approximately one-half of the region
was produced by means of a two-step transformation on the coordinates.
First, subtraction of the centroid coordinates from each point (a, vy, B2)
translated the upper portion of C to the vicinity of the origin in P,
;'; ‘ Second, a transformation matrix applied to the translated points rotated
| | the figure in such a way that the vector [o,, =G4 Ypau=¥s Bpqpm 81
is rotated into the AT-plane. The net effect is approximately a one-to-
! : one Tinear mapping of the points {a, y, B2) onto points (a*, v*, 87),
where 8° > 0.
A computer graphics drawing of this object was produced by a
Tektronix 4051 Graphic System using approximately 2700 points. The final
k. version shown in Figure 3 was produced by means of a CalComp Pen Plotter.
: The true scales of the A and B directions have a ratio of approximately
1:1. The ratio of the true scale of A to that of I is approximately
, 100:1. Despite the unavoidable distortion of scale in the drawing,
| interesting geometrical characteristics of the region are apparent. The
j figure appears to have symmetries with respect to certain axes and planes.
'.% ; Alternating ridges and grooves encircle C in the r-direction. Analysis
3 ! of the mathematical properties of the function which defines C has rot
' been completed.

1
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For each concentration x, the calibration curve y(x) = o+ 8y" lies
within a 100(1-a)% confidence band determined by the 100(1-a)% confidence
region C in P. To determine the curves which define the band, it 1is
necessary to calculate, for each x, the maximum and minimum values of y
for all values of the parameters in the region. It is possible to
eliminate from consideration all points (a,y,8) in the interior of
for the following reasons. The directional derivatives of y in the
coordinate direction are

Duy =]

Dgy = ¥

DYY . BXYX'
For all x and for all parameter values obtained here (note vy ¥ 0)
these derivatives are defined. At no point (ao. g BO) is it true
that Duy = DBy = DYy = 0, Since 1t 1s necessary that the three partial
derivatives equal zero simultaneously for an extreme value of the function
to exist at a point, it follows that extreme values of y on the closed
region must occur on the boundary (.

For each x from 0 to 15.1 ng/ml (in increments of 0.01) the value of
y was computed for approximately 11,500 points of C. The maximum and
minimum y values for each x represent the 100(1-0)% confidence 1imits
for the instrument response. At a 95% confidence level the decision
1imit for this curve is 10.74 divisions and the detection limit is
0.08 ng/m1; at the higher concentration levels {about 14.5 ng/ml), the
interval represents an uncertainty of approximately ¢ 0.3 ng/ml.

The table gives the maximum and minimum chart readings for concentrations
from 0 to 15 nyg/ml. Figure 4 i5 a graph of these points to illustrate
the calibration curve <onfidence band.

1

TABLE
ANALYZER CHART READINGS
Cancentration, X Y Yma 7
——{ng/ml) Lgi_\gﬂ?onsl ('ﬂvislilqmj_ {divisions)
0 9.9% 10.74 10,35
: 19.78 20.31 20.05
2 28,33 28.84 28,58
k] J5.80 3%.39 3%.10
4 42.39 43.03 @.n
|3 48.20 48,86 48.5)
6 §3.32 53.98 51.6%
7 57.8% 58.47 54.16
8 61.84 62.42 62.13
9 . 65.35 65.89 6%.62

10 68.43 68.9) €8.%
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C. Future Investigations y
_ The work described here has involved fitting the model '
1 y = o + gy* by least squares and the development of a numerical method ]
| of determining a 100(1-a)% confidence band for the curve. Continuing r f
¥ investigations will include (i) extension, if possible, of the methods :
to additional nonlinear models which are of importance in testing
‘ and other experimental work, (11) analytic investigation of the
J functions, and (111) development of a computer program to permit a
more complete visualization of closed surfaces of the type encountered
_ : in this study.
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COMPUTING THE DEFINITE INTEGRAL [ e (PX" *+ ax + )4,
)
ON * PROGRAMMABLE CALCULATOR

Donald W. Rankin
Army Materiel Test and Evaluation Diraectorate
US Army White Sands Missile Range
White Sands Missile Range, New Mexico

ABSTRACT, When a reliability function is expressed by the exponential
of & quadratic form, computation of mean life or mean time to failure
requires evaluation of the definite integral

«®
- 2
6=/ (px€ + qx + 1),
°

A transformation of variables is effacted by completing the square. This
allows 6 to be expressed rather simply in terms of the complementary error

function of the new variable. The latter can be evaluatad by either of
tvo well-known infinite series.

In using these series and, indeed, in selecting which of the two
should be employed in a given case, certain difficulties are met with
snd thers are some pitfalls to be avoided. A reasonably economical
solution to the problems sncountered is found.

1, THE PROBLEM. Recently, in conducting a software reliability
analysis, employment of the modified Schick-Wolverton model was indicated
[5]). This gives rise to the following equation:

MTTF = 6 = [ olacx + 7 "2)dx, (1)
0

a and c? being constants obtained by observation. Soclution is by “"com~
pleting the square”. Thus

6 = Z .—cz[-az + a2 + ax +§2]

2
2,2 % _.2 x
LI S [‘ 4‘7} dx.
o

dx

Let t = ca +'§-x. Then dt --% dx. Note that vhen x = 0, t = ca, whence




-td
[ &Y ae. (2)
t=ca

2.2 ¢t
8 _,% S

In passing, obsexve that the abs=»nce of a constant term in the first
sxponent entails no loss of generality.

The error function andlitl complement are defined:

-t

exf 2z = e dt and

q |
O~

-t
erfc g = 2 e t dt = 1 - orf 2.

v

—3

Thus, setting z = ca,

AR

'2
9 = e e erfc k. (3)

II1. THE ASYMPTOTIC SERIES FOR erfc £. For large values of £, a use-
ful ssymptotic expansion is

2 3
T crfcz'\:%E-% '24-1223 %-5-8'5'0' "]- (4)
The general term s T = <= 1)251 ;;5;f£f<2n = 1] and

the recurrence ¥atio T = L SR .
n 2 ne-1l1

It is easy to ses that the smallest term will occur when O < ¥ - n + 82 < 1,
the series diverging after that point. Using this inequality to idcntify
the stallest turm, and truncating the ssries immediately thereafter,

results in a (nsarly) minimum error. The worst case occurs when 22 wn ~Jg,
n being the integer subscript of the smallest term. Some values of the
relative error in this eum, together with the relative valus of the small-
est term, are tabulated for illustration:
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TABLE 1
2 2
O U U N U X
ch ch co co

0.5 1.0000 1.5251 7.5 4.3261 B-4 8.3823 E-4
1.5 0.23446 0.41149 8.5 1.5741 E<4 3.0609 E-4
2.5 0.075564 0.13867 9.5 5.7399 E-5 1.1193 E~4
3.5 2.6047 E-2 4,.8859 E-2 10.5 2.0964 E-5 4.0976 B-5
4.5 9.2158 E-3 1.7514 E-2 11.5 7.6657 E-6 1,5012 E~-5
5.8 3.3030 E-3 6.,3317 E-3 12,5 2.8056 E-6 5.5034 E-6
6.5 1.1926 E-3 2.3002 E-3 13.5 1.0276 B-6 2.0185 B-6

III. A SERIES FOR erf z. For small values of z, the infinite series

is employed g&j. Although the series converges for all finite values of

£, it is of little practical uge when z is large.

erf z = —— "

L

g2 E

9P 82n +1

u=o

T35 (n + 1)

£

Convergence is then

very slow -- hundreds, even thousands of terms being required -~ and an

unacceptably high number of significant digits ars lost when the aubtrac-

tion arfc z w 1 ~ orf £z is performed, even though the computations be
done in multiple precision.

Recalling that xI'(x) = I'(x + 1) and that I'(}) = Y , we have

can be r

1]

1.3.5
r[u+-2-J --2—0-2-0-2- ""[ﬂ -

ewritten

r[.”;!..] Wlt3e5 ooer(Om- DT

2‘

Setting m = n + 1, we can write immediately

o2 = .2n+1

orf z = o )
n*o Pln + '-2-’

1] F{%}. where m is an integer. This

(6)

e .l >
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The wanted function, of course, is

M :
o on LT e

2
e crtcz--—g—o' (1 - erf )

s
This last form not ouly points up a problem -- that o* must be conputed

z21-1-0-1

' ; to the sima precision as Z 3T~ but suggests the ansver:
Vi n P‘n + le '

The two parts can be summed using the same subroutine, varying cnly
the Tirst term and the first value of the summing index. This advantage
(programming simplicity) was decisive in the choice of series for erf =,
even though one is known which converges slightly faster [3].

e g

W v g .

It is interesting to note that a simple change of summing index pro-
duces the elegaut form

s e s

- r
r'— (-.) (8)

R

An estimcte of the number of significant digits lost by subtraction

! is given by
0'2
log,y 77— = - log,, erfc r.
10 Pl ¢ NEY'Y 2 10

Soma values of - J.oglo erfc s are tabulated:
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TABLE 2

H -logloerfc % z -logloerfc H E u-10:31001'1(: g
1.5 |. 1.470 2.4 3.162 3.3 5.515
1.6 1.626 2.5 3,390 3.4 5.818
1.7 1.790 2.6 3.627 3.5 6.129
1.8 1.962 2.7 3.872 | 3.6 6,449
1.9 2.142 2.8 4.125 3.7 6.777
2.0 2.330 2.9 4.386 3.8 | 7.113
2.1 2,526 3.0 4,656 39 7.459
2.2 2,730 3.1 4,934 4.0 7.812
2.3 2,942 3.2 5.220 4.1 8.174

Table 2 does not take into account the affect of round~off error in the
individual terms.

It can be seen at once that, as z increases, significant digits are
lost at an accelerating rate. An actusl gingle-precision program on a
13~-digit calculator produced the following result:

TABLE 3

argumant range significant nunber of

(value of 2z) digite terms in sum
0.83 to 1.42 10 13 to 20
1.43 to 2.01 9 19 to 26
2.02 to 2.51 8 25 to 33
2,52 to 2.93 ? 31 to 38
2.94 to 3.30 6 37 to 43
3,31 to 3.63 5 42 to 48
3.64 to 3.94 4 46 to 33
3.95 to 4.22 3 51 to 57
4,23 to 4.48 2 55 to 61
4,49 to 4.73 1 59 to 63
4.7 to = noise only 63 or wmore
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IV, WHICH SERIES TO USE? To point up the prcblem which remains,
lat us assume thare is a requirement_to compute to six significant
digits on a machine which computes e* with a maximum relative error of
16~%. TFor values of the argument up to zbout 2.33 (22 = 5,43), the
sacond series (see oq. 7) can be used, and for values above 3.68
(32 = 13,54), the asymptotic ssries (see eq. 4) can be used i{f truncated
after the smallest terx. But what is to be done when tha argument falls
"{n-between"? (i.e., when 2.33 < £ < 3.68?)

The answer, ourprisingly enough, lies in the asymptotic series
itself. Asymptotic series of this typs* have a most interesting and
useful property: Provided that the truncatsd series consists of at
least two terms (i.e., n > 1), and further provided that the series is
terminated immediately aftar the smallest tarm, the approximation ALWAYS
is improved by halving the last term. Performing this operation and
tabulating (see Table 4), it is seen that the improvement, though quite
noticeable, is not yet enough to solve the problem. ,

TABLE 4

2| el = gT] || #2 | lel- 13| 2 | lel- 151
ch ch co

0.5 0.23743 5.3 1.3721 E-4 10.5 4.7599 B-7
1.5 0.028718 6.5 4,2497 B-5 11.5 1.3957 E-7
2.5 6.2314 E-3 7.5 1.3495 e-5 12.3 5.3917 E-8
3.5 1.6177 B-3 8.5 4.3663 E-6 13.5 1.8340 E-8
4,5 4.5884 E~4 9.5 1.4333 E=6 14.5 6.2743 E-9

It is both interesting and informative to compute and plot the ratio

%— . (See Figure 1.) Since sn alternating series always "overshoots',
n

the last term usad and the error in the partial sum will he of the same
sign, and their ratio will be positive definite., The function

£(2) = 7
.

*i.e., with simple terms. Should -- say -- Bernouilli's numbers appear,
the adjective "useful" may no longer be applicable, due to increased
programming difficulties.
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is a "saw~tooth", having two valuus st those points where z” + 4 is an
integor. (There are two equal "smallest' terms, and it is arbitrary
whether one or both are used.; It is obvious that the sum of the two
values is unity.

After applying the half-term correction, the remaining error can be
stated as ¢ - & Tn' of course, Using a similerly-formed ratio, we define

-k T
g(s) » ——p——= £(z) - k. (9)

n

Let us tabulate, not g(z), but its veciprocanl, at the points wheres
22 + ) = n (i.e., an integer), uoing the greater of the two values

TABLE 5

22 n 1 . T g2 n ) S Ty

g(z) -1 T, g(2) c=-NT,
0.5 1 6.4234 5156 7.5 8 62,1131 7520
1.5 2 14,3283 6175 8.5 9 70.1017 6038
2,5 3 22,2527 7233 9.5 10 78.0924 2300
3.5 4 30.2036 5992 10.5 11 86.0846 4634
4.5 5 38,1700 2696 11.5 12 94.0780 7107
5.5 6 46.1457 3873 12.5 13 102.0724 3985
6.5 7 54,1274 3674 - 13.5 14 110.0675 6367

By inapection, we can approximate -1r—— at these end-points reasonably

‘well by the function

E‘%?T “8n -2+ i - from which

n+1l

g*(z) = .
8n2 4+ 6n - 1

The right-hand end of the ramp is then estimated by

-(n + 2)

'8*(.2+1)'

8n? + 22n + 13

R




* £ is & continuous variable, n a digcrete one.

V. APPROXIMATING THE RAMP FUNCTION. We can iwprove both the
notation and the accuracy as follows, Let

g = g? +'k = n + x, (10)

The integer part of { is represented by n, the decimal part by x.

The gonsral form of the '
approximating function is taken to be

] e - i
gvgey " 8- 2T

which upon development yjelds

gh(E) = 5 ra
8¢2 4 (Ba - 2) £ + (1 - 2a)

(11)

A little investigation reveals that in the region of interest (z>2), a
near-optimum formula is given by aesigning the value a = %. Thus

E+ g
gH(E) = ———s (12)
8¢4 + 5¢ 3 _

As a fortunate happenstance, the denominator is factorable, allowing the
expression to be reduced to partial fractions.

1
gH(E) = '7'[’37' e =x] (13)
An extremely close approximation to the ramp is given by

[1 - 2% +3‘-$_1.E—!‘;2.] B*(E).

n

Adopting the notaticn I T
1wo

smallest term, we find

" for the firite saries truncated after the

co = '2’ ri-'rn[%-+[1-2x+"z?‘2]3~(e)J (14)

i=o

Some worst-case results are given in Table 6, below.

O e bl




TABLE 6

Residual arror, n, in c8 from
"corrected" asymptotic series for erfc z

|
|
| K3
' L n Ii
} 2,00 ~1.255331 E-7 =9.7940 E-6
i | 2.07 2.103996 E-7 22,3722 E~6
e ; 2,17 1.429149 E-7 ~24,3138 E-6 .
! | 2.30 -0.407994 E-7 13.1637 E-6 [
* | 2,39 ~0.279393 E-7 ~14.2805 E-6 ]
; 2,50 8.7552 E-9 8.0323 E-6 ' | -
; 2.59 6.0404 E-9 -9.0574 E-6 '
X i 2.70 ~2.0204 2~9 5.6537 E-6 !
| i;q 2,78 -1,3582 E-§ -6.0688 E-6 ;
: 2,88 0,4902 E-9 3.9942 E-6 |
2.95 3.409 B-10 ~4.278 E-6 S
| j 3.04 -1.248 2-10 2.772 e-6
: . 3.12 -0.833 E-10 -3.105 E-6 ;
3.20 0.328 E-10 2.081 E-6 |
3.27 0.229 E-10 -2.331 B-6 !
3.36 -9 £-12 1.69 E~6
i 3.42 -6 B-12 -1.80 ®-6
x 3.50 3 B-12 1.35 B~6
R 3.57 2 B-12 -1.47 B-6
3 3.64 -1 E-12 0.88 2-6

It is found that employment of the "corrective' term extends the uss

;i : of the asymptotic saries dowm to an argument of = = 1.99, thereby over-
| \ lapping the useful range of the other serises and providing & solution to




the six-place problem posed in Section IV, In fact, if "break points"
of z = 2.1 and 2z = 4.1 are chosen*, the relativa error throughout the
whole spectrum probably does not exceed 3.5 x 10~7, A program written
for a thirteen-digit calculator, with break points at z = 2,5 and

g = 4,4 (summing the first eleven terms thereafter), produces a valua
of c6 which errs no more than one in the eighth decimal place.

VI. INCREASING THE ACCURACY. In the remote avent that additional
accuracy is required, two avenuea of approach offer themselves.

a. The calculations can be performed in double~ (or triple-)
precision. This will extend the useful range of the argument when
employing the geries for erf z. This procedure is NOT rscommended, since
it will increase the running time by many orders of magnitude.

b. The accuracy of the "corrective" term can be improved, thereby
axtending downward still further the use of the asymptotic series for
arfc z, Since we will be operating in a region where the asymptotic
series contains very few terms anyway, it is unlikely that running time

will be too adversely affected, In pursuit of our goal, two steps are
taken,

1. 'The dagres of the rational expression for g*(f) is
incressed. It is found to be

2 \
BhCE) = S teltf ;T (15)
8£3 + (8a - 2) 52+(1—2u+88)€+[a-23-7.-]

Selecting a = 1.2 and 8 = 1.05 results in

g (E) = E2 + 1.2F + 1.05
8e3 4+ 7,662 + 7¢ - 1,65

(16)

2, More terms are added to the ramp function. Thus

“hen x > 4.1, merely sum the first eleven terme (1 = 0, 1, 2, ¢+, 10)
of the asymptotic series.
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' - - |2 - x = x2

| co 1§o T, - T, [2 + [1 2x + 7 .

i :

| - o2 o $2)2 :

f - 20)(x ~ x2)  (x - x?) ]s*(e) a7 !
42 2g3 |I

! ) Using these refinements, with break points at 2,34 and 4.77, reduces
the uaximum error on a 13-digit calculator to less than 1.7 x E-9,
Attenpts to further reduce the meximum error will prove to be tedicus
and somewhat unrewarding, since the "smallest" term in the asymptotic
series becomes too large to lernd itself to the procesas.
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A FRESHMAN ERROR CAN BE FATAL
OR
I 'M NOT SO SURE ABOUT BEING 95 PERCENT SURE

NORMAN L. WYKOFF
US ARMY JEFFERSON PROVING GROUND
MADISON, IN 47250

ABSTRACT.

The testing of art!llery ammunitlon Involves the use of control rounds to

* measure the ''day-to-day' varlations caused by different tubes, recolls and

weather conditions. The control rounds are assembled from components that
have been tested (separately and In combinatlion) In sufficient quantity to
establish the performance characteristics of control components and com-
plete rounds.

Tha difficulty comes when a component is nearly depleted and must be re-
placed. Unless the match Is perfect, the performance character!istics of
the contro! will shift, The accepted technique thus far has been to check
tha match or misimatch using 8 95 percent conflidence Interval for the means
of rounds with the old (n=20) and new (nw20) component, Obvlously, this
criteria does little to assure the Integrity of the control and thus can
Jeopardize troops In the fleld.

The problem Is two=fold: (1) what Is an optimal technique, consldering
both cost and control Integrity; and (2) how can we eliminate the ldea
that use of a 95 percent confidence Interval means you are almost certain
to make a good cholce.

[V Y-,




I. INTRODUCTION:

1

! : Part of the mission of US Army Jefferson Proving Ground Is to ballistically
. : test large caliber ammunition. Statistically, the process is not overly

' complicated, but there are many factors that vary, Independently and depend-
ently, that keep the process from helng a simple one.

i ; A round of ammunition Is a complex machine. There are many compongnts
that must do thecir particular Job in exactly the right way, at exactly the
right time for the complete round to behave properly.

FIGURE 1 . |

) ROTATING BAND :
PROJECTILE BOOY

In this example there are eight major compunents plus the whole assemblage

3 to be ballistically tested. That Is, performance parameters such as veloc-
. " Ity, chamber pressure, target accuracy, range accuracy and/or functlionling

= must be evalusted for each component when the round Is fired from the appro-
priate weapon,

E There are many different factors that can affect a parameter such as the
: velocity of the round. For example, tube wear, recoil system, give of the
3 , earth under the weapon, size of the nrojectile, type of rotating band,

burning rate of the propellant, and of course the amount of propellant ,
will each have an effect. Some of these factors cannot readily be measured ;
: and may, In fact change from trial to trial. The obvious way to estimate :
= . the total of all these extraneous effects Is to use a control round. A f
- control round with a long history of performance Including many very care- '
! ' fully monitored firings can be nsed to estimate the trial-to-trial or day- -
i : to-day variation as It 15 usually called. in brief, If the contro! rounds -1
have a mean veloclty that !s 20 foot-seconds lower than normal In a trial, :
we assume that the sum total of all those effects ylelds a 20 foot-second ‘
decresse In the velocity of the test rounds also. Therefore we add 20 foot-
seconds to the obsarved test velocities to 'correct!" them to standard con-
ditlons. i

R
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In order to reduce the number of interactions, a test component Is tested
agalnst the control component by loading each Into rounds that are ''ident-
lcal' except for the component being tested. In this way we can measure
the change In performance of the test component from the control component.

By now you can see the dependence on the performance integrity of the con-
trol round for a critical parameter such as veloclity., It Is exactly this
dependence that creates my concern In this present problem. Before | de-
scribe the problem more fully, let me emphasize that obtaining the long
history on the control rounds |s expensive in time, money and material.

11. The Problem: Because of the varlety of uses of the control round, one
compBNENY may Be nearly depleted long before the others. It only makes
sense then, because of economics to substitute a new lot of the component,
rather than restart the whole process.

Suppose the component In question is the projectile, It obviously has an
effect on the velocity. Incldentally, we will not considar the'propellant
since the substitution process Is different for the propellant. The ques-
tlon now is, what Is the best procedure to use in substituting a new pro-
jectlle lot?

Figure 2 shows the description of the accepted practice.

FIGURE 2

8. FIRING WITH SUBSTITUTE COMPOMENTS, The purpose of these firings

is to determine the cffect of changing a sclected component in the master
or rofercnce established values. When any change of a component in the
referance round is required, the following stops are takent

a. TFrom gngincering judpment and past data doclide whether tha change
is likoly to affect tha velocity or prossura level of the round.

b. If a change in velocity or pressure i{s oxpected, fire 20 rounda
from the check tube with the old component and 20 with the now, kecping
all other components thae sama.

e. If the firing in b above 1s not statistically different (signifi-
cance lavel of 35%), accept the now component,

d. If the firing in b sbove shows a significant difference, fire
20 odditional rounds with the new component and 20 with the old in each
of two tubes with not less than 90 percent li{fe vemaining (total: 80
rounds). If this firing also shows a significant difference, discard
the new componant and seclect a second veplaccment component. Repeat

the test procedure in b until & satisfactory replocement conponen: is
obtained.

¢, Tor multicharge systems, conduct the firings under b at zones ot
which ballistic diffarcncas would be at a maximum. 1f the diffcrenca is
significant at that charge or charges, follow the procedure of d, above.

f. Before testing & substitute lot, evaluste the performanca of

the existing calibration rounds (para 3.5) and submit the avaluation to
ARMCOM .
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It leaves quite a bit to the Imaglnation of the reader doesn't it. Although,
perhaps not too much., The underliying sassumption In the process Is that the
continuous parameters (velocity in this case) have a normal distribution with
¥ and O unknown and estimable for a given trial only by the results of that
trlal., There are a few possible interpretations for the meaning of the
statement above but the one that seems to have been used by those who have
the task of Interpreting it Is to use the 2 sample t-test (2 sided). That °
Is, the test Is based on:

' JFIGURE 3§
X %
= ] ]
M te
<1}e? <1)el
(n‘ |)$‘¢(n' l)s' /%4;1‘_
3 n+n -2 1 e
o"lfn.-n.-n
@ ta D
st 43
uk B—
n
The acceptanca reglon for the statistic (2) Is:
. - - [ 2
) N8t ez TN /'n *5 tys, a2
T n-

This 1s exuctly what you saw In that freshman statlistics course a few years
ago. However, hopefully you saw more. You understood that the so called
95 percent conflidence Intervai given in (3) Is an Interval blg enough to
contaln the difference of the sample means (given these values of S, and
S2) 95 percent of the time If the two samples actually come from the same
population and that you didn't fall prey to the freshman fallacy of be~
lieving that if x; - x, fell In this Interval you were 95 percent sure

that u; and y; were actually the same. |If you made thls mistake you prob-
ably never did reconclle the implication that the larger 99 percent Interval
made you even more certaln that the match was good. Of course, we don't
make such errors. Perhaps If the phrase 'confidance Interval' wasn't used
others wouldn't alther. | wish we could change this to a "95 percent loca-
tion Interval',

A et e mo e — L
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N . The problem Is hopefully now clear. The procass 1s good for the seller,
! but not for the buyer and | represent the buyar. To say it a different

way, this Is the classic case where a (the probability of rejecting a
test lot that Is an exact match) is fixed and B (the probability that

| . a'poorly matched lot s accepted) varies and for some reason that | pre-
| "~ fer not to put in print, we choose a to be small.

_ In the following example, the numbers are realistic although they do not

i . represent actual data. Suppose ¥y, $;, n;, end X3, Sy, N3 represent the

5 old and new sample means, standard deviations, and numbers. Suppose fur-
p ther than n; = nz = 20, X3 = 5050, S, = S, = 26,6 (the maximum allowable

- ' value for acceptance tests for this round) and X; = 5067. The acceptance
- regfon Is shown In Figure 4 below,

By now some are asking, why not use the location Interval based on the
first sample and see If 2 falls inslde?

1 . FIGURE &
3 |
958 Location Interval Based on 2 Sample Test l
;: |
! ~ +— 2 } ;
. ~17.03 0 _ 1703 d i
g 5032.97 3080 5067.03 X, :
i
95% Locetion Interval Based on Sample ) k
[ —_— 2 ) ‘l
l ' 1 '
5037.55 5050 5062.45 Xy {
. i
: 958 Location Interval Pased on Sample 2 |
- - :
[
. : =12.08 0 12.48 ¢
b $054.55 _ 5067 5079.45 i'|
.} ! ,
| J
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It seems to be a good Idea, It does shorten the interval with no Increase
In sample slize or cost. | bellieve, however, that this has not been used
because It doesn't make use of S, (or £,» If you center the interval about
X2) and It Is necessary to have samples taken from each of the populations
and therefore both means and standard deviations are available.

Looking at thls another way for the numbers already glven.

FIGUAE 5
TWO SAMPLE TEST

g

050 5067
5 §067.03

a = 08 v,
B = .50 2\

ONE SAMPLE TEST

5050 5067
[T R 1

a » nos 1//‘-';
g = .23

Quite a change in B from the two sample to the one sample technlqus.
Batter, but not good enough for me. | stll] represent the buyer and |
am very Insistent that the product 'prove' to me that It s good., In
other words, | want to have a high degrae of confidence that the product

" s good, the same thing that freshman student thinks he has. | am not
content to reject or not reject the clalim that they are the same. You
ses, | must think of that poor G! who must use this ammunition to defend
himself. If wa &re lax and let the velocity level change too much, he
Just might miss the tank that is bearing down on him.
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There seem to be two things for me to do. Flrst, to convince the people
involved that the one sample technique Is preferrable in terms of the
power of the test, even though It doesn't use all the sample Information,
and second, to take the best steps to decrease B even more. The two
alternatives for decreasing B are to increase the sample size or Increase
a, Both techniques dramatically increase the cost In my application, but
It Is difflcult to predict the exact amount. My cholce Is to Increase a.
This will result In rajecting more lats of good components, but | will be
more content to accept a lot that passes the more severe test. Increasing

the sample size will Increase the confidence in the decision but at a
greater cost in each lot considered.

".“‘ )
sogo0 5067 5030 3037.8 3067
$0SA.2
aw .08
LIS ) f < ,0008
¢ .80 _ ne 0
»= 30

In Flgure 6 we have a comparison of the distribution for a = ,50, n = 20
and o = .05 with n = 40 for X; = 5050 and X,= 5067. | Ilke the tlght cut-
offs on the first one and the separation on the second. However, Figure 6

only tells part of Lhe story. The question | originally thought | would
posg for the panel Is: Which Is better, Increase a or n?

But after | drew the OC curves for n = 20 with a = .50, n= 40 witha =

.05 and the currently used 2 sample test, | have changed the questlion to:
How much should | Increase a?
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LASER VELOCIMETER DATA INTERPRETATION
BY HISTOGRAM AND SPECTRAL ANALYSIS

Warren H. Young, Jr.,% James F. Meyers,*" and Danny R. Hoad¥
Structures Laboratory, U.S. Army Research and Technology
Laboratories (AVRADCOM)
NASA Langley Research Center
Hampton, Virginia 23665

ABSTRACT. A lager velocimeter has been used to survey turbulent,
unsteady flows. Data have been analyzed in histogram form. The time-
averaged flow field has been found from ensemble averages. By assuming
stationary flow, the standard deviation &nd excess give the RMS uneteadiness
in the flow and the statistical uncertainty in the mean and standard deviation.

The calculation of part of the unsteady flow field has been attemptad
by a Monte Carlo method. Partial success in explaining bimodal and skewad
histograms has been achieved. This approach has been limited by the necessity
of constructing a hypothetical flow field and the inability to define a
mathematically unique solution,

The definition of power spectra has been achieved for singla components
of velocity. Autocorralation has been chosen to construct the power apectrum
because of the random sample time. Measurements of velocity are available
only when seed particles pass through the sample volume. This is a randonm
evant with a Poisson distribution so that the usual time series analyses are
precluded.

Theory has been developed for cross-correlation and cross-spectral
analyses for two velocity components. Howaever, methods for analywis of
nonstationary flow have not yet been explored.

I, INTRODUCTION. The reduction and interpretation of data acquired by
laser velocimatry in large wind Lunnels has illustrated several unique aspects
of the data analysis. The distinctive characteristics of the laser velocimeter
that contribute to the need for new data interpretation technigues are pri-
marily the ability to calculate errors prior to the test, the acquisition of
discrete, digital measurements, and the randomness of the time between '
measurements. The purpose of this paper is to illustrate several techniques
that have been developed specifically for handling laser velocimeter
measurements, to outline the limitations of the present techniques, and to
anticipate opportunities and problems that lie in the immediate future,

In order to defina the source of the uniqua aspucts of lassr velocimetry,
the apparatus is briefly described. This description is sufficient to explain
the interaction betwaen the error analysis and the histogram moments. Monte
Carlo methods extend the usefulness of the histogram as an interpretative tool.

#Structures Laboratory, USARTL (AVRADCOM)
#ANASA Langley Regearch Center

183




The second part of the paper deals with the analysis of the time
dependence of the flow. The capabilities of time analysis are linked both to
the manner in which laser velocimeter measurement times relate to the time
g scales of the flow and to the method of analysis of the data. The mosat
general method in use, power spectra, is described in detail. Differences
between laser velocimeter and traditional frequency analyses are identified.
The basic requirements of conditional sampling are outlined, and several
future needs are identified.

¥ II. APPARATUS

Example tests: The laser velocimeter has been used in large wind
tunnels at Langley Research Center to measure flow velocities about aero~-
dynamic models such as wings. Two such test setups are shown in figure 1
(Ref, 1) and figure 2. These particular models are wings at very high angles
of attack (about 19,.5°). The two tests uged flow velocities of 170 m/sec
and 50 m/sec, respectively. In both cases, measurements were taken of the
two components of velocity which lie in a plane perpendicular to the wing span.
This plane cut the center of the span of the wing. Thus, from figures 1 and 2,

it can be seen that the velocity measurements were made perpendicular to the
laser beams.

Laser velocimeter operation: In order to measure two components of
velocity, three separate laser beams were used (Ref. 1). These beams inter-
sected at the center gpan of the wing. The beams were 0.3 mm in diameter so
the volume of intersection (called the sample volume) was about 0.3 mm in
diameter and 1 c¢m in length., Saed particles that pase through this sample
volume scatter laser light back through the optics system to photomultiplier
tubes. The two photomultiplier-tube outputs are separately checked for
consistency and strength., A signal of sufficient quality will allow the
measurement of one or both velocity components to be measured for these
particular tests with a bias error between -1.33 percent and +1.91 percent
and a +0,47 percent random uncertainty.

Example data: The example tests required the analysis of the several
willion velocity measurementa acquired at several hundre. points in the
velocity field about an airfoil, Figure 3 shows a section of the wing af the
center span and the directions, labeled UL and VL' in which the two

components are measured. The tail of each arrow in figures 4 and 5 represents
a measurement point. At each measurement point several hundred (up to 4096)
individual velocity measurements were made in a period that varied from

10 seconds to several minutes.

III. DATA INTERPRETATION BY HISTOGRAM

Histogram moments: The most elementary compact means of presenting laser
velocimeter data is by means of a histogram of ensembles of each component of
velocity. Figure 6 shows four pairs of histograms medsured at four points ,
above the airfoil. The ordinate, Ci’ is the percentage of measurements that lie ¥

Au

between Ui -5 and U1 + %F. In this case, AU was 2.56 m/sec.
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Tne histogram shape approximates a probability density function, P(U).
Thus, Ci is approximately P(Ui)AU. The wean of the probability density

function is equal to the time-averaged velocity, that is

T ® .
U= la & j U(t)de = / U P(U) du
a T

T-b [--] o -y

The histogram mean approximates the time-averaged velocity under the
following assumptions:

1. The true velocity probability density function is independent of
time (i.e. stationary in time).

2. The laser velocimeter is equally likely to measure all velocities,
or else any velocity bias (Ref. 2) has been removed before the formation of

the histogram. Therefore, this source of error, as well as particle tracking
errors, will be ignored in this discussion.

3. The number of velocity measurements, D, is large. The statistical
uncertainty in the mean for a 95 percent confidence limit is given by:

Uncertainty in Ua -+ %%

vhere 02 is the variance of the histogram.

In a similar manner, the standard deviation, ©, is identified as the
root-mean-square value of U(t) - Ua . The statistical uncertainty in o for

a 95 percent confidence limit is given by (Ref, 3):

2 E ¢
Uncertainty in o= ¢ 3 1 + 3

where E 18 the excess (or kurtosis - 3) of the histogram. The uncertainty
in 0 1is usually an order of magnitude larger than the random error in the
individual velocity measurement. (The random error in individual velocity
measurements was discussed in section II). For example, if 6 is 3.50 m/sec

and the excess is zero and if 2000 measurements were made, then the uncertainty
is 0.11 m/sec.

Histopram interpretation: The histograums are extrcmely useful in the physical
interpretation of the flow field. Figure 7 shows contours of constant resultant
mean velocities, and figure 8 shows contours of constant resultant standard
deviation. The aerodynamic interpretation of these contours was hindered by the
complete lack of any time history or frequency information in the histograms.
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For example, the cause of the locus of maximums of standard deviations (shown in
figure 8 by a dotted line) may be caused by (1) high levels of random tuirhulence,

¥ (2) a moving continuous vortex sheet, (3) by a series of discrete vortices that

! move down the airfoil, or (4) any combination of the above. In order to

; distingufsh between these possibilities, a Monte Carlo simulation of the histograms
was used,

. . Monte Carlo simulation: The first step in the Monte Carlo simul.tion is the
g | creation of a flow model. A vortex model, shown in figure 9, was hypothesized.

N By adjusting the physical parameters (such as vortex strength and height above
' the airfoil), calculating the velocitias caused by the vortex model, and ]
simulating the laser velocimeter measuring process, a series of simulated
histograms were generated. Figure 10 shows a comparison, above the 15 percent
chord of the airfoil, of the actual measured pairs of histograms along with
the simulated histograms for each component. The Monte Carlo method has
qualitatively reproduced the meagsured bimodal histograms, The simulation :
reproduces the high velocities in both components at point "a.'" Although :
points '"b" through "d" have low measured velocities, the simulation does not
show the lower velocities before points '"d" and "e." Point "f'" shows good
simulation of the bimodal histogram. For points '"g'" through "{" a gradual shift
to a low mean velocity is reasonably simulated. Although this and other Monte
Carlo type simulations were considered to be successful, the hypothetical flow
model cannot be accepted with complete assurance because other models could yield
the same result. The Monte Carlo method cannot define a unique time variation
of velocity. This ie one of several severe defects in the present method of
histogram interpretation.

Limitations on interpretation: The value of the higtograms is augmented ]
by one of the distinctive characteristics of the laser velocimeter. The laser \ ]

velocimeter 18 an unusual measurement tool in that the errors, both random and |
bilas, of individual measurements are zalculable, and therefore known, before
the experiment begins, Since several hundred, or even several thousand, indi-
vidua). velocity measurements are available to calculate each value of mean i
velocity and standard deviation, the statistical uncertainty of thease two :
histogram moments are also calculable. However, it has not been poseible to

fully utilize the advantages of precalculable errors. For example, the

uncertainty in the higher momenta of the histogram, skew and excess have not

been derived, and their physical significance, apart from indicating large

deviation from a Gaussian shape, 18 not readily interpretable. Also, it has

not been possible to assign any quantitative degree of certainty to the histo-

gram shape. Thus, no numerical measure for the goodness~-of-fit of the Monte

Carlo simulation® and the measured histogram has been found.

The splitting of histograms into a steady (mean) part and unsteady part
is a familiar process. Although each of the two peaks of a bimodal histogram
represents a flow state, there is no analysis available to separate the
unsteadiness in each state so that the two states may be analyred separately,
The goal of such an analysis should be u means of defining the set of time
historice that may reasonably have yielded the histogram.

Extension of hintogram applicability: The difficulties in histogram
interpretation will be compnunded when the laser velocimeter is structured to
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simultaneously measure both velocity components so that pairs of components,
(Uj, V4) are recorded. The type of histograms that might result from this

process is shown in figure 11. Although much more information is available in
f - the two-dimensional histograms, the type of analysis needed to fully utilize
| - this information is not available.

o ] The need for histogram analysis will not disappear with the newer laser-~
‘. ' velocimeter data-acquisition systems that record time of measurement. The
histogram analysis requires at least an order of magnitude fewer velocity
measurements and measurement rates than frequency spectrum representations.
Conditional ssmpling techniques yield many histograms. Also, the histogram

. analysis will continue to be used for online confirmation of the data validity
! : and online selection. An optimization of data-acquisition cost may eventually
i consist of histogram representation at most points in the velocity field and
selective use of temporal or frequancy analyses.

g IV. TIMED VELOCITY MEASUREMENTS. In order to analyzs velocity data by

g time~-based methods, it 1s necessary to record the time lapse, or interarrival
time, between successive velocity measurements., The task of measuring inter-
arrival times has been performed by a clock with three ranges. For interarrival
times between 0,1 usec and 6.55 meec, the clock has a reasolution of 0.1 usmec.
Using automatic ranging, the clock measures up to 0.655 asec with a resolution
of 1 ysec and up to 0.655 sec with 10 usec resolution. The typical time scalaes
for large-scale wind-tunnel power spectrum measuremente are shown in Table I.

e e Ak . A o A o A TE bt AW s

. ; TABLE I.- TYPICAL TIME SCALES SUITABLE FOR POWER SPECTRA

T ST e T T

Maximum resolution of the interarrival clock .
Instrument reset time between meaguraments . .
Time required for one velocity to be mesasured
| Residence time of a particle in sample volume
x Average particle arrival time (T/D) . . . . .
: Maximum interarrival time measurable by clock
Measurement period, T . . .+ « ¢« o + o ¢ o o

« « v 0.1 psac
e s 0.4 u'.c
. 2 ysac
. 2 to 20 psec

.

-0.5 to 2 msac
. 0.655 sec
2 to 100 sec

s« o & & & & =
« o & o e & o
® s e o o e o
e o o » ® o o
® & o » & a =
a @ o o = e o
e ® o o ® e o

P et e n

Since existing instrumentation is capable of making a velocity measure-
ment about every 2.4 usec (this depends on particle velocity, Bragg cell
frequency, and fringe spacing), the limiting factor on data rate is the rate
at which particles pass through the sample volume. Since each particle must
pass through 10 fringe planes (spaced, in the second test, 26.5 ym apart) in
order to register a velocity measurement, and since the planes are moving in
the measurement direction at a speed govearned by the Dragg cell frequency
(e.g., 132 m/sec), the time requirud for one velocity measursment is the reset
time plus (10 x fringe spacing)/(Bragg velocity + measured particle velocity).
The sverage particle interarrival time depends on the average flow velocity,
the diameter of the sample volume (@.g., 0.314 mm), and the density of
- particles of measurable size. Although the minimum time between measurements

"y will vary from 2.4 usec for various test conditions, it is unlikely to bs a
restrictive factor in the data analysis. This can be demonstrated by a
comparison to the average data rate.
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The arrival of particles through the sample volume has been found to approxi~
mate a Poisson distribution in time (Ref. 4). This distribution takes the form

n, -AAT %
n=0,1,2., ..

: AAT
] P(n;4T) = o
?i where )\ 1is the meau particle arrival rate. In an experimental test case, where i
& A was 317 measurements per second, it was found that the limitutions imposed by )
: the system, minimum interarrival time of 2.4usec and the maximum interarrival %

_ : time of .655 second, pose no limitations on the measurement of interarrival times,
i . figure 12,

- ' V. POWER SPECTRA. The best developed method of presentation of the time i S
ﬁ dependence in unsteady flows is power spectra. The most accurate calculation . j

; . method that has been found to use the laser velocimetry measurements for power :

' spectra is an indirect method. The first step is the calculation of a weighted 5
= ' estimate of the autocovariance. In ourder to apply a fast Fourier transform to [
; : obtain the power spectra, the autocovariance is extended to form an even function,
: This method has been selected over Fourier series methods and periodgram methods
- : entiraly on a trial and error basis (Ref. 4), 1ts superiority has not been
< . established analytically, and there is little understanding of the reasons for
the smaller errors that result from the autocovariance approach.

i | : Formation of the autocovariance: The autocovariance estimate C(kAT) for
P ) k=1, . .K 1s based on 2 minimum lag time AT. The value of AT must be

i . greater than the resolution of the interarrival clock. However, much larger

. . values are required to avold excessive errors. Of course, KAT must not exceed
the measurement period, T.

s o m—————— s ot + utobos oot B

These liwitations on the choice of 4T and K are the same as they are in
; determining the autocovariance function of a uniformally sampled data set from a i
L f continuous signal. That is, the frequency resolution is determined by Af » 1/2KAT

X . where the maximum (possible lag) value of KAT is the total measurement time, T,
and the maximum frequency is limited by f ax 1/201 where AT is the minimum !
time between samples. For the system under consideration, the minimum possible
At 1s 2.,4usec and the maximum value of KAT is related to the average arrival
;. rate by KAT = 4096/) where the value 4096 is the maximum number of measurements
P that can be stored in the wemory buffer and ) 1is the mean data sample rate (mean :
. particle arrival rate). However in a practical random sampling situation, the :
t choice of K and AT should be made with regard to the following: 1) desirad
4 frequency resolution and resulting variability error, and 2) the value of AT
must be chosen so that K 18 fixed at 512 due to data processing limitations. If i
the chosen value of AT is¢ found to be undesirsble, the fact that the data is

samplaed randomly in time allows another choice of At to be made without repeating g
the experiment. '

To obtain the autocovariance, tho mean velocity is subtracted from each
measurement to give velocity values i=1., ., .D. The time dalay betwaan
two velocity values Ui and Uz has %een recorded and i3 denoted as t - tk'

5 : The lag product, Au(k) is defined as

:v, i
# D
. I A (k) = L z U, U,S[Ct, - t, = (k = 3)AT)((k + })AT - ¢, + t,)]
i m u {ml Ruwi 178 i L i 2
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where S(x) =1 for x>0

=0 for x <0

i " Thuas only those velocities whose interarrival times, t; - t,, lie between
L { (k - .,5)Atr and (k + .5)AT contribute to the lag product.

For efficient computation, each possible pair of velocities is examined;
| L, -t
! the lag time ratio, T is calculated; and no action is taken if for

g . : that pair the time lag ratio is not less than K. Otherwise the product
: uiun 1s added to the ktP location (where k is the integer nearest the lag

;- . time ratio) of the array Au(k) and ktP location in array H(k) dis incremented
by one. The accumulations of Au(k) and H(k) found for several separate

periods (e.g., lots of 4096 velocity measurements) of measurement may be summed.
i " The sutocovariance is then formed as

S o am
:. C(kAt)-Ta“—)fot k=1 ,..K

. This has been shown to be an unbiased estimate (Ref. 5) if the true mean !
x : velocity has been subtracted from the data. The variance of C(kAt) is, 3

j: under very restrictive assumptions, : r
| l,
- 2. o+ i }
: . k H(k i

where 02 is the variance of the velocity data. No urror estimate is avail-
. able for spectra that do not describe a stationary broadband Gaussian procass.
h : The value of C(0) may be calculated by the above scheme or more simply as

. 1 P
, c(0) = 5-181 v

2

2
1"

e i AT T ¢ e AT

R

Power spectra results: The power spectrum is the Fourier transform of the
autocovuriance. Figure 13 shows results obtained by celculating a 512 bin
autocovariance array, and then defining an additiomal 512 bins so that an
even function is formed. This allows a fast Fouriler tranuform usinpg Bartlett
(triangular) window and a frequency resolution of Af = 1/2KAT to be used.

.-

SR st

ln ! Figure 13(c) is a power spectrum of the V. velocity componert of the

B i 3 circled point in figure 7. About 40,000 mnlaukomcntn, taken at un average data
[ ! rate of about 400 measurements per second, woere used. The minimum lag time,

[ . At, for the autocovariance was 0.5 msec and 512 values of lag time were

calculated. These data were taken in 10 lots with about 4000 measurements
in each.

E e T
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Figure 13(a) shows the distribution of number of lag products, H(At).
The histogram bin size is 0,5 msec. The autocovarisnce is shown in figure 13(b),
The spectrum is displayed in figure 13(c) up to the maximum calculated frequency
of 1 kHz. The reason for the negative values that occur above 280 Hz is not
known. The negative values persisted for the recalculation of the power spectrum
for a doubled (1 msec) minimum lag time (Fig., 13(d)). Since negative pover is
undefined, the source of the anomalous behavior above 280 Hz must be an error.
At this particular data rate, for this 2 Hz frequency resolution, and for
40,000 meagsurements, a satisfactory spectrum has apparently been calculated
up to 280 Hz although attempts to calculate this spectrum with only 4000
measurements gave very inconsistent curves, There is, unfortunately, no general
analysis of the error in the spectra, no theory that explains how the researcher
may compensate for a low data rate by increasing the number of meusuremants, and
especially no means of calculating the effects of the known random measurement
errors in velocity and time,

Freguency limitation on spectra: work is proceeding, on an experimental
basis, on the maximum frequency limitation. Because of the random interarrival
times of the velocity measurements, the Nyquist criterion does not apply to the
average data rate. Theoretically, a maximum frequency far exceeding the Nyquist
criterion could be achieved, In simulations (Ref, 4) and experiments, attempts
to exceed twice the Nyquist criterion frequancy have led to erratic spectra.

A method of predicting the data rate, number of samples, and error bounds
necessary to achieve a desired frequency limit and accuracy is needaed.

Although satisfactory power spectra have been obtained by the indirect
method using an autocovariance estimate, it is possible that an improved
technique could be devised.

V1. ANALYSIS OF PERIODIC FHENOMENA. As research into the fluid mechanics
of turbulent flow has progressed, more patterns have been discerned in flow
fields traditionally considered to be random variations in velocity (Ref. 6).
The aerodynamicist must also analyze patterned or organized flow even in the
presence of randow or broadband velocity fluctuations (Ref. 7). Flowa such as
those beneath a helicopter rotor (Ref. 8) are difficult to break into three
categories as suggested in reference 9: mean flow, organized or patterned or
repetitive velocities, and random velocity fluctuationa.

The spectrum in figure 14 is taken from a heuristic test in a water tunnel,
An oscilluting vane imposed a discrete frequency oscillation on the axjal flow
velocity. The spectra alone is sufficient to relate the velocity response to
the vane oscillation to the magnitude of the random turbulence and confirm
the absence of higher harmonics.

The spectrum is not sufficient to define the phase angle between the flow
and vane oscillation. This information can be obtained by a conditional
sampling technique. The preferred method is to record, at the time of sach
velocity measurement, the vane angle. A plot of velocity versus vane angle
will reveal the phase, the waveform of the response, and the variance of the
responge at each vane angle.
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A similar technique has been applied to a rotor tip vortex flow (ref, 10)
and will be applied to an oscillating airfoil test now under construction. The
airfoil is large enough (66 cm in chord) to contain a small laser velocimeter,
Figures 15 and 16 show the airfoil mounted in Langley Transonic Dynamics Tunnel.
As the airfoil oscillates, the flow velocity with respect to the airfoil- 'l
fixed coordinates and roughly parallel to surface will be measured. This . "
velocity is expected to be highly nonsinusoidal dus to presence of shock waves.
Therefore, the primary data reduction technique will be conditicnal sampling
based on the airfoil angle. Other techniques could be devised (such as basing
the condition on the leading edge pressure drop as zero time and plotting againmst
time). Each experimental setup will contain unique conditional sampling tech-
niques but each will share three common demands on the data acquisition and
reduction process.

T e e e

| 1. Each velocity will be linked to a condition of some measurement.

:‘ 2, Valocities must be sorted into bins on the basis of the condition
measurement.

i 3. Each bin must be analyzed by the techniques daveloped for histograms.

The use of current and planned methods of data analysis of laser velocimeter
measurements will allow the aerodynamicist to investigate flow fieclds that have
not been amenable to probe investigation. Such complex flow fields as helicopter
rotor wakes, separated and recirculating flow on airfoils, and transition from
laminar to turbulent flow are especially likely candidates for laser velocimeter
measurements. Because of the continuing need for evermore penetrating analysis
of experimental data and because of random phenomena that occur in each of
these flows, a need will arise for the reduction of laser velocimeter data by
A such techniques as temporal and spatial cross-correlation of two velocities,
¥ time history reconstruction, moving block analyases, and pattern recognition.

The potentialities and difficulties of the more refined data-analysis
techniques will become morec apparent as deeper understanding of conditional
sampling and power spectrum technique is gained. However, these two techniquas
are clearly not the end point of laser velocimeter data analysis.

‘ VIi. CONCLUSIONS. The rapid development of the laser velocimeter as a

" routine tool for flow measurement in large wind tunnels has given rise to new
i demands for data interpretatiun and analysis. The distinctive characteristics
‘) ' of laser-velocimeter systems with respect to the traditional flow measurement
: systems are primarily the following:

1. Rapid acquisition of thousands of individual, digital velocity
measurements is possible at data rates limited, at present, only by the
capacity of the wind-tunnel seed-particle injection process.

— e e et M e ke s N s e e Lo e i oA A AL e £ il M e o B Wt St

2, The geed velocity measurement errors are not only small but they. are :
predictable before the experiment ia begun. ﬂ

3, The time between measureuwents is a random variable. i ]
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i These distinctive characteristics offer opportunity for more precise control
; of errors and more efficient and more complete analysis of time-dependent

;| data and real-tims data analysis. To achiave these advantages much work

| remains to be done on both the existing methods of analysis, such as histogram
displays and powsr spectra, and on methods now being developed such as
two-component histograms, conditional sampling, and cross-correlation.

i 1
! |
. Histograms are the most efficient means of data interpretation bacause i -
| . of much lower requirements for the amount of data and data rate. Better ‘
;1 umeanis of quantizing histogram shape and errors in shape ars nseded, aspecially |
for bimodal and other highly non-Gaussian shapes. Evan a shape classification ’
I to guide tha present cumbersome Monte Carlo methods would be helpful. The
' use of histograms in the conditional sampling process will compound the need
! for these analytical tools.

Also urgently naeded are better arror analyses for power spectra. Any
optimization of the calculation process would bas very useful,

z ' The problems that will be presented by the untried data reduction

P : techniques ars not as clearly defined as for the histogram and power spectrs.
. : Thess problems may include the reconstruction of timae histories from data

& . with random interarrival times, error analysis of cross-correlutions using

. § noncoincident (in time) measurements of the two velocity components, and
sufficiency conditions for moving block analysés,
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RESOLVING UNDER-IDENTIFICATION THROUGH REPLICATION
IN STRUCTURAL EXPERIMENTAL DESIGN

William S. Mallios

BDOM Services Co.

ABSTRACT: Application of structural regression to experimental

design often results in under-identification. A remedy, albeit

unrealistic, is to assume the structural system is diagonally
recursive. Reexamination of this assumption leads to a measure
of the degree to which structure has been resolved in a non-recur-
sive system, assuming identification. To assure identification,
the experiment should be replicated with one replication used as

an instrumental variable for the other,

1. INTRODUCTION.
In the structural regression systen :
Ay=rx+ 5§, (1.1)

y s a p x 1 vector of endogenous variables, x is a q x 1 vector of :
exogenous variables, A(p x b) * (a hh*) 1s the direct effect] of Ypw
on Y Spp = 10 T (pxgq)= (7h1)' Yhy 15 the direct effect of 21 on i
Yhs and g(p x 1) is the model error vector. Assume that E(s) = O and

TSee [6] for definitions of direct, indirect, and overall effects.




£(828') = Tgo .., 8¢ (0, 26). whare Is is non-singular and contains
finite diagonal elements. Assuming |A| # O and premultiplying (1.1)
-1 yields the reduced regression system ) i

Irx + A7Ms wBx + ¢, (1.2) !

by A
y=A
where B (p x q) = (Bhi)' B is the overall x, effect on Yp» and

e: (0, L), T A"z6 At

Let y, and x, denote n x 1 vectors of observations on y, and x,.

Then the h-th model of (1.1) is written as

Yo = Yp %t XYt S Zg t Sy (1.3)
where Y (n x pp) = (yp)s Xp(n X gp) = (%) 2, = (Y1 X)), and
8y ™ (g}hl x}h). I, denotes the n x n identity matrix in the ;

2 _
assumption §, : (0, I o% ).
~h n o8y,
Letting X denote the n x q matrix of all controlled variables,

the ordinary least squares (OLS) estimate of B is |
B = (x'X) X'V, - | (1.4)
L 15 estimated by

S = (Y - XB)'(Y - XB)/(n - q). (1.5)

Assuming identification [2, 3, 5], & and £, can be estimated indirectly

through the reduced system by equating é to 3 = A'1 and S to £ =

; A a1

Lg A, A1ternat1ve1y2. 8y, can be estimated directly through two

stage least squares (2SLS) estimation as follows:

ZSee [2, 3] for other estimation techniques.
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8, = [(z) X)(x'x)"(X'zh)]'](z;1 x)(X'X)"X'xh; (1.6)
ar gy = Lz ezl o

2 2 ] )
where %, is estimated by S5, = (¥p = Zh80) ' (Y - 248,/ (n - By = qp).

This estimate derives its name from a conceptual, two-fold application
of OLS; 1.e., in the reduced regression for Yh, giver by E(Yh) = X Bh,
B, is estimated by (1.4); after replacing Yh by Qh = X Eh in (1.3),
CLS is applied a second time which leads to the rasult ir. (1.6); in
this process, the uncontrolled Yh has been replaced by a consistent
estimate, ?h. which is treated statistically as if it were controlled;
see [3, p. 153].
2, COMMENTS ON THE ASSUMPTION OF A DIAGONAL DY

In (1.3) a natural question is regarding the appropriateness of
estimating g, by (ZAZh)'1ZE Yp» the OLS estimate. When A fis triangular
apd Eg is diagonal, the structural system is termed diagonally recursive
[2, 4, 5] and the OLS estimate is consistent. Regarding the plausibility

of the diagonally recursive assumpt1oh. a'triangu1ar A might be realistic
so long as the experiment is designed with this restriction in mind;

i.e., a triangular A implies that, during the course of the experi-

ment, no causal feedbacks occur between any two Yh and y;* and that

no variable has an indirect effect on itself [5]. However, an assumed
diagonal Is has far reaching 1mp11cht10ns. Under 3 diagonal Iz, extraneous
varfables (EVs) comprising 6, are independent from one model error to the
next; i.e., {if up, and Upw dennte any two EVs making up a component part

of &, and 6., respectively, then a diagonal Iy implies that E(“h“h*) = 0;

otherwise, E(”h“h*) 70, E(uhch) # 0, and E(uh*éh) ¥ 0 together imply
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that E(shsh*) = 0 which violates the diagonal £, assumption. Thus,

)
aside from the structural models comprising the system, no other

relevant models are associated with the experimental unit under a

diagonal z,. For if there were, they would be defined by relations
among EVs comprising model errors. But since E(“h“h*) = 0 for

h-# h*, there can be no relations among these3

. Iy thus provides a
quantitative measure of structure resolution.

POSTULATE: Total ignorance regarding structure occurs when struc-

tural parémete?s are under-identified and a reduced regressicn

analysis is the only recourse. Total resolution of structure (relative |

to a well defined experimental unit) is characterized by a diagonal
L which is validated through experimentaﬂon.4 The degree of structure

resolution is quantified on a [0, 1] scale in terms of an estimate of

|R|, where R is the p x p matrix of model error correlations.

Note that the "1nvar1ance“5 of the reduced regression under wﬁat-
ever the hypothesized causal scheme provides complete objectivity 5
but total ignorance regarding structure. -However, assumihg identifi-
catioﬁ. lack of this type of objectivity is no reason to reject structural
regression. When two experimentors propose different causal schemes for
the same set of data and the matter is not resolved in the ensuing analysis,

continued experimentation will validate one or the other or reject both.

3Re1evant structural relations among EVs contained wholly within one
particular §. would 1ikely indicate that E(ah) # 0 and/or that the
experimental 'unit needs redefinition.

Ysee [V, p. 260] for a test of the hypothesis that Ly is diagonal,
5Invariance {s used in the sense that A and r'uniquely determine B

in (1.2) though not conversely. Thus, and infinity of (A, r)
structures could lead to the same B,
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Consider, for example, a sugar beet experiment [5, p. 816].
where the stand (yz) of the crop was found to have a positive, direct
effect on yleld (y1). The estimated model error correlation was
- .45 (hence, estimated |R| = .80) which led to a conjecture of food
competition between plants; i.e., apart from the average positive

effect of stand on yield, a stand response above its expectation

would tend to éccompany a yield response be10w-1ts expectation due

to the greater competition by plants for fooa. The implication of
this correlation is that additional structural relations remain to
be hypothesized in future experiments and that these relations might
involve measures of moisture content and plant food. Unfortunately.
under-identification 1s generally the case 1n experimental design so
that attention 1s redirected to methods of achieving identification.
3. DESIGNING THE EXPERIMENT TO REMEDY UNDER-IDENTIFICATION

Consider the following two model system describing an experiment
in a'comp1ete1y randomized design: .
Nt tapdts
(3.1)
Ypowptrta Nt )
where Hp and h denote mean and direct treatment effects, respectively.
Since q <Dy + Qps additional information is necessary to estimate
structural parameters. For example, the reduced model errors corres-
ponding to (3.1) are ¢ = (61 * 912 52) / QO - a12u2]) and ey =
(85 + ap181)/(V = aypap1)s whereupon, from & = A“zGA"I.




-

2 2 2 2 2
a5, ¥ {6, * 912 %6y °a162(‘ tagay) gy 9 o1z %,
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. 2
z (1-aq0897)

2 2 2
0% + 204970, + a0y ©

Equating £ to S in (1.5) yields three equations in five unknowns. If,
however, there is no causal feedback with only a direct effect of y,

on Yy (1.e., apy * 0) and the ratio Az = c§1/a§2 is known, then we

have three equations in three unknowns, and 2 and p = 06]62 /°61 062

{ are estimated by

. 2 -1 . u -1 -1 -1
Since knowledge of ay, ard A is not often available, another

recource is to assume that (3.1) applies to the first replication of

the experiment and that

e

ya - “ﬁ_* ™t “hh*yﬁ* + 5& (3.2)

; applies to the second replication. Note that while ap.. and treatment

fi ! effects remain the same between replications, the block effects may i

&i i differ. Moreover, it will generally be the case that E(§h°ﬁ*) = 0 for

gi E hy h* =1, 2. Subtracting yﬁ from y, in (3.1) and (3.2) yields o
| - '

A ya + (uh - ua)'+ “hh*(yh* - yﬁ*) + (6h - 56) (3.3)

|
|
Consider, first, estimation of parameters of the Tirst model i
fn (3.1). Using the result in (3.3), (3.1) can be replaced by |




ARSI B

NWER PGyt g
(3.4)
Yp = Yo * (Mg = wa) +ayy (yy - yq) + (& - &)

Taking the yﬁ a> controlled variables amounts to replicating the
experiment and using one replication as an instrumental variable
[2, 3, 5] for the otherf, AN parameters in (3.2) are identified

as 1s made obvious by referring to the corresponding reduced system,
given as fol16ws:
Nne l[“1 +ayp (My - “é)] M PR P PR B
+ o) + 0y (8 - aé)] /4

Yo - l[“z1 b+ g = )| 9 = e oy
+ |021 & + (8, - sé)] /¢

where o= 1 « LIPLPIR It 1s clear that structural coefficients are
over-identified.

As for estimating the t,, (3.1) is replaced by

Vi =y (e =) +agp (yp - y) + (6 - 8))

YprHptTatan Nt
and 25LS can be applied directly as in (3.4).

There 1s a price to be paid in using the replication method to
produce identification. Firstly, the sample size is halved which

5In the same manner that lags are used in econometric models, one
replication can be considered as a lag for the other replication.

I PSR GNP PR V.Y &




reduces power. Secondly, if I and §h (the consistent estimate of ) |
Y obtained through the reduced system)are not Qigh]y correlated, |
the resulting structural estimates may be highly inefficient. How-
ever, the aiternatives are (1) complete re1iance on a reduced

§ analysis (which should always accompany and compIemeﬁt a structural

! analysis) and (2) OLS estimatiqn which generally leads to inconsistent

; estimates, but which may provide certain estimates with Tow mean =
square error.
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THE SAMUEL S. WILKS MEMORIAL MEDAL
BANQUET REMARKS
Frank E, Grubbs, Program Chairman of the Conference

The twenty-third year or occasion for the Design of Experiments
Conference in Army Research, Development and Testing marks another very
significant milestone for Statistical Methods in the Army. Each year
I 1ike to reflect back over previous conferences, and it is easy to
see how much we owe a great debt to the memory of Sam Wilks for his
vision in getting Army statisticians together on a yearly basis for
the common good of all. Indeed, we continue to benefit considerably
from our previous 22 conferences, which have promoted much good
statistical work in the US Army. Don't you agree? The associations
with our statistical friends from the universities have kept us up
to date and provided much stimulus toward many timely accomplishments.
These conferencés have done a lot of good by simply getting us all
together on problems of common interest and we cover so many fields
of interest! Again, I am reminded we have not stuck to the title,
"Design of Experiments", in all detail, but that is good as the field
of statistical topics changes fast and we must always move on to new
things or areas. 1 could go on and on concerning the good these
conferences have accomplished, but I must mention that the success
of these conferences would not have been 50 great were it not for our:
most dedicated friend, Francis Dressel, who as we all know again
deserves a vote of thanks at this time, for his effective, continuing
contributions (so sorry he couldn't make it this year.) Also, this
is the first time we have been privileged to have our conference here
at Monterey and we apfreciate such nice facilities, and also Doug Tang,
Wally Foster and Bob Launer are to be thanked for the very significant
part they played again this year,

We now turn to the Samuel S. Wilks Memorial Medal.

The Samuel S. Wilks Memorfial Medal Award, initiated jointly in
1964 by the US Army and the American Statistical Association, is
administered for the Army by the American Statistical Association,
& non-profit, educational and scientific society founded 138 years
ago in 1839. The Wilks Award is given each year to a statistician -
often a good one! - and 1s based primarily on his contributions to
the advancement of scientific or technical knowledge in Army statistics,
ingenious application of such knowledge, or succassful activity in the
fostering of cooperative scientific matter which coincidentally benefit
the Army, the Department of Defense, the US Government, and our country
generally. The Award consists of a medal, with a profile of Professor
Wilks and the name of the Award on one side, the seal of the Amarican
Statistical Association and name of the recipient on the reverse, and
a citation and honorarium related to the magnitude of the Award funds,
which were donated by Phi11p W. Rust of the Winnstead Plantation,
Thomasville, Georgia. The Annual A Design of Experiments Conferences,
at which the Wilks Medal 1s given each year, are sponsored by the Army
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Mathematics Steering Committee on behalf of the Office of the Chief
of Research and Development and Acquisition, Department of the Army.

Previous recipients of the Samuel 5. Wilks Memorial Medal include
John M. Tukey of Princeton University (1965), Major General Leslie
E. Simon (1966), William G. Cochran of Harvard Universit* (1967),
Jerzy Ne{man of the University of California, Berkeley (1968), Jack
Youden ( 9692 formerly of the Mational Bureau of Standards, George
W. Snedecor (1970) formerl¥ of lowa State Unfversity, Harold Dodge
(1971) formerly of the Bell Telephone Laboratories, G-nrge E. P. Box
of the University of Wisceasin (1972) - and with us today, H. 0. (WD)
Hartley of Texas ALM University (1973) - and our keynote speaker,
Cuthbert Danfel {i273) - private statistical consultant, Herbert Solumon
of Stanford Univi+:sity (1975) ~ who just trekked to the United Kingdom
for two years with ONR, and Solomon Kullback of George Washington
University (2978). -

This brings us up to this year, and I call on Jeff Kurkjian,
University of Alabama, Chairman of the S. S. Wilks Memorial Medal
Committee to discuss this year's conmittee work and give the presentation.

SAMUEL S. WILKS' MEMORIAL MEDAL COMMITTEE:
MEMBERSHIP, CHARTER, SELECTION PROCEDURE
Badrig Kurkjian, University of Alabama

The 1977 Committee was made up of Badrig Kurkjian, Chairman, Francis
Anscombe, Jerome Cornfield, Cuthbert Daniel, Fred Frishman, Frank Grubbs,
Joan R. Rosenblatt, and Herbert Solomon. Three of these members were
former employeas of the US Army with virtually career-long experience
with the Army Design Conference. Three others have considerable
axperience consulting with the Army on technicel problems and policy
matters associated with the business of the Army Mathematics Steering
Committee. Moreover, the Committee contained three former Medalists--
Cuthbert Daniel, Frank Grubbs, and Herbert Solomon.

One could summarize the charge to the Committee by stating simply
that the recipient of the Wilks' Medal should be a persor who has
emulated Sam Wilks to a significant extent--that 1s, a scholar, a
contributor to statistical methodology and one who unstintingly devoted
significant effort to the public interest, in particular the U. S. Army
Design Conference in Sam's case.

Each year the Committee considers nominees from prior years as well
as those forwarded to the Committee from various sources within the
statistical coomunity in the Army and elsewhere. This year, the ballot
contained twalve nominees, each of whom is a nationally, or 1ntcrnltiona11¥.
renowed statistician. As might be expacted each year, the voting is usually
very close and two ballots are required to select ‘he recipient. However,
this year the Wilks' Medalist, Dr. Churchill Eisenhart, Senior Research
fellow, National Bureau of Standards, was the clear winner on the first
pallot. The Committee had no difficulty in recognizing Dr. Eisenhart's
professional career match with that of Sam Wilks.

The Army Design Conference was privileged to have Professor G. E. P.
Box, University of Wisconsin and in-coming President of the American
Statistical Association, present Dr. Eismnhart with the Medal, the
official Citation, and a modest monetary honorarium, i
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REMARKS OF CHURCHILL EISENHART ON ACCEPTING
THE 1977 SAMUEL S. WILKS MEMORIAL MEDAL

Chairman Grubba, President-Elect Box, 'Fellow Stetisticians, Ladies and
Gent lamen:

This is for me a very happy occasion as I express my very great
pleasure in accepting the 1977 Samuel S. Wilks Memorial Medal that
honors my teacher, long-tima friend, and the initiator of these
Experiment Design Conferences., I especially appreciate the high honor
of being presented this award, having served as a member of the Wilks

Memorial Medgl Committaee of the American Statistical Association from
1965 through 1970,

I have spoken In great detall gbout Sam Wilks at two preceding
Conferences of this sarics--the 10th and the 20th: about his extensive
contributions toward the advancement of statistical methods in Army
research, devalopment and taesting, and about his many other important
contributions in the national interest, I shall limit myself on this
occasion to sketching how very, vaery helpful Sam was to me in the early
stages of my caraer, Generosity in haelping others in spite of his
own heavy schedule was one of Sam's outatanding characteristics.

I was Sam's first student in statistics. He arrived in Princeton
in September 1933 in time to supervise my Senior Thesic on '"The Accuracy
of Computations Involving Quantities Known Only to a Given Degraee of
Approximation". The first part was an attempt to present a fairly
complate survey of the accuracy of the genaral processes of arithmetic
without recourse to probability theory and the methods of statistics,
which were introduced and applied in the second part.

Sam also supervieed the preparation of my first two publications
in statistica. The first was a ahort note in the December 1935 issue
of the Ameriaan Journal of Sotence criticizing the statistical approach
employed in a paper appearing in the May 1935 issus--too harshly, my
.geologist friend, W, C. Krumbein, says, The object of the paper on
which I commented was to suggest a numerical measure of the degres of
"l1ikeness' of two or more "heavy mineral suites' with respect to their
mineral coutents. The measure of agraement or "likeness" advocated
was such that the value obtained in & particular instance dependad
upon the order in which the respaective minerals were listed: if listed
alphabetically by their names in English, one value would result; 1if
listed alphabetically in some other langusge, a different valus would -

be found; and, if in order of their respective densities, still snother
value.




I suggested an approach via the xz test of the homogeneity of
frequency data arranged in an r x ¢ table, and referenced R. A,
Fisher's Statistical Methods for Research Workers. I would never have
had the courage to submit this critical note for publication had Sam
not been standing behind me all the way,

My second statisticul paper, "A Test for the Significance of
Lithological Variations'", published in the December 1935 issue of the
Journal of Sedimentary Petrology, was an exposition, for geologists,
of the x? test for homogeneity, with three worked examples utilizing
data from the paper discussed in the note. This seems to have been
the firat exposition of x2 methods in the literature of geology.

Sevaral montha before those two papers appeared ia print, I hed
left Princeton, at Sam's recommendation, for University Collage, London.
I went there to work toward a Ph.D. in Statistics under Jerzy Neyman
and Egon S, Pearson in the Department of Statistica, T also attended
the lectures that R. A. Fisher (of the Galton Laboratory for National
Eugenics) was giving on Experiment Design and on the History of Biometry;
and at his request, prepared a little brochure on the usa of ranked
normal deviates in the analysis of data expressed as ranks, for the
guldance of some of Professor Cyril Burt's graduate students in psychology.
At the Annual Karl Pearson Memorial Dinner at University College in the
spring of 1959, Egon Paarson introduced me as "one of the few persons
who worked with Fisher, Neymun and a Pearson and managed to survive'".

While I was at Univeraity College, a circumstence occurred that
enabled ma to halp Sam for a change: Professor George G. Chambers of
the University of Pennsylvania, had died on 24 October 1935, shortly
after his graduate course '"Modern Theory of Statistical Analysis" got
undervay. Sam was commissioned to complete the teaching of this course.
Ha wrote me a hurried note saying that he was in dire need of up-to-date
problems in statistical theory and methods for the students in his
new class. Would I please send him some quickly. From time to time
throughout the renainder of that ucademic year, I sent off to Sam a
bundle of homework and test problems that we had been given in the
courses that I was taking under Neyman, Pearson, B. L. Welch and Fisher.

Sam's next turn to help me came in the fall of 1937, when I took up
my post as Station Statistician at the Wisconsin Agricultural Experiment
Station. To find one's self the expert on statistics in a major research
organization immediately after finishing one's doctoral program, without
a period of “internship” training in spplied work, with no senlor expert
at hand to consult, is a trying experience-~-to be avoided, 1if posseible.
At Wisconsin, howsver, I had the advantage that I did not have to "sell"
statiscical mathods to the staff of the Experiment Station. There were
already on the campus several agricultural research workers who had
taken courses in statistics under George Snedecor at Iowa State or
studied biometry under Forreat Immer at the Minnesota Agricultural
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Bxpceriment Station. These fellows were for the most part quite self-
sufficient In statistics. Nonetheiess, they were a source of difficulty
for me: They would hring me hard problems to which the straight forward
procedures that they had learned from Snedecor or Immer did not apply.

I tackled these as best I could, and sent a draft to Sam in Princeton
for his approval, correction, or other counasel. Only then did I turn
over my "solution" to the "client".

More of a problem to me were the meambers of the Experimant Station
staff who had acquired a smattering of atatistical techniques of
axperiment design from lecturas given therz a previous summer by Cyril
H. Goulden of the University of Manitoba. As an admirer of Goulden and
his writings I have not the slightest doubt that what he presented in
his lectures was entirely correct; but some of his listeners seem to
have missed some of the essential details.

Thus, soon after my arrival, I was confronted with the results of a

field trial of 24 varieties each replicated 4 times in a 4 x 4 rectangular
arrangement of 16 cells with 6 varieties in each cell. (I do not recall
the exact number of varieties involved, nor the exact aize of the
rectangular design, but the choices here will serve to bring out the
problem I faced.) The disposition of the 4 replicates of each variety

was such that earh variety occurred once and only once in each cell-row
and each cell-column,

1 got a lot of argument from my congultees when I tried to convince
them that, in spite of the last~mentioned restrictions, this arrangement
was NOT a Latin Square; could not be analyzed as such; that the best
that could be done would be to do a Randomized Blocks analysis with

the cell-rows as "blocks", and again with the cell-columns as "blocks",

and then use whichever analysis led to the smaller residual mean square
for "error".

In view of the considerable unhappiness cof the consultees at this verdict,
and being not entirely sure that something better could not be done, I
sent the whole package off to Sam in Princeton. He replied by return
mail gaying that in this particular instance I was entirely correct,
inasmuch as the experimenters had failed to group the 24 varieties into
4 "bundles" of 6 varleties each. Had they done this and arranged the

4 replicates of these bundles in accordance with a 4 x 4 Latin Square,
they would have had a Split-Plot Latin Square--a design that I didn't
recall Figher having discussed in his lectures. They then would have
bean able to do a regular Latin Square analysis with relpect to the §
different (but fixed) "bundles", leading to two "error" mean squares,
one appropriate to comparing varieties in the same bundle. and one

for comparing varieties in different bundles.
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The point of all this is that he Always took the trouble and the
tima to respond promptly and very helpfully by return mail--in this
instance at a time when he was already enormously busy with his
teaching, his work for the College Entrance Examination Board and his
new duties as Editor of the Annale of Mathematioal Statistios.

I could go on, but I believe that I have said enough to reveal
that Samuel Stanley Wilks was the distinguished mathematical statisti-
. cian who was my closest teacher, who launched me into my career, and
' who was also a wise and greatly loved friend and counselor from the
! moment of my first meeting him,

I shall cherigh this medal bearing his name and his likeness. ]




THRZE DIMENSIONAL CURVE FITTING TECHNIQUES TO
EXPRESS SUPPRESSION AS A FUNCTION OF RANGE
AND ASPECT ANGLE

Chaunchy F. McKearn and David E. Brown
Combat Developments Experimentation Command
rort Ord, California 93941

ABSTRACT.

During the 2nd Ouarter FY 1878, the Combat Developments Experimen-
tation Command will conduct the next in a series of subpression experi-
ments, Supex III. The primary objective of this experiment is to deter-
mine the probability of suppression, P_, as a function of ringe, r, and
aspect angle, 8. "Artillery project11e§ will be set off in all directions
and at varying ranges from the players, who will be observina through a
periscope in an uncovered foxhole. What 1s needed is a surface fitting
technique that will permit the surface, P_ = g(r,8) to be determined from
the data produced. The level curve for aﬁy fixed value of P_ must be a
smooth curve which is perpendicular to the 1ine of observatidn at the two
points at which the curve intersects this line.

The results of previous experiments indicate that P_ considered as a
function of only offset distance, x, P_ = f(x), has an 3xponent1a] or
logarithmic form. These results also Indicate that the probability of
suppressing, P_, is not symmetric to the front and rear of the observer.
The curve below shows the general desired form of a level curve for a
fixed value of Ps.

1. Location of observer, _ 2. Direction of observations,

The difficulty is in arriving at the form of an equation such that any
curve for a fixed value of 6, i. e., P_ = q{r,8_ ), would be exponential or
logarithmic and the level curve for a Fixed vaiBe of P_, 1. €., P0 = q(r,9),
is a closed curve with continuous derivatives with dx/38 = 0 for 8 = 0
and « (to insure smoothness and vertical tangents).




I. INTRODUCTION. Combat Developments Experimentation Command (CDEC)
has conducted a series of suppression experiments to measure the proba-
bility of suppression, P_, as a function of miss distance. Generaily,
the players being suppre?sed represented antitank guided missile gunners
and the suppressive weapens included both direct and indirect fire weapons
from the M6 rifle up to the 8 in. Howitzer. This report concerns only
the indirect fire point detonating high explosive rounds.

In order to collect empirical data on the phenomenon of suppression,
the subjects were placed in protective foxholes as shown in Figure 1 and
observed down range through periscopes. They were task loaded by requir-
ing them to report the position of a target tank in reference to a row of
numbered panels along its path at a range of 1500 meters. The gunners
were required to track the target tank for fiftean consecutive seconds to
receive credit for hitting the target tank.

The periscopes were instrumented in such a manner that when they were
raised or lowered it was automatically recorded on the central computer.
In addition, each periscope was electrically connected to a pop-up silhou-
ette immediately in front of the foxhole so that when the periscope was
raisad the pop-up silhouette came up and when the periscope was 1owered
the silhouette went down. 'This pop-up silhouette was within the gunner's
field of view and represented the gunner in an unprotected position.

This assisted the subjects in perceiving the danger they would be in if
they were located at the pop-up silhouette's position. If a piece of
shrapnel hit the silhouette, a Toud buzzer was set off in the subject's
foxhole indicationg that had he been at the pop-up's location he would
have been killed or wounded.

The artillery rounds were placed on the ground within the player's
view at various ranges and statically detonated in a random manner. The
data collected from these tests indicated that the probability of suppres-
sion as a function of miss distance could be reasonably well represented
by an exponential curve of the form

: bx

Ps n fe™ ",

PS = probability of suppression
x" = distance between the foxhole
and the detonation point, and

A and b are curyve fitting parameters.

where

Figure 2 1ists the curve parameters for the various munftions tested 1in
COEC's last suppression experiment, SUPEX II.
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EXPONENTIAL CURVE PARAMETERS

WEAPON A B

60mm Mortar 1.61911 -.02453
81mm Mortar 1.50512 -.01262
105mm Howdtzer 1.64851 .01306
105mm. HEP - T 1.70799 .01317
2.75 in Rocket 1.77098 01530
1556mm Howitzer 3.26843 01773
8 in Howitzer 1.58806 .00450

FIGURE 2: EXPONENTIAL CURVE PARAMETERS FOR EXPRESSING THE
PROBABILITY OF SUPPRESSION AS A FUNCTION OF
MISS DISTANCE.

I1. EXPERIMENTAL DESIGN.

Last July CDEC hosted a Suppression Working Meeting to determine what
the next step in CDEC's Suppression Program should be, Many of the atten-
dees, mostly modelers, expressed the concern that CDEC's suppression data
only addressed suppression caused by detonations directly to the obser-
ver's front. What was needed was a function of range and aspect angle,

Ps = g(r.,s). To accomplish this the SUPEX III experiment is currently
being planned and 1s scheduled to begin in April 1978,

The range for this experiment will be laid out as shown in Figure 3,
Four foxholes will be located at the center of the wagnn wheel with one
foxhole oriented along each of the four principle axes. Five rounds will
be placed along each of the twalve wagon wheel spokes and set off in a
random manner. When all of the trials are completed there will be six-
teen observations at each range at all twelve aspect angles.

IIT. STATEMENT OF THE PROBLEM.

The data obtained from SUPEX III should permit the development of a
three dimensional surface expressing P, as a function of range and aspect
angle similar to that shown in Figure i} Past experience indicates that
for each aspect angle one could expect the data €to fit a truncated expo-
nential and for a fixed value of Pg one should obtain & level curve that
is somewhat elliptical or egg-shaped with continuvus derivatives.
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One candidate function is as follows:

Pg = Ae rb (1-vcose)

Ps = probability of suppression

r = miss distance
A,b = shaping constants
Y = gxcentricity

6= aspect angle

The difficulty with this function is that in order for the level curves
for a given value of Ps to assume the desired egg shape, ywill have to
be a function of ¢y, This makes it difficult to determine all of the
parameters by such conventional methods as least squares because the
function 1s no longer linear in its parameters. What is needed is a me-
thod for non-linear regression that can handle a function 1ike this or

a different function which has the desired characteristics and 1s 1inear
in its parameters.




OM VALIDATING CRITERION REFERENCED TESTS

Milcon H. Maier and Stephen F. Hirshfeld

US Army Research Institute for the Behavioral
and Social Sciances

INTRODUCTION

8kill Qualification Testa (SQT) have bean developed to replace
Milicary Occupational Specialcy (MOS) proficiency tests as measures of
ability to perform Army anlisted jobs. SQTs are performance-based,
criterion-refersnced measures of job proficiency, consisting of pracissly
defined ctests of tasks, all of which are critical and necessary to per-
formance of the job., The criterion-raferenced approach provides an ex-
plicit relationship batween job requirements and test content in that
job requirements dictate content of SQTs. The SQT davelopment process
requires that tests ba reviewed by subject matter experts and validated
on reprasantativa job incumbents to assure that tast content is job
relavant, Test standards of acceptable levels of parformance are also
based on job requirements and test content. Performance standards are
based on bshaviorally derived absolute scoring stundards, and are not
based on parformance ralative to other soldiers who take the test. For
these reasons SQTs are justifiably viewed as criterion-referenced tests
of job proficiency.

This papar provides a daescription of the SQT program, its evolution,
underlying sssumptions, requirements, construction and validation pro-
cesses, aud methods of statistical analysis. It concludes.with a set of
questions characterizing some of the major issues still under reviaw.

Aray training during background in the late 1960's and early 1970's
sxpsrienced a major revolution. Performance-based training and testing,
based on critical job tasks and criterion-referenced standards of per~
formance, wara being implemented in entry-lsvel training courses.
Training objeccives were operationally defined by the performance tests
given during the course, and the tests wers made public to students as
well as instructors. Because of tha direct relevance of thesse tests to
the job, thay ware capable of focusing Army training activicies.

By maintaining accountability, tests becoms effective inscruments
for institutional change. Test content helps ilaplement doctrine about
the way jobs are to ba performed, and is helpful in defining training
requirements and standards. The public nature of the tests helps focus
attention on the critical eiements of the job and enables effective uss
of soldiers' time in preparing for tests, thus improving individual
readiness,

8o impressive was the success of performance-based training and
testing that the Army wade the policy decision to change from the existing
mode of “norm-referanced, paper-and-pencil testing," to the criterion-
refereanced mode of proficiency testing. Thess new criterion-referenced




tests, called Skill Qualification Tests (SQT), are having a profound
impact on the entire Army community. The new testing procedures are
forcing training managers, personnel managers, and research support
peraonnel tv rethink and often redefine their functions.

I
]
|
| i
.g . E
! ! REQUIREMENTS OF SKILL QUALIFICATION TESTS B
J ; |
i The basic requirement of SQTa is that the tests are job relevant. ; l
l The teat content must be based on job requirements, and the test scoxes '
i must be accurate measuras of ability to perform critical job tasks. :
| ' ' ' =.
Training and Personnel Management. S5QTs are used by both training ' {
. , and personnel management to help make important decisions affecting the
| | caresr development of soldiers. Both training and personnsl management
\ .
|

|

need timely and accurate information sbout how well individuals are _ i
\ perforning = training management to determine training requirements of {
! individuals, and personnel management to help determine who to promote, l
i reclassify, or reassign. Although hoth training and personnel management ' ]
have & ueed for the same kind of information, their immediate require-
ments are not idencical.

Training managers base their immediate training requiremencs on the
specific taske performed in their units. Therefors, from cthis point of
view ralevance of the tests for specific job assignaencs is the primary
consideration, and it {s defined in terms of the tusks that soldiers
parform in their assignmenta., The set of tasks performed in an assign-
ment is gensrally a subsat of tasks required in a specialty. The task
is a convenient unit for determining trasining requirements because tasks
are obsarvable, have initilating and terminating cues, and have standards
: ; of performance that can be reasonably well spacified. Decisions about

bl ' proficiency can be made at the task level, and training managers can
- ! idencify the specific tasks on which soldiers need training. 1If the
. : test measures performance on the specific tasks for which the training
. N managers have responsibility, then the tests are serving their basic
i purpose.

E P SR §

Personnel managers ara alsc concernsd with the job performance of
individual soldiers; but rather than focusing on soldiers' specific
assignments, personnel managers need to know how well soldiers can per-
form all the tasks in a specialty. For example, performance in a specialty,

: such as Infautryman or Wheslad Vehicle Mechanic, cannot necessarily be
B ! inferred from the set of tasks found in any one assignment. Psrsonnel
¥ | { managers, therefore, have a need for information based on a standard set
- ' of tasks for each speclalty. All soldiers in a specilalty need to be
o ) evaluated on the same set of tasks to enable fair decisions about which
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soldiers to promote, retain, or reclassify. The naed for a standard set

of tasks in each apecialty imposes additional testing requirementcs for
feagibility and acceptability. The test scores ghould not be affectad
by when or where the test is taken, nor by whom it is administered and

scored. The testing conditions, as well as performance standards
should be standardized.

The requirement for Army-wide standardization at the praesent stace
of the art in testing means that initially most of the test content is
in the peper-and-pencil mode rather than hands-on performance tests.
Paper and pencil tests generally lack the apparent job relevance of
hande-on performance tasts, and therefore an additional xequirement is
imposed to assure that the tests are acceptable to examiness, supervisors
and commanders ss valid measures of job proficiency.

Job relevance of tha tests is the basic requirement for both training
and personnel management, even though the definition of job relevance
nay have somavhut different meanings for the two purpcsas. TFor treining
purposes the focus is on the subset of tasks parformed in the spacific

job assigument, whereas for personnal purposes the interest is on the
entire set of tasks in the specialty.

Because of the strategic importance of Skill Qualification Tests to
both training and personnel management, high lavel policy decisions wers
made about test content, validation, and scoring. The general xequire-
ments of the program are that tests must be fair and feasible.

Fairness and Feasibility of the Tests. Fairness means that all
soldiers have an equal opportunity to demonstrate their trus level of
job competence. Test content must be based on actual job requirements,
and testing conditions must bs sufficiently comstant throughout the Army
‘80 that. scoras obtained from adminigtrations under varied conditions are
not noticeably differant. Tests given in Alaska, Panama, and Korea must
all be administered under similar conditions, and, in addicion, all
porsons aduinistering and scoring the tests must be able to do so accu-
rately and objectively. An additional requirement is that the tusts
must be scceptable to soldiers and knowledgeable experts as fair measures
of ability to perform critical job tasks. Therefors, fairness attends
to requirements of both training and personnel management.

Feasibility requires that the tests be suitable for administration
in all types of unics; equipment, terrain, personnsl and all testing
material must be readily available. Another aspect of feasibility is

that testing time must be reasonable, with up to one day allowed for
testing each soldier.




Form of Testing. The requirements that Skill Qualification Tests
be falr and feasible put severe limitations on the use of hands-on per-
formance tests, The history of performance testing is that scoring
accuracy and standardization are difficultr to obtain. The resolutlon of
the fairness and feasibility requirements is to have soveral kinds of
testing. Under pressnt policy decisions, all Skill Qualification Teste

_ contain a written cowponent, and some Skill Qualification Tests contain
! a hands-on component. Four hours of testing is allowed for the written
! component, and up to four hours is allowad for ‘the handa-on portion.

Hands-on performance tests are most desirable. They are a form of
structured observation where a scorer svaluates an individual on a set
of performance measures (observable behaviors). Advantages of hands-on
testing are obvious: It tests actual performance, has high fidelity to
the job, allows for immediate feedback, and has high face validity to
examinees. However, considerable developmental effort ls required to
ineure scoring reliability and standardization of conditions. It also
is expensiva in terms of equipment, personnel, and tiwme, i.e.,, feasi-
bility is often a problem. In order to ensure feasibility there is a
natural tendency to truncate tests of tasks by shrinking the boundarias.
Unfortunately, this may be at the expense of the validity of the test.
For these reasons it is extremely difficult, 1if not impractical, to
initiate a large scale hunde-on taesting system for an organization as
large as the Army. Therefore, a hands-on component constitutes a subset

of an SQT.

The decision to include a written component imposes careful considera-
tion and analysis of what criterion-referenced measurement measns in this
context. Since the focus of Skill Qualification Tests is on ability to
i parform critical job tasks, that appect muat be retained. Each writcen
| test of a task 18 to consist of a set of items, wherea each item is de-

1 ; signed to measure an essential bahavior or stap iu performing the task.

' For tasks that require primarily mental skills, such as the supply and
administracion fields, written tests of tasks are often similar to the

: behaviors required on the job, and the standards for ability to perform

i the test of the tasks can be reasonably close to those on the job. For
other taske that require psychomotor skills, written test items only
simulate actual job behaviors, and the setting of realistic standards
indicating ability to perform the tusks is a more arblcrary process, To
help approximate realistic job conditions, written items may have uulciple
correct responses and variable number of alternatives. This added
flexibility incresses the difficulty in developing appropriate methods

for setting standards. The determination of ressonable standards for
written tests of tasks is one of the moat difficult issues in the 8QT

program,
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Criterion-Referenced Measurement of Task Performance. Because Army
jobs and training programs are structured in terms of critical tasks,
the appropriate level of analysis for the SQI should also be based on
tasks., The concept of "scorable unit” was invented to help assure
criterion-referenced measurement of task performance. A scorable unit
is designed to measure ability to pesform a specific task, or in the
case of complex tasks, a well defined subtask.

Each written acorable unit consistas of a set of items, whers each
item is designed to measure an essential behavior or step in performing
the task. Each item is scored pass~-fail, and & prescribed number of
items must bc passaed to be GO on the written scorable unit. A GO is
counted as ability to pexform cthe task. The current resolution to
setting standarde for wricten scorable units is to require that an a
priori number of items be passed. For example, if a scorable unit
containg five items, chen four must be passed to obtain a GO,

Hands-on scorable units consist of a set of performance measures,
where sich performance measure is scored pass-fail, and a prescribad
number of performance moagures musi be passad to be GO on the scorable
unit, A GO on the scorables unit is interpreted as ability to perform

the task, The standarde of GO ganerally ars comparable to what is
required on the job.

The requirement that all scorable units be acceptable as fair
measures of ability to parform tasks is applied to both the hands-on and
written tests, Juries of experts must agree that the written items and
hands-on performance measures reflect ebility to perform the tasks.
Perhaps a safer statement would be that failure to paes the items indi-
cates that the person is not able to perform the task.

Establishing a Correspondence Between Test Content and Job Taske.
The most critical requirement of SQTs is their job relevance. The pro-
cedures for establishing job relevance arae described iu this section.
Test content of all SQTe is a sample of critical taaks from the domain
of job tasks in the specialty. In this way the teste have a specifiable
and explicit link to the job. For euch Army job there exists a Snldier's
Manual that lists the tasks for which a soldier in that specialty is
responsibls. Thersfore, this set of tasks becores the operational
definition of the job. Tests to measure performance on specific job
tasks listed in the Soldier's Manual are developed from appropriste task
atnalyses, and the tests for sach task are operational definitions of
performance on the tasks., Performance on the individual tacks is summed
to obtain a total score, which in turn serves as the operational defini-
tion of job competence. Modern instructional technology, with its
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emphasis on spacification of objectives and verification that those ob-
jectivea are attained, supports the above process for establishing the
content and focus of SQTs, and thereby lends added credibility to these !
procedures, ‘

Though the task is the basic level of analysis, the validity of
task proficiency measurement depends on the adequacy of the test of the
task. By means of detailed task analyses, the set of performance measures
or behaviors required for successful performance of the task are identi-
i : fied. These lists of performance measures are all available in the Sol-
[ ! ! dier's Manual. Each item developed to teat for task proficiency must
& occupy & clearly specified relationship to a performance measure required
in task parformance. Assuming that the set of items developed for a test
. of a task has been selected in accordance with the procedures describaed
' above, one may ussume with reasonably high confidence that successful
: performance of each tested bshavior is a necessary condition for success-

|
! ful performince of the task. How to scors the set of items in & writtem !
_ gcorable unit to obtain estimates of ability to perform tusks is a complex l
K i quastion. Measurement error is always a problem that must be allowed for. ;
i i Whether being scored GO on a test of a task requires passing all items ‘
; : included in the tast of the task, or some numbar less than perfection, de- |
- pends on the nature of the task, the fidelity with which the task can be .

i tested in a written mode, the complexity of the format (e.g. multiple cor- i

tect responses), and the number of items within the cluster. Usa of sub=~ |
Jact matter exparts in raaching such a determination is mandatory. !
|

|

i

In the case of & hands-on test of a task, measurement arror arising
from the use cf words is minimized. Howaver, other measurement probloms
arise. One 18 that a full pexformance test of a task gensrally is not
feasible. It may be too costly in texms of time, equipment, and personnel. !
Thersfore, & truncated test of the task is often developed by eliminating :
some of the performance measures or steps required for the full performance
test. By truncating the test, though, it is possible that the tested por-
tion is necessary to successful task performance, but is not sufficient.

Validate Tests Prior to Administration. A first question to be re- :
solved is how to define validity. The atarting point is the usual defini-
tion of validity, i.e., that the tests measure what they are intended to i
measure. In the case of BSkill Qualification Tests, the intent is to mea-
sure abilicy to perform critical job tasks. The content of the tests,
therafore, becomes the crucial factor in establishing validity. The con~-
tent must be thoroughly reviewed by experts to ensure that the right
behavivrs and decisions are asaembled in each scorable unit. The first
requirement, then, is consistent agreement among experts that the comtent
of the test is based on ability to perform critical job tasks. A
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second requirement is that the scorable units discriminate between per-
formers (masters) and nonperformers (nonmasters). A third requirement
applies only to written scorable units. All items in a writtem acorable
unit must be consistent estimators of mastery on the task covered by the
entire scorable unit. Thus, the conceptualizing of validicy focuscs on
consiatency: Consistency between the content of the test and the job

tasks, consistency among expert reviaws, and consistency in identifying
nustery.

DEVELOPMENT PROCESS

Skill Qualification Tests are constructed and valideted by Army
agencies that have resident expertise in the job specialties, Generally
these are the Army schools, but they also include other agencies, such
as the Health Services Command. Since the test content must reflect job
tasks, the test developers must have detailed task snalyses available

that identify the behaviors essential to successful performance of the
tasks.

The developmeant process for Skill Qualification Tests may be concep-
tualized in four steps:

1. Identify job tasks for tescing; these tasks require special
training or are frequently failled.

2. Identify behaviors or steps aessential for performing each task;
the intent is to identify the steps that are necessary and sufficient
for succsssful task performance.

3. Davelop scorable units (tests of tasks) to measure essential
behavioras for the tasks; items in acorable units must have explicit
relationship to task steps, and the scorable unit as a whole must cor-
respond co performance of the task; items are scored pass-fail (1 or 0),
and scorable units are scored GO/NO~GO (ulso 1 or 0) to reflect mastery
or nonmastery of the task according to the prescribed standards; the
number of scorable unite scored GO is a memsure of job proficiency.

Conterit of the Skill Qualification Tests is fixed after thase three
steps sre completad. Experts review (a) the tasks selected for testing
to make surs they are cricical to the job; (b) the bshaviors required to
perform the task to make sure they are necaessary and sufficient; and (c)
the scorable unic to make sure that the itema correspond to the behaviors,

After the experts agree on the appropriatenves of the test to job ruquirn-
ments, the test content cannot be changed.

e o i o o © 2 e A v s




; 4. Try out scorable units on soldiers.

This step serves only to establish the measurement properties of
; the cests., Items found to be unsatisfactory through the tryout can be
{ revised, as loug as the test content is not changed.

!
: STATISTICAL ANALYSIS OF TRYOUT DATA :

| The tryout step was originally conceived of as the validation of

Skill Qualification Tests, and the earlier steps as test construction. ;
Experience gained during the past two years, howsver, has shown that for J
, criterion-referanced tests, validation encompasses. the entire develop- :
; ment process.

[}

i i . .
' i Tha guiding principle of the developmental process is consistency !
‘ i of measurement. Experts must agree on the relevance of the test con-
| tent to job requirements and the appropriatsness of tests items to task

| , behuviors. In the tryout on soldiers, the scorable units must be con-

i { sistent indicators of ability to perform the task. For written scorable
1 i units, cach item in a scorable unit is first correlated with an inde-

' f pendent estimate of ability to perform the task, and then with the other
j items in the scorable unit. The external estimates of ability to perform
, the task are salf-ratings obtained through standard questious. Up to 30
f socldiers are included in the sample to datermine consistency of msasure-
! uent for each scorable unit. The analysis consists of computing an

' Agresment Index for each item and scorable unit:

Self-rating i
i Performer Nonparformer '
Iccﬁ Pass)a b .
i ' or or ' ’
E : Scorable GO )
p Unic Fail|c d :
! or ‘ '
NO-GO '

i
a,b,c, and d are cell frequenciea |

| Agreement Index = ad - bc; if Agreement Index > O, then the item or
¢ scorable unit is satisfactory; if Agreement Index <X O, then the item or
;ﬁ . scorable unit is unsatisfactory, and must be examined for revision.
|

kAt e i
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A second analysis involves examining patterns of Agreementr Indices
for items in a scorable unit. Items that have positive Agreement In-

; dices are satisfactory, and items with negative Agreement Indices must ii
be examined for revision. !

S5QT ISSUES STILL UNDER REVIEW

% 1. Is the Agreement Index an appropriate statistic to evaluate the y
. quality of writcten items and scorable units? -

! 2. For written scorable units, standards of performance are set
5 arbitrarily, e.g., 3 of 4 items must be passed to Le GO on a scorable
i unit. Are there statistical techniques to indicete level of mastery

thut can be readily employed by test developers who are not trained in
statistics?

adm o n o e b e el

: 3. Are there alternative procedures for collecting and analyzing i
: data on the satisfactoriness of writtan items and scorable units, which }
are also gensitive to the requirement of fixed test content?

E : 4, Are there more appropriate ways of combining scorcs from items

: ) and scorable units into & total test score that indicates level of job
‘ ' proficiency?

A
{
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!
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ANALYSTS OF MAN-MACHINE INTERFACE INFORMATION
IN CURRENT COMMUNICATIONS SYSTEMS

R. J. D'Accardi and H. S. Bennett, US Army Communications
Research and Develcpment Command, Fort Monmouth, New Jersey

C. F. Tsokos, Department of Mathematics, University of South
Florida, Tampa, Florida

ABSTRACT. Experiments dealing with man-machine intervace problems occurring
in tactical communications systems have been conducted at Ft, Monmouth, NJ.
The thrust of the study was to characterize the human element of a sophisti-
cated system by varying the environmental factors of ambient light and
acoustic noise and observing quantitative changes in operator performance,
Specifically, the number of errors committed by a communications systems
operator were observed as a function of the environmental factors. The
equipments used were the standard teletypewriter terminal and an optical
display terminal,

The object of this presentation is threefold: First, we discuss the
importance of human-factors in system development and briefly review the
experimental design, Secondly, we present a nu.-linear regression model
and error matrices which can be used to predi:t overator performance as a
function of the environmental factors of ambient 1ight and acoustic noise,
end thirdly, time series models are presented for the optical display
terminal to illustrate the usefulness of characterizing, within rea:zon,
the error performance of a terminal operator working in a wide variety of
erivironments. :

I. THE IMPORTANCE OF HUMAN FACTOR3 IN SYSTEM DEVELOPMENT.

It is interesting to note that Human Factors studies in the Army can
be traced back to World War 1. It was found at that time that in the
fledgling British Air Service 90% of all fatal accidents were the result
of individual pilot deficiencies and only 2% were killed in combat (the
remaining 8% were due to materiel deficiencies). This fact led the US
Army to establish a laboratory designed to study problems (including the
human factors aspects) connected with flying. It was called the Research
Board of the Army Signal Corps Air Service and was established in
Octsber 1917, It was quickly followed by the School of Aviation Medicine
in 1918 (now the School of Aerospace Medicine at Brooks Air Force Base,
Texas) and the Physiological Research Laboratory (now the Aerospace
Medical Research Laboratories at the Wright Patterson Air Force Base).

By the time World War Il began the human factors field has been taken
over by industrial engineers and inaustrial psychologists (e.g. Taylor,
Gantt, and the Gilbreths). 1t was World War I1I, however, with its
quantum jump in the technologizal complexity of man/machine systems,
which set the mold and pattern for modern present day human factors
engineering.
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The mission of modern day studies of man/machine environmental factors
has five aspects:

a) It is connected with the contributions of the man/machine
interface to the entire or over-all performance of the system. As the
systems become more complex, they also become more vulnerable to catas-
trophic failures (shades of the power blackouts!) and the man/machine
interface 1s a critically vulnerable point in such systems,

b) It must be concerned with the translation of broad system
operational requirements into specific man/machine interface functional
requirements. For example, how do you "get down to cases" in an air
defense vigilance task with ogerator requirements when all you know is
}hat 34“20915" must not get through even though it may occur only once

na r. day.

c) The human factors engineer must be involved in the promulga-
tion of training and personnel selection criterfa. If, in a complex
system, the status of the man/machine interface is critical to the over-
211 system performance then the qualifications, job description, and
needed skills for the human elements of the system (including maintenance
as well as operation) must be a major duty of human factors engineering.

d) As most modern complex systems are relatively costly, it
behooves the human factors and systems engineer to model, whenever
possible, the system under consideration. Such models must be flexible
enough to incorporate a realistic (and usually non-ergodic) representa-
tion of the man/machine interfaces. Analyses of data secured from these
models also is the concern of the human factors engineer,

e) Finally, although modeling may be the norm for analysis of
complex systems, the human factors engineer must never lose touch with
the real world. Therefore, whenever feasible, he should be involved in
actual system performance tests and in the analyses of the resulting data,

The work being reported on in this paper is in 1ine with several of
the above 1isted missions, and, in particular, the one under subparagraph
"d" above, Before considering the details of the research, one should
consider the environment in which the interface under study is immersed,
This environmsnt is described as a hierarchal command/control system, A
generalized Cc system model must make Brovision for sensing, filtering,
analysis, decision making, and feedback at each level in the hierarchy of
command. However, since each level in the hierarchy must feed information
upwards in the chain of command and effector-action commands downward, the
resul tant ioops are imbedded in a hierarchal fashion,
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Let us trace one such loop. Imagine a 1ine or field of sensors (REM-
BASS) at the FEBA intended to warn of enemy overload approach, In addition,
let us visualize airborne reconnaissance (drone and manned), behind the
Tines intelligence operations, prisoner interrogation, signal intercept
operations and the 1ike. All of this “"sensor" information must be filtered,
classified, and appropriately analyzed and correlated for presentation to
a commander for decision as to appropriate effector action (retreat,
advance, hold, encircle, etc.). Once the effector action is ordered, the
resulting movements and actions must be reported through the original
information gathering network, as well as through command channel status
reports, so that further or modified effector action may result, Thus,
we have a reentrant feedback loop continuously in action. If we visualize
this situation (sensing, decision, effector action, feedback) as occuring
at least at each level of command (company, battalion, division, corps),
then the significance of the imbedded or hierarchal nature of the multiple
feedback loops becomes evident,

How does the particular man/machine interface being reported upon n
the paper fit into the above? At almost every stage of information flow
there 1s a point where multiple channels of information must be consoli-
dated and summarized so as to form a new message. A common denominator at
these points is the message center, and in particular, field or forward
area message centers. The operators in such message centers operate under
a combination of stressful environmental factors — acoustic noise, poor
1ight, fear of bodily harm, etc. The subject study attempts to simulate
under controlled conditions the first two factors and to substitute for
fear of bodily harm a fear-of-failure situation by giving the operators
who are taking part in the simulation a series of tasks which are greater
in amount than the time allotted for their accomplishment,

This 1s the general scenario and motivation for the study. Now let us
proceed with a discussion of the results which were tc be realized from
the data gathered, Since in a simulation one cannot hope to achieve all
the detailed conditions possible, it was the purpose of this study to come
up with a predictor model which would allow for insertion of other permuta-
tions and combinations of the considered conditions and then to predict
operator performance under these new conditions.

I, DESIGN OF THE EXPERIMENY,

The details of the experimental design were reported in the Proceedings
of the Twenty-first Conference on the Design of Experiments in Army Research
Development and Testing, ARO Report 76~2, pp 13-29, May 1976. What follows
in this section is a general summary of the experiment.
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B The significance of acoustic noise and ambient 1ight on operator D
i performance was investigated using both an optical display transmission

k. device, and a standard teletypewriter. Primarily, the visual display 3

terminal is a developmental equipment intended to visually present

messages on a CRT display where an operator can see and correct his
message prior to transmission,

The experiment consisted of testing the transcription accuracy of six
experienced comunications-center operators under 16 different combinations
of environment. Ambient 1ight was varied at four levels, ranging from
24 ft-candles to 3 ft-candles, and acoustic noise was concurrently varied
at four sound-pressure levels ranging from 55 dBa to 95 dBa. The 55 dBa
level was considered the quiet condition and the 35 dBa level represented
an extremely annoying and distracting "pink" noise., The chosen ambient

1ight levels of 24, 12, 6, and 3 ft-candles, respectively, represented
successively deteriorating 1ighting conditions.

. -~

§ \ The messages for the experiment consisted of forty random-letter word
| groups of five characters each. They were derived through a random number
. generator and an aipha-numeric conversion. No message was a duplicate nor
¥ | f were they duplicated by any of the operators on either terminal equipment,
| f The aim of the experiment was to vary the environmental variables and to
. observe the transcription accuracy of each operator utilizing the visual
display terminal as a function of time. The response variable, accuracy
(number of committed errors), was the measure of transcription errors that
i each operator coomitted per four second interval. The results were com-
f pared to an acceptable operator norm, 1.e., typing a message format on a
; standard teletype terminal under the same condftions, Each operator was
R - tested in four sessions, each session programmed for eight random environ-
. ; mental combinations, four for each terminal equipment., See Table 1. The
tests were alternated betweer the optical display unit and the standard
teletypewriter to reduce the effects of learning., A thirty minute
familiarization period was given each operator prior to the tests.
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| TABLE 1

g’ TREATMENT SCHEDULE PER OPERATOR
_: i
: P Environmental Treatment®
: Combinations
r Optical Display Teletype
| ' Session  Run Terminal Terminal
I 1 1,4 3,1
' 2 4,3 4,4
o 3 3,2 2,2
: 4 2,1 1,3
l I 5 3,1 4,1
. 6 4,4 1,2
i 7 2,2 3,4
: 8 1,3 2,3
| ; 11 9 4,1 2,8
L 10 1,2 3,3
l ; 11 3,4 1,1
l 3 12 2.3 4|2
i 14
; v 13 2,4 1,4
| 14 3,3 4,3
| 15 1,1 3,2
i 16 4,2 2,1
| *Treatment = (Ambient Light Level, Acoustic Noise Level)
b Amblent Light Acoustic Noise |
| \ Level Value Level  Value

! 1 24 ft-candles 1 55 dBa |

¥ 2 12 ft-candles 2 70 dBa
o 3 6 ft-candles 3 80 dsa l
7 ] 4 3 ftecandles 4 95 dBa )
Ty !
.3 ! (
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ITI. A NON-LINEAR REGRESSION MODEL FOR MAN-MACHINE INTERFACE.
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In this section an acceptable model to predict operator performance
is presented so that one can determine the environmental combination of
ambient 1ight and acoustic noise which generally causes a minimum number
of coomitted errors. Various linear, multiple 1inear, and non-1inear
models were tested for both terminals, The criterion used for choosing
the best model was the minimum SSE (sum of squares for error) where

n S
SSE = ¢ (Y-| - Yi)z.
i=1

and Yy = observed errors,
?1 = predicted errors,

] The general model that best describes the observed data is of the
orm:

VuBotBy +By *Biyix* By

+ Byxd * Buxaxz * Boxixa * Baxixi * Baxi * Bioxi + ey

where Y = av$¥age number of errors (operator performance) per
cell,

X, = ambient 1ight level,

X, = acoustic noise level,

84 = model coefficients, 1 « 0,1 +--:10,

€y * experimental error, j = 1, *ve¢n, (the extent to which
the observed data and the model disagree, where EJ.S
are independent and ¢ ~ N(0, o2I)), and

n = 16,

The estimated values of the coefficienis, error variance, correlation,

and appropriate F statistic for both terminals ai2 .ommarized in the
following table:
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Teletypewriter

B T O s o ek it TR

Parameter Optical Display

Terminal Terminal
By 34,7500 -7.793
B, «5092 -6,365
B, -1,0840 1.018
By - ,0399 1588
By .0359 +1663
By 0137 - ,02055
Be 0002373 - ,0007769
B, 001990 - .004906
Be -,000011 .00002257
By 003293 001425
Bio .000053 .0001133
SSE 5,136 3.389
¥ 1.027 «6779
F(MODEL) 2.735 6.536
R’y§ .8455 9289
Ry$ .9195 .9638
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In the case of the optical display terminal, the F statistic
indicates a possible overabundance of variables. In the case of the
teletypewriter terminal, the small SSE, large R‘yg. and relatively
small F statistic indicate an acceptable model.

Now, we begin to investigate the possibility of eliminating those
variables that do not significantly contribute to the dependent variable.
The procedure used to form the reduced models was the "forward selection
procedure" which begins with the variable Xq, that has the highest
correlation oxyy wWith y. Next. the partial correlation coefficients of
the remaining and p(x4y|x J # 1, are calculated, The x4 with
the greatest p(ig { is stlec ed to enter the regression equation.

This process is ont nued, and as each variable is entered into the
equation, the multiple correlation coefficient R? y and the partial F
test value for the most recent entry are examined.” In the f1rst case,
one checks to assure a relatively insignificant change in R? y» and,
secondly, whether or not the inserted variable has taken up X significant
amount of variation over the previous variables in the regression model.
When the part1a1 F test becomes insignificant (the SSE 1s sufficiently
reduced) -and R?,5 s not vary different from the "full model", the pro-
cess is termina*ld The reduced model, therefore, contains all signifi-
cant variables plus the first two insignificant variables to accomodate
any error due to the estimates,

Based on the general model previously stated the appropriate
reducedfmg?els which characterize operator performance for both terminals
are as follows:

1) for the optical display terminal
Youog 81y, + Blyayd + By G ¢

where: B8 10,63,
-0.1239,
0.000028,
-0,0002202,

Bs = 0.000008367,
with SSE 8,678,

52 = 0.7889,

)

P ™
—_ N e O
[ ] ]

R? vy 0.7389,

R y ; = 0.8596
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11) for the teletypewriter terminal:
Y = B) + BIXy * BiXaXa * BiXiXy + BAX} + BIX) t e
where: B; = 3.211,
gl = 1,365,
gl » 0.03532,
gl = -0,001288,
g! « 0,002123,
g! = -0,000004273,
with: SSE = 7.63,
S; = 0,763,

2 Ay
R vy 0.84,

Ryy * 0.9165.

The reduced models now provide the capability to predict the number of
transcribed errors given the desired combination of ambient 1ight.and
acoustic noise,

IV, OPTIMAL LIGHT AND SOUND LEVELS.

One can now attempt to find the 1ight-sound combination that causes
the least number of errors to be coomitted. The method used was simply
to evaluate the predicted value of Y for ordered pairs, (Xj, X;), where
X1 assumes 211 integer values from 1 to 26, and X2 assumes evel integers
v%lues from 50 to 100. These ranges of Xi and X, where chosen based upon
the levels of X; and X» used in the experiment. Thus, the reduced models

are used to provide a reasonable extrapolation outside the tested environ-
mental limits,

The predicted Y values, 1.e., the predicted number of errors, were
calculated for the environmental combinations described in sectfon II for
the optical display data (using the reduced model) to obtain the matrix of
table 2. Visual examination of this matrix shows that the minimum number:
of errors, f.e,, 4.4, will occur at a 1ight level of 24 ft-candles and a
concurrent acoustic noise level of 54 dBa, or, 1f we are willing to
extragoiate $s1ightly outside the region from which data has been obtained,
the absolute minimum, 3.8, occurs at 26 ft-candles and 50 dBa. Thus, one

can conclude that the minimum number of errors committed on the opticai
terminal (in the region for which data” was taken) occurs at the minimum
sound and maximum 1ight combinations, that is, 26 ft-candles/55 dBa.
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A similar matrix of predicted errors was computed for the reduced
teletypewriter modei, and is shown in table 3. In this case, visual
examination shows that the minimum number of predicted errors occur at
a light level of about 16-17 ft-candles and at a concurrent sound level
of about 55 dBa. In both cases (optical display and teletypewriter) the
results of the minima were expected. It is to be noted, however, that in
a tactical situation the environmental factors of ambient 1ight and
acoustic noise are far from optimal. Thus, one can conclude from the
matrices that for a wide variety of the environmental factors X; and X,
one can predict how well experienced communicators will perform.
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V. TIME-SERIES MODELING OF MAN/MACHINE INTERFACES.

The best non-1inear regression model presented in the previous section
dealt with the prediction of the number of committed errors as a function
of two environmental variables, namely, 1ight and sound. More often, the
communications engineer is interested in such factors as performance, and
efficiency as a function of time. Thus, utilizing time-series models, it
may be possible to characterize a group of operators either singly or as a
whole for predicting the number of committed errors at times tp, t;. t3,
seee, ty, in the future, The time-series approach for this type o 1n¥or-
mation is somewhat unique in that not many attempts have been made to
implement this methodology in analyzing time-dependent man-machine inter-
face data. In view of this uniqueness, there are a number of shortcomings
that were experienced, One of the most serious 1imitations was the sample
size. Howev r, enough information is available so that one can initiate
the time-series methodology into this particular subject area. This
approach is extremely useful because it characterizes, within reason, the
error performance of any communications terminal equipment operator
working in wide variety of environments.

Incorporated into the design of the experiment was a four-second time
interval counter. This provided a running count of the number of trans-
cribed errors in each four-second time period for the duration of the test.
Thus, thirty-two non-deterministic time-series were created (sixteen per
terminal, one corresponding to each combination of.environmental factors).
Of the time series so obtained the two most critical environmental com-
binations are presented, namely, (1,4) and @,4) (refer to Section II).
Criticality was determined by the degree of non-stationarity of the series,
or in other words, the amount of filtering required to bring the process
into statistical equilibrium,

Clearly, the time-series characterization of the data is very promising
from the point of view of affording to the communications system designer
and planner a means to predict the human element of the total communications

system architecture. The following stochastic formulations obtained were
very adequate in characterizing the underlying process of error performance:

a. for the (1,4) environment, teletypewriter terminal, we obtained
the mixed autoregressive-moving averages Eﬁﬁﬂli model
Xt = -0.046 + 0.660Xy.q + 0.367%y_p + Z, + 0.449Z,_; + 0,223Z, , +
0.42224_3,

257




b. for the (1,4) environment, optical display terminal, the third |
order autoregressive (AR) model obtained was:

Xp = + 0,250X,_; + 0.133Xy.p + 0.355K,.3 + 0.258%, 4 + Zy,

c, for the (4,4) environment, teletypewriter terminal, we obtained
another mixed model, (ARMA):

Xg = 0,006 + 1,785Xy_y = 0.570X, 5 - 0.215K, 5 + Zy + 09507, ; +
00 1912t_2 + 0.0162t_3.

d. and, finally, for the (4,4) environment, optical display terminal,
the third order moving-averages (MA) process obtained was: [

Xy = 2,158 + Z, - 0.453Z, 1 + 0.023Z, , + 0.051Z4_s.

To {1lustrate the adequacy of the models figures 1 and 2 graphically - i
display the observed and simulated information for the optical dispiay :
terminal (ODT), These particular presentations were chosen because of the '
projected role of the 0DT in future communications systems, The details ;
of the teletypewriter terminal analysis and a comparison to the ODT will !
be presented at a later date.

One of the implied features of this research is that for each environ-
mental combination, no common realization, either ARMA, MA, or AR, was
obtained to characterize operator performanca. One can conclude, therefore,
that even with an adequately developed procedure for analysis, more than one
characterization may be required to evaluate the human subsystem in sophis-~
ticated conmunications systems, The procedures developed clearly provide
a realistic view of the complex man-machine interface that occurs in
current communications systems.
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IMPROVED QUANTIFICATION OF PLAYER
EFFECTS IN EXPERIMENTAL DESIGN

William Mallios, Rohert Batesole,
Donald Leal, and Thieu Tran
BUM Scientific Support Laboratory
U.S. Army Combat Developments Experimentation Command
Fort Ord, California
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‘ ABSTRACT. This paper discusges and illustrates a methodological
alternative to standard experimental designs for use in certain applications..
Focus is on the quantification of random subject or player effects to be used
in pluce of dummy (1, 0) variables in the usual linear model assumed for

analysis of variance. The advantages of this approach are: (1) increasing
the efficiency of the analysis; (2) providing explanation of player differences; |
(3) forming a base for the avaluation of adjusted traeatment effects; and (&) |
logical formulization for extrapolations to other populatione of individuals
for increased utility of the results,

The reader is assumed to have some familiarity with the statistical '

analysis of experimental data.

I. A MIXED EFFECTS MODEL.

Consider the Mixed Effecta Model

+€i

13 : R IR T

where Ty is the fixed differentlal effect of the i-th treatment, i=l,...,

p; the Bj' j=1,..., q, are random block effects which are assumed gormnlly
and independently distributed with E(Bj) = 0 and variance (Bj) = og; i.e., )
Bj: NID (O, cg); for the model error, tij' it is assumed that :ij: NID (0, 9¢).

‘The dependent variable is Yige while u is the base from which differential effects

1

are measured.

1Tha normality assumption is required for tests of significance, not for
estimation.
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II. THE INDIVIDUAL AS A BLOCK. In many applications, the block is
defined by an individual who is subjected to some or all of the p treatments ,
in succession, For example, in clinical trials, cross-over designs2 are used |
to compare drugs (treatmentsa) by subjecting each individual to each drug in
succession.3 A second example is in military field testing where each partici-
pant is subjected to fire by each of different weapon types (treatments), the
dependent variable 13 gome measure of suppression per treatment,

III. TREATMENT BY BLOCK INTERACTIONS. In designing experiments
characterized by these examples, it is hoped that treatments and blocks do :
not interact. Aasuming non-significance, this interaction becomes the inherent :
model error, eij' If, on the other hand, this interaction is expected to be
significant, then replication should be incorporated in the experiment so that
this interaction can be egtimated., Replication, however, poses problems in the
examplus just discussed. In the drug experiment, replicating the individual
nay induce complex carry-over effects of drugs. In the military experiment,
replication may induce learning and/or boredom effects so that repeated usa
of an individual within a treatment level does not constitute a replication

in the statistical sense of the word. Consequently, many experiments are
designed under the assumption of no block by treatment interaction when prior
logic is to the contrary. In fact, it is not unrceasonable to expect indivi-
duals to react differently to treatments in many situations. For example, in
military field experimentation, subjecting different individuale to the same
experimental situation will produce different responses depending upon an
individual's wilitary experience, degree of enthusiasm, mental aptitude, physical
sengitivity (hearing, eyesight, etc.), and physical endurance. Treatments

which are sensltive to any of these attributes will lead to an interaction of

block (player) by treatment since these attributes will differ from player to
pleyer.

2Cross~over deeigns (see (1)) are sometimes favored over parallal designs wherein
individuals are maintained on the same treatment over the entire period of experi-
mentation; 1i.e., individuals are nested within treatments. With cross over designs,

differences between individuale are neutralized in comparing treatments, given
certain assumptions are met,

3The ordering of drugs will generally differ between groups of individuals so as
to allow for estimation of carry over sffects. l




\ ; IV. QUANTIFYING THE BLOCK EFFECT IN TERMS OF A DUMMY VARIABLE. In
%‘ : model (1.1), the block effect quantifies the individual in terms of a dummy | :
: t (0,1) variable. The intent of these variables is to isolate the batween

individuals sour-e of variation so as to increase the efficiency of the analysis.

i; : Note, however, that under model (l1.l), no attempt is made to distinguish between

21 ; differences in physiological or paychological states within individuals; i.e., 1
%% the state of the individual may vary during times when different treatmeuts are
?i j adninistered to him. The result of the (0,1) dummy (block) variable analysis

;; - : is the estimation of an "average" effect for each individual. If these states | i
| vary substantially during experimentation, the efficiency of the analysis
corresponding to model (1.1) decreases relative to the case where "adjustments"

thru the use of covariables that quantify these s:ates are made for, Moreover,
variations in these states during experimentation, which cannot be realistically
controlled only measured, can lead to serious bilases in comparing treatments

i : when a predominance of a particular state exists within a treatment over another
. treatment.

V. OTHER METHODS OF QUANTIFYING THE INDIVIDUAL. How does one quantify
the individual other than through dummy variables? A general answer is through

ET e

covariables while a specific answer lies in the particular applicaticn. In drug
experiments, measures drawn from the blood and/or urine serve to quantify the

individual, In the military field test, the individual partially quantifies
himself in terms of his responses to psychological questions.

T

. 1f the psychological or physiological states are not expected to vary
i significantly within individuals over the course of the experiment, quantification

of the individual may be required only once, say prior to the application of the
;_ first treatment. Replacing the block dummy variables with the covariables quanti-
i . fying the individual serves several purposes. Firstly, the covariables explain
differences between innividuals whereas dummy variables do not., Secondly, |
assuming that only a few covariables are required to adequately quantify the
person, the replacement of the dummy variables by the covariables adds to the

error degrees of freedom and hence to the power of the test. Thirdly, more

freadom is allowed to emtimate treatment by player covariable(s) interaction in




lieu of the previously mentioned treatment by block interaction. Finally,
the possibility exists to use these covariables as a logical formulization
for extrapolation to other populations of players thereby enhancing the
utilicy of the results.

Then in place of model (1.l1),
4

Yie ™ % + Ty + kfl ay X 4y + éik (5.1)

may be applied, where Xik denote covariables which quantify the individual,

kel,..., r; the a, are regrassion coefficients; and the sik are model arrors
with the usual assumptions for 61k accompany the model for tests of significance.

Model (5.1) holds 1f the states fluctuate widely within individuals,
though in this case, quantification of the individual should take place just
prior to each treatment application, not after. If the individual is quanti-
fied following treatment, there ig the possibility of treatments affecting the
covariables. In this event, diract and indirect treatment effocts may have to
be considered through a aystem of structural regression equations; a.g., model
(5.1) and

X,, = u; + 1., +3 (5.2)

ik ki ik
could form a system where Ty of (5.1) ia the direct i-th treatment effect
ony, T, of (5.2) is the direct i-th treatmeant effect on Xy » and Ty + O Ty
is the overall i-th treatment effect on y; see Mallios (2)

For the case of significant block by treatment interactiona with player
quantification taking place prior to each treatment application, the wodel would

take the form
T P,r
]
-y, bt o+ E " xik + 3 (Ty)ik xik + ik (5.3)

y
1k 1 el 1,k

where the Y are regression coefficients. The ( 1y )ik allow for the v 4 to
differ between treatments. Herse, note that with this formulization, replication
within a treatment is not necessary, since the repitition aspect im through

the communality, provided overlapping exists betwasen treatmants, of the xik
responses,




VI. QUANTIFYING A PLAYER'S PROPENSITY TO PARTICIPATE IN A SUPPRESSION
EXPERIMENT. An experiment was conducted to evaluate individuals'

asgessment of danger when fired upon under different conditilons while situated
in foxholes. The geven treatments included overhead fire by different small
arms with varying bursts at varying ranges. Initially, 31 participants were

rehearsed and prebriefed on experimental objectives and techniques. There-~

upon, all 31 were situated in separate foxholes and were simultaneously
subjected to each treatment over seven distinct trials. rollowing each trial,
each player gave an assessment as to whether the particular treatment was

"yery dangerous", 'quite dangerous", "fairly dangerous', or "not very dangerous".

Prior to each trial, each player answered the serles of questiuns in
Table 6.1. Their answers were intended to give r.easure to the player's propen-
sity to participate in the experiment. In very loose terms, the ansvers give
measure to player motivation.

Note that most of the questions are directed at short term attitude
changes rather than long term changes; e.g8., the player could be bored, tired,
or hungry on one trial but not another. Table 6,1 presents the percentage of
yes responses over all players and all trials. Due to the high percentage of
yes responses, queations 4 and 8 were deleted from further congideration.

Since the questions were answered on a per trial basis, it muast be
established that the questions had the same meaning between trials or that
relations between questions remained the same over triale. Accordingly, based
on quan:if&ing "yes', no answer, and "no" responses according to ~1, 0, and 1,
a 10 by 10 covariance matrix, say Si' basded on questionnaire responses was
calculated for each trial, Let Si cstimate 21. Then relations betwean
questions differ between trials if the hypothesis

Ho =zl- .l.‘z?

is rejected. Using the likelihood ratio criterion (see (3)), Ho was not rejected,
Consequently, all the questionnaire data were pooled into one covariance matrix
(based on differing mean vectors per trial), say S.




The matrix S was converted to C, the matrix of simple correlations,

and a principal component analysis (3) vas performed. The three eigenvectors
associated with the three largest eigenroots are given in Table 6.1. These
elgenvectors are part of a principal component analysis and provide a redimen-

sioning of the originsl queations to isolate the inherent pattern in the
responses to the queétiona. Thug, the eigenventor associated with the largest
eigenroot reprasents the linear combination of the original responses which
had the most variability., These eigenvectors are then used to generate the
values bf the covariables. On a subjective basis, these eigenvectors ari
deaignated as indices relating to experiment validity, to player discomfort,
and to trial structure.

For the first index, scores for the 31 pleyers are given for a particular
trial in Table 6.2. Thaese scores reflect the degree to which participants felt

the experiment was valid prior to the particular trial.
VII. REPLACING BLOCK EFFECTS WITH COVARIABLES IN A DISCRIMINANT ANALYSIS,

In this experiment, the dependent variable ~ level of dangar - is cate-
gorical so that discriminant analynis“ is a natural recourse with treatments and

blocks as predictors,

In the first analysis treatments were forced in ag¢ predictors while player
(block) effects were allowed toc enter, if significant, through stepwise discri-
minant analysis (4). In the second analysis, block effucte wers replaced by
covariables produced from eigenvectoras corresponding to C and by interactions
of the covariables produced from the first three eigenvectors with treatments.
Again, treatments were forced in as predictors while the other variables were

scanned for significance as before.

One result was that following ecamming of variables for significance, the
U statistic (a measure of the goodness of the discriminate) dropped from .59
in the first analysis to .46 in the second. ' Thus, quantifying the player per
treatment allow for a great explanation of the variability.

4
Although the following example employs a discriminant analysis, this quantifica-
tion technique has and can be used in the general linear model.

sAn eigenvector when multiplied with the vector Xn of (1,0) responses will
produce the scores which become the measure(s) of the covariable(s) to be
used as the predictors in the model.
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The model exercise of the discriminant function through Bayes Theokin6
is given in Table 7.l. Presented therein are the probabilities of the four
Janger categories given the particular treatment and given a particular score
for the first index. Ffor example, for rreatment 7, a high score for index 1
was contrasted with a low score. Of these who thought the experiment was
valid (large negative scores for index 1), 57% though treatment 7 was very
dangerous, 36X considared it quite dangerous, 6% considered it faily dangerous,
while 1% said it was not very dangerous. These probabilities are contrasted
with those associated.with individuals who thought the experiment was not valid.

The obvious implication here is that the players "propensity to parti-
cipate' going into'a particular trial has an overwhelming effect on the uvutcome.
Without adjustments for these states, experimental :tesults would have fallen
somewhere between the two sets of rasults in Table 7.1. Thus, it can be seen
that the quaatification of the player in this way not only provided a nore
effi:ient analysis, but also some insight into the dynamics of the experiment
which would ultimately lead to bectter experimartal technique.
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ERRORS IN LINEAR FITS DUE TO FUNCTION MISMATCH
; AND NOISE WITH SPLINE APPLICATIONS
: G. W. Lank, W. B, Kendall, P. A, Gartenberg
MARK Resources, Inc., Marina del Rey, California

INTRODUCTION
In producing trajectory estimates from noisy radar data it is generally
necessary to smooth the radar data by fitting a deterministic function to

it. The choice of function depends on how much is known about the trajectory.

However, usually all that is known is that range as a function of time will
be a "smooth" function with "small" values for its higher derivatives. Then
a reasonable and practical choice for the deterministic function is a poly~
nomial of low order. This ie the function which has zaro for all derivatives
beyond a certain order, and thus will be a good approximation to any true
range function which has sufficiently small higher derivatives over ths
smoothing interval.

A smoothing function ralated to polynomials, but which has wider applic-
ability, is the polynomial spline. This function consists of a series of
polynomials which are used over contiguous time intervals to represent the
true rangs function. The individual time intervals are chosen to be
sufficiently short for all higher-order derivatives to be negligible (i.e.,
over each short interval the range data very nearly follow a polynomial)
and smoothness of the overall fit is achieved by constraining the individual
polynomials to match their neighbor's value, slope, and perhaps higher deriva-
tives, at the boundaries (knots) between polynomisls. This function has the
advantages that it can be used to smooth data over intarvals which are
far too long to use a low-order polynomial, but at the same time it is much
more constrained (and, thervfore, much smoother) than a higher-order

polynomial.




PROBLEM TO BE SOLVED

This brings us to the problam addressed here. When fitting splines
to noisy mecasurements there are two distinct sources of error which
prevent the fitted smooth function from being equal to the true noise-
fres underlying function: (1) Even in the absence of noise the under~
lyini (trajectory) function may not be of the form of a spline, so that
a plrcht fit is impossible. (2) Noise in the (range) measurements
of the underlying function prevent a perfact fit. Quantitative results

for the sffactas of Ehclc two error sources can ba gotten as follows.

FORMULATION

Assume we obsarve a function, such as range versus time, at M discrete
timas which are not necessarily uniformly spaced. The observations of the
function have additive noise present in asach sample. Ths noise is Gaussian,
zero mean, independaent from sample to sample, and has the sams variance
02 at esach sample. The observad noisy function is to be fitted in time
by the weighted sum of F basis functions. In general if the function were
to bs observed noise free, its form would not necessarily be axactly squal
to a weighted sum of the F basis functions. A set of basis functions which

is used in practice is those functions which yield a polynomial splins.

THE ERROR AVERAGED OVER TIME

The statistice of the sum ET of all the squared errors at the sampled

tines (i.e., the sum of the squared differences batwsen the resultant weighted

sum of the basis functions and the actual noise-free function) is found. It

is found that ET has a biased x2 distribution with F degrees of fresdom




¢ L e ————

with the variance corresponding to each degree of freedom given by 02.
The bias is the sum of the squared errors which would exist at the sampled
times if no noise were present., It is due to the fact that the roise-
free function is not necessarily exactly equal to a weighted sum of the

F basis functions.

The probability density of E‘.,r is specifically given by
xF/Z-l.-x/Z
7 £ I PO x>0
271 (F/2)
P(E,) =
0 0<x
where
x= (E.- )/o?
"By )/

bias,

o
]

3
§

number of basis functions,
r(*) = the gamma function.

The significant characteristic of ﬁT as far as the noise is concerned
is that for a given bias Eb the probability density of ET depends only
upon 02 and F, and not on the specific functional form of the basis
functions used. It is also independent of the number of sampled points.

Purthermore, the ensemble average of K, is

2
EF-0F+Ebo
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Thus, the larger the number F of degrees of freedom, the larger will be
the expected error.

If the structural forms of the basis functions are changed in order
to make the biszs Eb smaller, then the probability denaity p(ET) will be
unaffected except for a shift of the function to lower values of ET' .
This ;hift equals the difference between the original and the new value
of Eb‘ This is true as long as the number F remains constant. Thus,
for conatant F it may be possible to reduce the errors in the noise-

free function estimate by making functional changes in the basis functions.

Doing this will not affect the statistics of the error due to the presence i
of noise. The effects of noise and Eb on the regultant error are thus

statistically independent.

THE ERROR AT SPECIFIC TIMES

The squared error betwgen the fit and the actual function at any
given time (not necessarily at a sampled time) has a non-central xz distri-
bution with one degree of freedom. Tha noncentrality paramater is the
squared error between the weighted sum of the F basis functions and the
function to be fitted when no noise is present. The variance for the
one degree of freedom is the mean squared error due to the effect of the
noisge.

It has been found that the variance at a specific time canmmnot
be obtained without knowladge of the basis functions, and even then
it cannot be obtained in closed form. However, it can be evaluated
readily by numerical computer techniques. This has been done for the

"
case of polynomial splines. The polynomials' first P-1 derivatives(s)

If wve have P=0 then P--1 is -=1. In this case neither the function nor
its derivatives are continuous at the knots (i.s., independent polynomials

are fit between adjacent knots).
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are assumed continuous &t N knots. The values of the polynomials at

the knots at the beginning and end of the spline are mnot constrained,
Each of the polynomials making up the spline is of degree D. The knots
are not assumed to be uniformly spaced. Also, the timee at which sampling
takes place are not uniformly spaced, nor do thsy have to occur at the
times at which the knots are placed. The number of degraes of freedom

in this case is given by

F.= P + (N-1) (D+1-P) .

Examples of mean squared error versus time have been obtained for this csse
using a computer program. Examples are shown in Figures 1 through 8. The
examples are all for third-degree polynomial splines (D=3). Cases have
been cbtained using three knots and also eix knots. Values of P used were
from zero to three, which covars the range of continuities which can exist

at the knots of a third-degree polynomial spline.

In all cases the M Jiscrete times at which the function is sampled
sre uniformly epaced. The value of M used was large, as this is the situa-
tion of general interest, The total time of observation used for all plots
was one unit of time. Plots of mean-squared error multiplied by (M/oz)
versus time were made. For any total time of observation and any large M
these plots can be used to obtain the mean-squared error versus time. This
is done by multiplying the ordinate by the actual azlu and the abacissa

by the actual total time of observation.

CONCLUSION

The errors in spline fits to noisy data have been analyzed, and

their probability distribution has beaen determined. Closed-form results
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were obtained for the statistics of the squared error averaged over
time. Numerical results for the statistics of the squared error as a

function of time have been presented,
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AUTOREGRESSIVE MODELS OF AIRCRAFT MOTION
AND AIR DEFENSE PREDICTION

Walter J. Dziwak*
ARRADCOM, Dover, New Jersey

ABSTRACT

One of the primary functions of a gun air defense system
is to accurately predict the target position a time-of-flight
into the future. .If the future position is known accurately,
then one can be reasonably assured of a hit on target pro-
vided that the remaining fire control errors as well as
errors arising from uncertainties in ballistic and meterio-
logical conditions are small.

The availability of alrcraft flight data made it possible
for the first time to analyze aircraft motion statistically
and to build models of aircraft motion. These models are, df
necessity, statistical because those components of aircraft
motion induced by wind gusts, terrain features, dnd evasive
maneuvers are generally unknown and must therefore be treated
as random variables.

It was found that models of rate of change of target
acceleration as autoregressive moving average processes lead
to prediction schemes which enhanced the predictability of
target future position, éspecially at extended ranges (long
time-~of-flight). Furthermore, these .odels were found to
exhibit a remarkable degree of robustness; a lack of sensi-
tivity due to changes in the coefficients of the autoregres-
sive models as well as to changes in aircraft maneuvers
seems to be an inherent feature of these models.

Other variables, chosen to be more explicitly tied to the
dynamics of aircraft motion and less dependent on the choice
of coordinates, were also modeled as autoregressive processes.
Agein, the results were encouraging, indicating that signifi-
cant improvements in predictive capability inhere in the -
autoregressive models, '

*Much of the work done on this projsc¢t was contributed by
Max Mintz, Steve Heuling, Stan Goocdman.
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I. INTRODUCTION

The most common prediction schemes in use for many years
in the air defense community were the so-called linear and
quadratic prediction equations

R(t + tg) X(t) + X(£)tg

Rt o+ tg) = X(8) + ¥(E)tp + ¥ N

referenced to some inertial coordinate system.* The realiza-
tion that these equations fare poorly against highly maneuver-
ing targets led to the development of numefo?s predictors,
including polynomial types after Blackman,(l) constant energy
and defense of a known point after H. Weisg(2) as well as the
variaty derivable from the Weiner as well as the more general
Kalman-Bucey filter equations. Unfortunately, the perform-
ance of these predictors against real targets remained largely
unknown. -With the availability of attack aircraft data in
1974, however, gyeir relative predictive capabilities could

be determined.( The results led to the conclusion that no
one predictor is best for all classes of attack maneuvers for
a particular aircraft. Furthermore, it was found that the
single largest contributor to the prediction error lay not in
the availability of accurate knowledge of target state, but
rather in the unpredictable pilot induced maneuvers.

Rather than try to formulate a new set of deterministic
equations as in (1) and (2), one is thus led tu consider
statistical models of target motion. Although there is no
a-priori reason for believing that autoregressive models will
lead to better predictors, their consideration appears
reasonable in view of the exhaustive efforts already directed
to alternative schemes.

*For the short times of flight involved (1-4 sec), the
rotation of the earth can be neglected. Thus, a
coordinate frame fixed to a stationary weapon system
can be viewed as an inertial reference frame.
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II. AR MODELS

P s I

Llet x; be some generalized coordinate.” The variable
x takes on the value x4 at time (i-1)2 _where A 1is
some time increment. Autoregressive mocels, then, are
governed by the follewing assumptions:

——a ——— . — ! —— s

| : N R ] -_'e,Vr:)
; - (2) E[UnJ =0, ¥Yn

CEluju ] = a2 vn,n’

rnn’
g where E [ -] 'indicates an ensemble average over -,

Ir 870, then the model is an autoregressive (AR) model
of order p.

i o | e ¥ " it Bl s

! . Since {ug} ratisfies (2) for all n, and x, is given by (1),
' u_ is uncorr¥lated with Xp_ 10 %10 Xp_pr e and E[xm) = 0
: Tor all m. ?
Ir
& ' (3) r(k) & Elx_,,x.]
' then one can determine the a,'s in terms of the covariance

functions r(k) as follows:

i ol W T b e I

! Multiply (1), successively by Xo_10 Xp.gr co¢ X o tO
. ' obtain p equations ¢f the form. p
: = s e u
: (4)  x x4 B X 1%neg * 3Fnop¥n-g Y PR pXna g tun¥n_y

¥ : Taking the expectation value of both sides of (4), one ;
A i obitains p equations in p urknowns. The r(k)'s are assuned .
;_ : knowr..  Lefining ro and R by ;
| X ’ . : ]
' r(o) r(l) RN r(p-l)
3 _ r(1) r(1) r(0) ... r(p-2)
v bod g BE) . M - . ’ .
' P = F(p) ’ R = . .

: r(p-1) ...  r(0)

PO

the p equations can be exprecssed mcre concicely by
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(5) R8 =T,
or
(6) 8= R2 r
= p
where B ig¢ the column matrix (By 3y Bp 5 **° aﬁp)T

I11. ESTIMATION OF B8 FROM ACTUAL TIME SERIES DATA

The determination of £ is dependent upon one's ability
to compute r{k) from an ensemble of time series datd. 1In
practice, however, such data is often unavaillable for obvious
reasons; time, money, and resources often do not permit the
accumulation of such data. This is especially true in the
present discussion where replication of aircraft flight paths
becomes both time consuming and costly. One is thus lead to
consider replacement of ensemble averages with averages over
time. Thus, in olace of (3), one estimates r(k) with

N-k
WL My

The matrix B is then formed by replacing r(k) with r(k)

in the relation

~
4

IV. MODEL IDENTIFICATION

The determination of the "proper" choice of p (£§ an
: is

important practical question. -The following result
often useful:

If for a given choice of p the estimated value of B

derived from the cample covariance function satisfies P
|8p| << 1/, then one can assume that gy and hence
check the model) with order p-1. However?

in order for this
result to hold, one must strengthen the assumptions with
respect to [u_]. Specifically, one assumes that the [u_]
are independelt and identically distributed random n
variables,

Fortunately, the autoregressive models considered here
turned out to be of order no higher than six.
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i V. OTHER MODELS

Models other than autoregressive models were also con-
sidered. These included the moving average and autoregres-
sive moving average models. These are characterized,
respectively by

Ny

| ; (7) X, = U, +°ll'.un_1 + ..._+
1 i- with
i . E [un] = 0

a_u
QT n=q

i _ . g2
| 5 E [uu,] =%,

}: i and by !
: c (B xp = By Xy g ke b BpXp p ¥ Upt U gt oW g

EJ . with

‘j E [u]l=0

: ' = 2 '
: | E [unum] 3%8n

Equation (7) is a qth order moving average process and
; : (8) 18 a (p,q) autoregressive moving average process.

' . ' Analysis of the aircraft data indicates that aircraft ;
' motion is adequately modeled as an autoregressive process :

rather than either a moving average or autoregressive moving
average processes.
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VI. PREDICTION
For a process described by the autoregressive madel
X, = len-l + WX, o b eew ot ﬁpxn_p +u,

one wishes to estimaté x ., from the known values x, ., B
X _or sov 4 X oo -This PE%arcomplished by first not}ng'the
fBIgowing: P
. B X o+ B
(9) Elx /%, 14 %qp0 vovov X ol = P1n-1® Fone2

+ o0 + BX

(10) E [xn+k/xn_1. Xnnz. -.- L) -Xn_p]

nOK) xg g + nfKIX, 5+ s np(k)xn_

A

xn+k

where k > 0.

The prediction procedure to be derived will be recursive.
The resulting equations cen be easily implemented and con-
cisely expressed in matrix form. 'For this purpose, vwe
relabel the generalized coordinates X, as follows:

yl(n) = xn

YQ(r}) = X

Yp(n) = x

n-1

n-p+1l

Thus,

yl(n)_
(11)2¢n)
yp(n)

yl(n"l)
yp(n-1

O"‘O""'_‘?
O e O+

yyine1



e e

e

Define

[y, (n)
(12) y,(n)
' y(n) = :
) -yp(n
8, B2 4. B
L6
o 1 o v ‘O
¢ . M H I =
9 o LI ) 0
Then '
(13) y(n) = oy(n-1) + Tu
Now in
E[‘_(n)/xn_lp oo ‘e Xn_p] - ]:1—1
x1:1—p+1
and xn-l
Ely(n-1)/x Cee g X 1= | ¢
L n-1’ ' "n-p x*
n-p,
g0 1t

F(n=1) = Ely(n=1)/x 1, eevvy %)

and
Y(n) = E[y{n)/x__ ;4 «e0 v X

then
(14) i(n) = ¢¥(n-1)

In general, if

F(n+k) = E[y(nek)/X, 10 ooo v % 0]
then

(15) Platk) = ¢ 5* Y(n-1)

which is the scheme by which prediction is accomplished for

a pth order autoregressive process.




VII. PREDICTION USING AIRCRAFT FLIGHT DATA

As seen in Section II, u, is characterized as a white
noise sequence. That is,

= 2
E{unuml 026nm

|

|

|

|

{

: Elu))l = 0
Ii Analysis of the aircraft data indicated that if ¥ is the
! rate of change of target acceleration in some inertial coordi-
i : nate frame, then it satlsfies approximately the statistical
i . assumptions of AR models. One can then predict future posi-
| ! tion with the aid of the following assumptions:

_l ; = ' CHEN 3 T .

- \ (16) x_ = x5 +ak ) + 4% % 4 +4 /65 1

. ' ' Y ' 2 ege """

'(17) ky = kooy %y + 887K 4
(18) X = ¥, ) A% )

; with ‘%’ modeled as an autoregressive proocess:

i t (19) w e . aeae -

_ : *n' 52&11_1 + Bes‘n-z 4 aee + Bpwn-p +u,

‘- '; - Proceeding as in Section VI,

; % 1 b a2 1 oY 0-e0v0 O T |
' Xn o _0_ _1__'_ 4 _0..0.0 _ 0O - “n-l :
- ‘ [ 11]
X1 o0 0 ,1 0...0 0 :
. . . :- , ] ' * . : . ' .
P Loy SN N
xn-—p.o»l 0 6 o (o) o 1 .0 *n-p
| Bt B N —J L]
1 or .
‘ A ' B ‘
II 2 "7 "7 =
|I : xn 9‘ r ¢ xnr-l
E Thus, ' ".l
¥ k+1
(20) Xk = [~ - *n-1
i o e
b |

which is the analogue of equation (15).
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The reason for partitioning the transition matrix as
above is that this results in substantial savings in
computational labor.

From the raw aircraft data that was avallable, two
independent sets of ‘¥ ‘data were produced. :One set was
derived trom smoothed accelerometer data from on board
the aircraft, dnd the other by thrice differencing
smoothed position data. ‘Prediction for the seocond set,
i.e.,, the thrice differenced data, is accomplished by
computing (xn+3-3xn+2+3xn*1—xn) then proceeding as in (20).

The autoregressive coefficlients for the twou classes of
predictors will be different. .This is exhibited in Figures
1 and 2 which show the distribution of the roots of the
characteristic equations for the x-axis. Here, e€ach symbol
is associated with a separate and distinct flight path.

It is interesting to note that the groupings of the roots
are quite different for the two models. (Thias is also

true for the y and z axes which are not shown.) . However,

the roots show a marked similarity within a particular class.
This suggests a commonality in the statistical description

of the data, dlthough the full import of this feature was’
not investigated.

Comparing the performance of the two clesses of models,
it was found that the predictors developed from the thrice
differenced data do not perform as well as the "X’ predictors,

but the differences are not substantive for short Tf.
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VIII. VELOCITY-GAMMA-SIGMA AR MODEL

Here ve define a new set of dynamic variables (V,y,s) where V is the aircraft
! velocity, y the angle between v and the horizontal plane, and ¢ the angle

! between the projection of v onto the horizontal plane and y-axis.* The

mean values of the generalized coordinates are not zero as in the previous

'i : ceges, 80 they are removed adaptively from a one second time window, Thus,
E the AR models are

X (A1) vy = Tyt By (Vg = Ty) Bl g - T )

where ;n is the adaptive mean

! N

) - 1

| 2 P

. (22) Yo " I Vet 0 N =10

the date rate being 10 data points/sec., The variable ¥, it turns out, is
adequately modeled as a fifth order AR process.

Similarly,

(@) oy, o=,

* By Taaad et Bglvng - Tag) 5

; ' Bigma, however, is modeled as & first-differenced AR process thereby
j reducing the dependence on the orientation of the x-y cocordinate axes.

(24) o = o, ) + Ao + By(do o =88 )+ ek Bs(Aan_s - Aun_s)

n .
j': ' vhere !
: (25) do, = o, , -0, , |
; ana '
& - 1 N : ;
- (26) a5, = ¥ (L 80y o+ N=10, o

The relation between the target position and the dynamic variables
(?,v,0) is non-linear so prediction must proceed recursively via the
following equations:

(27) =, = «x + (v _,cos v _,sino_,)

n=-l

} ; (28) Y, = Y., ¢ A(vn_1001 Y11 008 on_l)
) .

(29) 5. = &

n ne b Alvpopsin Y

n-1

¥ An inertial X,¥s2 set is used as before,
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IX. RESULTS

The predictors developed in Sections VII and VIII were
compared with some of the common predictors that have been
in use over the years. The comparisons were made by gen-
erating a histogram of the number of shells fired from a
hypothetical gun alr defense system which fall within speci-
fied bins or regions of the target after some time~of=-flight

No attempt was made to model error sources in the fire

cgntrol system or to generate realistic balllstic trajectories.
The shells were assumed to be free of the earth's gravita-
tional field and meteriological effacts. The projectile
velocity was taken at 1000 m/sec. For the purpose of com-
paring prediclors, the added complexity of introducing fire
control errors and accurately modeling ballistic trajectories
seems unwarranted and does not shed light on the relative
efficacy of the predictors under comparison.

Comparison of the A~R predictors was made with the
following standard models: .

Linear
A
X(t + Tf) = x(t) + k(t)'l‘r

Quadratic
Rt + T = x(t) + A )T, + REITE /2

First Order Markovian in Acceleration*

X(t + Tg) = x(£) + k(£)T, + K(t) e“"sz + 0T, = 1
W

Frevious studies(a) comparing a larger claes of predictors
of which the three above are a subset were made with the con-
clusion that no single predictor is best over the range of
flight paths consjdered here. Thus, inclusion of this larger
class 18 unnecessary since nothing new will be learned that
is not already known.

* The model for this process 1s X « - ;X + u from which
the above equation is derived.
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Tables 1 and 2 typify the type of data that was obtained
in comparing A-R predictors with the three above. The fol-
lowing explanations of these tables are in order. ‘Minimum
miss distance is the distance of closest approach between
the target and projectile. ‘Regular one point misses refer
to the miss after time T.. .The bottom row of numbers desig-
nates a distance between target and projectile. :Column 5§
differs from all other columns in that it lists the total
number of piojectiles falling within 5 m of the target. :The
remaining columne designate the number of projectiles falling
within a bin of certain width. For example, cclumn 3 gives

v the number of projectiles falling with 2 to 3 meters of the
target, column 7 the number of projectiles falling within
10 to 15 meters of the target, eétc. :'The last column gives
%he)total number of rounds fired in a given time interval
T,.).
b 4

As 15 evident from the figures, the A-R predictor performs
better than the quadratic predictor. .0f particular interest,
however, is the region where T, > 3 sec., 'where predictors
have traditionally fared poorlg. Here, we see that with the
A-R predictors, some rounds fall in close proximity of the
target (ie, within 15m); in contrast, rio rounds fall in the
regicon wlth the quadratic predictor.

These observations hold in general. :That is, they can
‘'be made for the entire class of flight paths investigated
(12 in number), ds well as for the linear and Markovian
predictors. Furthermore, the A-R thrice-differenced predic-
tors, ds well as the WV-y-c models, dlso perform markedly
better than either of the standard predictors.

Table 3 gives the performance of the A-R thrice~differenced
predictor for flight pags 13 (same as for Table 2) and Table 4
the performance of the v-y-o predictors, Hlso for the same
flight pass. ‘Observe that the thrice-di.ferenced predictor
does not perform quite as well as the "X’'predictor,_ dn observa-
tion alluded to in Section VII. 'In addition, the V-y-0
predictors do not fare as well as the ‘X’ predictors.
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X. ROBUSTNESS

The sensitivity of the predictive performance of a
particular A~R model to changes in the autoregiszssive
coefficients is important because, in practice, one does
not have a-priori knowledge of the statistics of target
motion from which one can compute these coefficients. One
is thus lead to pose the following questions: How do the
predictors perform when the coefficlents assoclated with a
particular axis are used for all three coordinate axes, and
how well car one predict with a single model for all avail-
able flight passes. :In answering these questions, it was
found that the A-R models exhibit a remarkable degree of
robustness. -Table 5 gives the performance of a standard
thrice~differenced A-R predictor. Table 6, generated for
ths same flight path, was produced by using the x-coefficients
for all three coordinates. :Notice that 1ittle degration in
performance was incurred by using a single set of coefficients.
Table 7 was generated by using a model developed for a dif-
ferent flight pass. 'Again, the predictors perform quite well.
Using a single model for all flight passes, dne is led to the
conclusion that a single set of A-R coefficients can be used
for prediction against a given merial target.
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A1, DISPERSION SYNTHESIS

In a realistic combat environment, more than one gun
air defense system will be employed for defense of a given
area. ‘If a communications link is established between the
systems, one can enhance hit probability by firing the
guns at . points in space dictated by some optimization
criteria. Optimization for the location of the bursts
was done for the case where four guns are employed. This
was done as follows:

Orient the y-axis along the target flight path. The
burst pattern i8 then defined in the x-z plane as in Fig.

3 below.
2

Az
4

pr-—ﬁ

'Fig. 3

The pattern is defined by:

2
Ax = a1 + aan + aan

Az = bAx ,

The four parameters were obtained via optimization using
the performance criterion

N
F = L p g-d%/202

i=3]
"where dy is the minimum miss of the four shells and o = 5.0,
the radius of the "hit" circle.* This particular form for
the performance criterion was chosen in order that the

number of rounds falling within 5m of the center of the
target be maximized.

*+ For attack aircraft, 5m is roughly the effective radius
of the target.




2 Table 8 typifies the results obtained for all flight

i,-i passes. ‘One finds that more rounds fall within the 5m

§ distance of the target, although the percentage of rounds

falling within this distance is not necessarily larger.

However, there is a decrease in the RMS of the distance

| ‘ of closest approach as expected. (Compare with Table 2.) |
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XII. CONCLUSIONS

The results presented heretofore are by no means
conclusive. Prediction using A-R models for dynamic
variables linked more closely to the dynamics of aircratt
motion is presently under investigation. The brief dis-
cussion on dispersion synthesis is by no means the last
word on the subject and a game theoretic approach to the
problem seems to be in order. Degradation in predictive
capability under conditions of sensor and ballistic errors
remaing to be determined. :Nevertheless, the results
appear encouraging. :The predictors discussed here, which
were designed and tested against actual aircraft data,
outperform any class of predictors developed heretofore.
A8 more data becomes available, additional tests of model
robustness can be made, using an already developed pre-
dictor against a new set of flight data.

One is compelled to conclude that with some engineering
sintuition and Jjudgment, increased system performance can be
had for a cheap price by properly analyzing and modeling
threat data. .-
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A SENSITIVITY EVALUATION OF A LARGE SCALE TACTICAL SYSTEM

AVAILABILITY UNDER VARYING SUPPORT RESOURCE LEVELS
ROBERT A. HALL AND HOWARD M, BRATT

AVIATION RESEARCH AND DEVELOPMENT COMMAND
Fort Eustis, Virginia
Introduction

A major problem for Army decision makers and consequently Army
operations research analysts is the estimation of needed resources to
support large scale tactical systems, This problem is further compounded
by the question, what if I reduce the particular resource by XX%?

This paper presents one method of handling this problem, that is,
through the use of simulation. The US Army, through the Agp11ed Technology
Laboratory, has developed computer mathematical programs that simulate the
experiences of a system in the field. These computer programs are known as
the Army Reliability and Maintainability Simulation (ARMS) model.* ARMS is
a highly complex set of computer programs that simulates the operational
and maintenance policies of a quantity of aircraft in the field. ARMS flies
the aircraft; breaks parts; fixes the parts, either on-aircraft or off-
aircraft, if off-aircraft, at one of four different maintenance levels;
inspects the aircraft and queues and 1imits the aircraft resources. Use of
ARMS allows the analyst to define his system to the detail he requires or
to the level to which he has data. This definition includes malfunction
rates, probability of remove and reglace. times to repair, number of men
needed to perform the repair, time-between-overhaul, if applicable, and
off-equipment repair (higher level maintenance). Also defined are mission
scenarios by minute segmants, scheduled calls for aircraft, continuous
missions, random missions, effects of flight essential failures, maintenance
concepts, manpower 1imits, and shift hours. -

The fielded system chosen for study is the CH-47C. This 1s a highly
complex aircraft system that will provide a highly active system for study.

When estimating aircraft resources, there are three broad areas that
may be examined: GSE, manpower, and parts availability. This paper

examines all three areas showing the independent effects of a reduction
in each parameter.

A question arises, how do you measure the effects of a percentage
reduction in a resource? There are as many answers to this question as
there are interested groups wanting such an answer. We have chosen one
main variable for examination based on the assumption that the object of
maintenance 1s to get aircraft ready for launch., If aircraft are ready
when called, then the resources supporting that aircraft are sufficient.

*Reference 1
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The CH-47C Model

. An ARMS model version of the tandem rotor, medium 1{ft CH-47C
| helicopter had been developed and validated several years ago under
! contract with The Boeing Company.* This model with only minor changes :
| became the basic vehicle used in the current study. The CH-47C con- |
| sisted of 164 elements and 11 subsystems. For each element the following !
| data was provided: _

|

{ Maintenance Actions per Operating Hour =
| i Flight Criticality i
o Mission Equipment Essentiality .
y - Probability that a Maintenance Action would be Discovered at :
p Time of Failure : ,
: Probabilities that an Undiscovered Maintenance Action would i
be Discovered at Subsequent Scheduled Inspections and i
- Mission Events .
b For Flight Critical Elements, the Consequences of a Failure _ !
‘ During Flight, Probability Distribution Including Forced !
Landing, Attrition, Abort Mission and Continue Mission :
The Probabi1ity that a Maintenance Action would Cause a Remove )
and Replace Event Rather than a Repair in Place
- Th: Mg?n Time, Using the Exponential Distribution, to Repair
1 n Place '
Administrative Time Delay (RIP)
, Ground Support Equipment Required (RIP)
| Military Occupation Speciality (MOS)- Code of Each Type of Mechanic .
N Required and Number of Each Required (RIP)
2 The Probability that this Maintenance Action would Require a
‘- Functional Test F1ight (RIP)
i For Remove and Replace (R/R) Maintenance Actions, the Supply Delay
3 Time to Obtain and Prepare the Replacement Part
Administrative Delay Time for such Things as Processing Paper
Work, Scheduling the Maintenance Action, etc.
. Ground Support Equipment and Maintenance Facilities Required for
: the R/R Action
h The MOS Codes Required to Perform the R/R Action ,
- The Probability a Spare Component would be in Stock when Requested
- (this parameter was used in the study)
g The Restock Time, Delay to Obtain a Part on Order (3 days was used
in this study) - o
Probability that this R/R Action would Result in the Requirement
for a Maintenance Check Flight
There were 16 Elements with Scheduled Time Between Removal (TBO)
which varied from 2400 hours to 300 hours

! ; *Refercnce 2
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There were 8 scheduled maintenance events modeled in the study:

Daily Inspection, every 24 Hours if the Aircraft had Flown
and in 72 Hours if the Aircraft had not Flown on the
Previous 3 Days (not accomplished if the aircraft was
down for maintenance or lack of spare parts) i

12.5 Hour Spectrographic 0i1 Analysis Sample S

25 Hour Preventative Maintenance Intermediate Inspeetion

25 Hour Spectrographic 011 Analysis Sample

100 Hour Preventative Maintenance Periodic (PMP) Inspection

90 Day Fire Extinguishing System Inspection

6 Month Pitot/Static System Inspection

12 Month Engine Fire Extinguisher Inspection

There were 2-maintenance shifts at organizational level:

Shift 1 Start at G600 Stop at 1400
Shift 11 Start at 1400 Stop at 2200

Manpower quantity was a parameter in the study. The "Super Crew
Chief" concept, 1.2., a mechanic trained in all maintenance disciplines.
This concept was nacessary to parameterize the manpower function in the
study. It could e thought of as the same as supporting a very large
number of vehiclns which, because of the size of the fleet, require a
large number of each type nf mechanic. The number of mechanics used in
the base case was 40 and this number was gradually reduced in subsequent
runs as discussed in the portion of the paper that describes the experiment.
Ground Support Equipment, another parameter used in the study, was also
generalized for the same reasons as applied to the manpower. In the base

case, 15 nieces of GSE were provided and this number, also, was subsequently
reduced during the experiment.

The third parameter used in the study was the probability of spare
parts being available when required for remove-and-replace actions. 100%
availability was used in the base case and the percentage was reduced in
subsequent runs of the model. Another variable that impacts the sensitivity
of parts availability is the period of time chosen for the delivery of
unavailable parts once they have been ordered. A time period of 72 hours
was chosen as a constant (no distribution function) for the resupply time
when parts probabilities were less than 100% in the experimental model runs.
Any user of the data reported in this paper must recognize that the assump-
tion of a 72 hour supply time has a significant impact on the sensitivity of
the results relative to the spares parameter. For example, a resupply time
approaching zero hours with a 50% probability of spares availability would
have the effect of providing almost 100% spares within a few minutes of the
time they were requested. The mission ct. x €or the CH-47C helicopter is
called the resupply mission in which the .clicopter is carrying external
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loads of munitions to a forward gun site. The following segments and
¥ elapsed times were used:

Y| Ground preflight and engine start and taxi 30 Min
. | ' Flight 90 Min
i Post flight, taxi and park 30 Min

% . Refuel 30 Min

K| : In simulation modeling in general and especially when an attempt is
! : being made to quantify the optimum quantity of logistic support resources
! : necessary to obtain a desired effectiveness, it is essential that the

number of aircraft requested significantly exceed the maximum capability

2 : of the system; in simulation parlance this is called "Loading the System."

¥ The following mission schedule was requested, 7 days a week, for 4 weeks:

Take-0ff Time Max Number of Aircraft

0700
0830
1000
1130
1300
1430
_ 1600
§ 1730
4 1900

|
(
The Max/Min numbers are to be interpreted as Max = the desired number !

=
ey
-

o
ISP P Y I NS S P | I

of aircraft per mission and Min = the minimum number of aircraft that will
be permitted to fly the mission. From this data, 1008 launches are
scheduled per a 28 day month to fly 252 missions. In the base case, 753
aircraft launches were accomplished and all of the 252 scheduled missions
were flown with at least one aircraft on the mission. 74.7% of the i
scheduled launches were met.

*In simulation modeling it is necessary to provide a simulated period
of stabilization running prior to the start of the data collection period.
The stabilization period is sized to assure that those functions and inter- i
actions which occur during the simulation become stabilized before final : ]
statistics are collected. That is, ?eopIe are working and being demanded,
parts are being. used and ordered, delays are occurring for lack of resources,
‘ e€tc. To speed the stabilization, an initial quantity of flight hours is j
i distributed across the aircraft fleet and time scheduled removal components. i
: A11 runs consist of a 2 week stabilization period, : ‘

*Reference 3




'
i
5
!
4
;
i

Remembering that the ARMS model is stochastic and that probability
distributions are widely used in the internal decision process, it is to
be understood that any one replication regresents only one realization
in a distribution of possible outcomes., Therefore, for statistical
validity as well as for parameter smoothing, replications of the runs at
each data point using different random number streams are required. The
number of replications required to achieve statistical confidence will
vary with the scheduled activity within the simulated scenario and also
with the length of the simulation period. For the data used in this
report, 10 replications were made at each data point and a 28 day simulation

erfod was used. A mathematical average was made of the replicated values.
rom this data, trend lines were computed for each test parameter using a
second degree polynomial regression program. Another parameter that could
have been used in this study would be the number of aircraft in the fleet.
For this study the number of CH-47C aircraft remained constant at 16.

Having achieved our baseline point, we began runnin? the cases to
show the effects of varying the support resources. Holding GSE and Parts
Availability constant, we made simulation runs decreasing Manpower by 10%,
20%, 30%, and 40% .from the baseline point. The aircraft launched showed an
immediate impact with a 10% decrease in manpower causing a .5% decrease 1in
our parameter. As the Manpower decreased, its effects rapidly increased
until the 30%-40% decrease caused a jump from 8% less aircraft launched to
18% less aircraft launched. This indicates that any further decrease in
available Manpower would severely 1imit the capability of the CH-47C to
perform its missions.

The Ground Support Equipment simulation cases were handled the same
way. While holding Manpower and Parts Availability constant, the GSE was
reduced 10%, 20%, ... 70%. The graph of the results was generally the
same, however, GSE had a more gradual inftial impact than Manpower showed.
GSE did not have an accelerating effect until 1t had been decreased approxi-
mately 50% of its initial strength,

Parts Availability was decreased 90%, 80%, ... 50% while Manpower and
GSE were held constant. However, the effects of Parts Availability did not
follow the same general slope as Manpower and GSE. Its shape is more a
straight 1ine than curved. The effects of Parts Availability apparently
are linear, at least through a large reduction in the Parts Availability.

.This may be due to the large number of variables involved in this area, such

as inventory restock delay time (3 days for this paper) or probability of
remove and replace.

After viewing the results curves from our experiment, the analyst can
give answers to the question of how a reduction in support resources can
affect his particular system. However, the analyst must realize that in
any given situation, he must do more than was done in this paper. We did
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our experiment with certain simq]ifying assumptions and certain variables

as constants. The analyst should review these and see if they are adequate
for his particular situation. If they are not, he should change them so

they are applicable. He must also take into consideration what the decision
maker wants. For instance if it is how to reduce the cost of resources

while causing the least impact on the system, the analyst must calculate the -

_total cost involved in reducing resources. For instance, he may be able to

reduce a high cost resource th\* has a large impact on his system and compen-

'sate for the decrease with an increase of another resource and still save the

necessary dollars as onposed to Just reducing the resource with the least

impact on his system, hoping he will get the necessary cost saving, which may

not happen. Also, the analyst may find that for reasons beyond his control,
ge maz nog be able to reduce the resources that his analysis tells him should
e reduced.

A11 the above situations are just reasons why the question of "resources
impacting availability" is not an easy one. However, in answering these
questions, the analyst does have a tool that will help him do his job, that
is the ARMS model. If used correctly, it can be a2 great help.
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USE OF LOGNORMAL CONFIDENCE BOUNDS ON RELIABLE LIFE
WHEN THE TRUE L1FE DISTRIBUTION 1S NOT LOGNORMAL

Eugene E. Coppola
Benet Weapons Laboratory
Watervliet Arsenal
Watervliet, NY 12189

1. Reliable Life and Its Lower Confidence Bound

Reliable life is that time S during which a specified proportion R of

a population of devices will ogerate continuously without failure., The

roportion R i3 called the reliability. Reliable life is especially
gmportlnt for devices which can fail catastrophicly; that is, failure of
the device can result in the destruction of the device and possibly surround-
ing equipment and also possible injury or death to operating personnel.
Cannon components such as tubes and breeches fall into this category. For
such catastrophicly-failing devices, it is important that the device be
operated only during the time for which the probability of successful
operation (R) is high. For cannon components, R is generally specified to
be 0.999., The relisble life for cannon components is also known as safe
life, and we will use the two terms interchangeably,

For a new device, reliable 1ife is not known and must be estimated from
test data, For cannon components a confidence requirement is added, That
is, it must be shown with a specified confidence level C that the actual
reliable life exceeds a given value, For cannon components, C is generally
specified as 0.9. In practise, because of the confidence requirement, point
estimates of safe life are not used; instead a lower confidence bound on
safe 1ife at level C is used. The lower confidence bound will be called
lower confidenced safe life (LCSL). :

For cannon components, catastrophic fallures are caused by fatigue
cracks, Consequently, safe life is important only for fatigue failures.
There are other ways that cannon components can fail (e.g., excessive wear
in tubes) but these are fail-safe types of failure and hence are ignored in
safe 1ife determination., Fatigue testing, even with the laboratory simu-
lation techniques employed today, is very expensive and time consuming.
This greatly limits the arount of data that can be collected for any one
type of device. The generally accepted method today is to test six spec-
imens to failure and to base safe life calculations on these.

Becsuse data is limited mand the specified reliability is so high,
non-parametric and distribution-free methods do not give good results.
Consequently, it is necessary to assuwne that the failure times follow a
distribution of known mathematical form. The lognormal and Weibull distri-
butions are cormonly used for this purpose, although there has ncver been
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cnough data from any one particular device to make a detcrmination of the
true failure distribution. There are some theoretical justifications behind
both the lognormal and Weibull distributions, but we shall not consider them
here, ’

2. Fracture Mechanics Model of Gun Tube Fatigue

Using Paris' equation for rate of crack growth and experimental results,
Throop and others at Watervliet Arsenal have developed a deterministic model

of fatigue crack growth in gun tubes [3,7]. After some manipulation of

, Throop's cquations [5], the following equation relating crack depth b to
, l : nunber of cycles N results:

B | . 1 k -k '
: where: b, = the initial crack depth, assumed to be present after a few
& rounds of firing
3 2k+1
. .3 ' G - 9_(9‘_51.'1).
3 anKIC

k = & parameter dependent on materisl properties and stress
i intensity

§ = wmaximum hoop stress at the bore

i @ = & parapeter depending on crack shape and on the residual
! stresses introduced by the autofrettage process

E = Young's modulus
! g, ‘= yield strength
Kic = fracture toughness for a crack in a tangential stress field

C = a parameter varying with k to maintain dimensional homogeneity
and possibly depending on material properties

From equation 1, one can calculate the number of cycles N required for
the crack to reach a critical depth at which fatigue failure occurs, provided
one knows the relevant material properties. The material properties, how-
ever, vary from tube to tube, that is, they are random.

g . 3. Computer Simulation of Fatigue Failure

Using Throop's nodel, Racicot [5] performad Monte-Carle simulations to ! .
generate a large number of pseudo-fatigue lives that could then be analyzed g i
statistically, However, there is not sufficient data at this tine to deter- ; ‘
ine the distributions of the material properties (bg, X, S, a, E, oy, X, !
and C) that arpear in Throcp's nmodel., Facicot therefore assurzed that cach
of the raterisl projerties had the same type of distribution and that this §
type of distribution was either normal, legnoiral or Weibull., The parancters . ]
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of the assumcd materiai-propertics distributions were cstimated from cxper- '

'ji v imental data. The present author [2] has extended Racicot's results by
. | s considering more general cases, For cach run of the author's simulation

. program, the program was instructed to pick at random a distribution type
for each of the material properties. The parameters of the material-prop-
erty distributions were then estimated from experimental data, This method
would hopefully allow some independence from unwarranted assumptions. The
present author has also considered cases where the material properties are
correlated; Racirot assumed that most of the material properties were
statistically independent. In this manner, we obtained several sets of
simulated fatigue data, cach of which could be examined statistically,

. One question of great interest was whether the simulated data could be
1 . described by various parametric distribution families. This problem was

! : approached in the standard way. For each parametric family, the paraueters .
- - were estimated from the simulated data to obtain an approximating distri- :
bution. The approximating distribution could then be compared to the .
simulated data by goodness-of-fit statistics. We used three goodness-of- ;
fit statistics: Kolmogov-Smirnov (KS), Cramer-von Mises (CVM) and Anderson- ;
Darling (AD). (See reference 6 for definitions and uses of these.) ‘

As an example of the sort of results obtained, Figure 1 shows the
frequency histogram for the data of Run #1, consisting of 10,000 simulated
| . fatigue lives, Figure 2 shows the empirical cumulative distribution

; ‘function (cdf) of the simulated data, along with the approximating distri- ]

g butions from several parametric distribution families. None of them really !

gives a good fit, In Table 1 we show the goodness-of-fit statistics

. calculated for several distribution fumilies. The lognormal distribution . 9

\ gives the best fit (the smaller the goodness-of-fit statistic, the better :

the fit). The Birnbaum-Saunders runs a close second. Weibull and exponential .
distributions do not fit nearly as well, ;

These results were typical for the simulated data; the lognormal or the }
. ' Bimbaum-Saunders gave the best fit. They were quite close together and ;
. generally did much better than the other distributions. In his studies, :
Racicot concluded that the lognormal gave the best fit (he did not consider '
the Birnbaum-Saunders) and recommended that the lognormal distribution be
used in the future for fatigue 1ife studies. The only problem is that the
present author has shown that although the lognormal distribution usually :
does give better fits, the fit is not totally acceptable. In fact, the )
goodness-of-fit statistics in most cases were significantly too large, thus i
lecading to a rejection of lognormality., It then becomes important to know :
R ; how well procedures derived from the assumption of lognormality work even
; ‘ though the fatigue life distribution is probably not lognormal,

X : 4. Birnbaui-Saunders vs. Lognormal

BEcfore we consider the adequacy of the lognorral, we should explain why
we are not performing a similar analysis for the Birnbaum-Saunders distri-
bution, even though the Birntauwn-Ssunders and the loynormal fit about
cqually w21l fcteally, the closcness of the Firnt=sus-faunders nnd the
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lognormal was anticipated on theoretical grounds, The cdf of the Birnbaum-
Saunders distribution is given by:

Lo Xyl 1 (xy-k
Fy(x;0,B) = 0[“ (3) G (B) ] x>0

P} 0 . x__<_0
x 2 :
1 _-y’/2
where ¢(x) = —
ere 800 = [ = e Pay

is the standard normal cdf. a and B are positive unknown parameters.

The lognormal cdf is given by:
!‘. X xr > 0.
Q[J ln('e-)]

Fz(xgo,e) =
0 . x<0

where 0 and 0 are positive unknown paramecters.

Now suppose that X is a random vafiable with cdf Fl(-;a,ﬁ). Let ¥ =

(x/8)1/8, The cdf of Y is easily seen to be:

a7 _ ,-0/2
G(y;a,B) = @(Z———(!—L—-) fory> 0
and 0 for y £ 0. Now let a approach 0. For any y > 0,

lim Zf/z - Z-a/% = 1ny

a+0
o

Consequently, for all y,

lim G(y;a,B) = ¢(ln y) ,
a+0

which is the standard lognormal distribution,

The above suggests that for small a, the Birnbaum-Saunders distribution
Fy(x;a,B) can be approximated by the lognormal distribution Fp(x;a,B). The
cpposite is also true: For small g, the lognormal F,(x;0,0) can be approx-
imated by the Bimbaur-Saunders Fy(x;0,8). The difference Fj(x;a,l) -
| Fy(x;a,1) is shown in Figures 3 and 4. The approxiiation is quite good
i for small a. In fact, data from gun tube fatigue tests supgests that a

|
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will usually be small (less than 0,3), We also observed small a for the
simulation data, In practice, therefore, the Birnbaum-Saunders and the
lognormal will be so close as to be nearly interchangeable, However, the
lognormal is much casier to deal with in practice, So we have chosen to

ignore the Birnbaum-Saunders even though it fits about as well as the
lognormal,

5, Methods of Confidencing Safe Life

In the past, there have been 3 main schemes for calculating LCSL
uscd at Watervliet Arscnal, The first assumes the underlying failure
distribution is lognormal; the other two assume that the underlying
distribution is Weibull, In the following we assume that Xy .+ 0p XN BTE
identically distributed, independent fatigue lives obtained from testing,

Method I: Lognormal MLE Method

This method is based on the maximum likelihood estimatcs (MLE's) of

the lognormal distribution, (Sce Ref. 4, p. 264-268 for a fuller
exposition of this method.) Let:

- 1 N
yY*N ] In Xy
ial

N -
82 s 1§ (Inx -y)?
-1 4a1
The LCSL §; is given by:

-~

Sy = exp(¥ - Ky(R,C)D)
where Ky(R,C) is a tolerance factor dependent on R,C and N.

Method II: Weibull BLIE Method

This method is based on the Besdt Linear Invariant Estimators (BLIE's)
of the extremc-value distribution,

life distribution is assumed to be 2-parameter Weibull. The cxtreme-value
distribution enters the picture because the logarithm of a random variable
with a 2-parvameter Weibull distribution has an extreme-value distribution.
(See Mann, Schafer, and Singpurwalla [4] for a fuller cxposition of this
method.) One calculates two nunbers fi and £ which are the BLIE's of
extreme value location and scale and are basically just weighted sums of

the logarithms of the failure times, the weights depending on sample size
N. The LCSL is given by:

SII L exp(ﬁ - LN(RJC)E)
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where Ly(R,C) is a tolerance factor (not the same as the tolerance factor
in Mcthod I) depending on R,C and N,

While Mothod I and Method II are superficially similar, it has been
found in practice that Method II will generally give a much smalloer LCSL
than Method I._ The_suthor conjectures that some general law is at work
t:at requires Sy > Syy with high probability but he has not been able to
show this,

The third method involves a Baycsian scheme devised by Clarke [1].
This method involves much laborious computation and we will not consider
it here. Most ofton, thig Baycsian method gives an LCSL intermediate
in value between Syy and Sy, :

6. Adequacy of Methods of Confidencing Safa Life

Because of the random method of selection of material-property distri-
bution, each run of tha simulation program effectively establisthes a
possible fatigus life population from which we can select random samples,
Each population has its owvn true safe 1ife, which can be estimated fairly
well, We can then perform simulation studies for each popuiation to
determine how well the methods given above for constructing LCSL actually
work.

The most important property of a lower confidence bound is that it
underestimates the true quantity with a given probability C, the con-
fidence level, Both Methods T and II are derived from assumptions on

_~'the underlying failure distribution, Let us call the '"nominal confidence

level" the confidence level C one would have if the appropriate assumptions
were true, and the "actual confidence level" the probability Cp that the

~ method in question produces on LCSL less than the true safe life, If the

assumption from which the method is derived is true, then Cy = C, As
mentioned above, the assumption of an underlying lognormal or Weibull
distribution is probably not true. So we will probably have Cp # C. 1If
Ca > C, the method gives conservative bounds, that is, we are actually
underestimating more often than we think we are. Because we are dealing
with devices that can fail catastrophicly, a conservative method is more
to be desired than a non-conservative one,

The lognormal MLE and Weibull BLIE methods (I and II) give conservative
bounds for all runs. The actual confidence levels Cp were estimated from
1000 simulated replicates of samples for various R and N and for nominal
confidence C = 0.9, Some results are shown in Figures 5 through 8, The
estimated true confidence levels are of course random variables, which
accounts for the jaggedness of the curves in these figures. However,
the main point here is not so much to determine the true confidence level
but to determine if Co > C. For all of our Cp's, except for a fow in Run
#2 with R = 0.9, we do indeed have Cp > C with a 90% confidence. We can
therefore conclude that the lognormal MLE and Weibull BLIE methods do give
conservative confidence bounds.

AT A LA st e v T

5t 4 e ST s AL e et b e s




An additional interesting fact emerges from these graphs. It appears
that while both methods ars conservative, the Weibull BLIE method is more
: conservative (that is, it gives a larger Cp) than the lognormal MLE method.
! 3 This would suggest that the lognormal MLE method is to be preferred to the
' Weibull BLIE method.

z 7. Conclusions : _ :

: The lognormal distribution, while generally yielding better fits te

¢ ‘the simulated fatigue data than the other distributions considered, is

: probably not the exact fatigue life distribution, Methods derived from
the lognormal are gencrally conservative and can be used. However, the
lognormal may be overly conservative for large reliabilities and better
methods probably exist, Methods derived from the Weibull distribution are
extremely conservative for large reliabilities and should be avoided.
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pDistritution

"__;!xns_“w__mLes9£ien"_§haﬂnm,_§9alsuwu§§Lh-

Normal 11737
Lognormai -

Ext}cmq-vdiue 12894

Weibull . -
Fxponecntial
1-paraneter -
Exponential
2-paraneter 5630
Doudble-

Equncntial 10581
Inverse-

Weibull - -
Birnbaua-

Saunders -

Tabls 1

Coodness-of -Fit Résults

R 21

Paraieters

4.594

5.393

$.893

0.2178

2570

11463
" 2004
- 12642

11738

" 6108

2004

10393

11466,

Condness-of-Fit Statistics
CvmMex10%)____AD

n.072 .

0.051
0.13

0.10

0.47

0.30

0.063
0.087

0.052
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16.6
9.5

61.9.

38,7
594.7
287.3

16.5

28.0

9.6

10‘6
6.2
18.9

29.5

292.5

149.9
10.8
20.2
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DOUBLE TESTING IN BINOMIAL DATA

G. R. Andersen
Battlefield Systems Integration, HQ DARCOM
Alexandria, Virginia 22333

ABSTRACT :
Suppose that a sample Wys Wou o 0 oa Wy of size N is drawn at random
from some infinite population. Each element of this sample {s to be

classified as defective or non-defective according to one or more tests.

To be specific, denote by To a (preliminary) test which, although it
classifies each element of the sample as defective or non-defective it may
do so incorrectly. Denote by 'l'.| a {primary) test which also classified
members of the sample, but does so without error. To is often called

a fallible test, while T.l is called an infallible test. This paper

discusses some aspects of the problem of estimating the probability p,
that an element of the population is non-defective, on the basis of the

sample Wis o o os Wy when all the members of this sample are subjected

to the T° -test, but only a subsample of size n (n < N) is tested accordiny
to T1. This problem has been referred to in the literature (e.g., Tenenbein.(1))
as "estimating from Binomial data with misclassifications."
For convenience, we will identify the symbols Ty and Ty, representing
the tests, with numerical valued functions which assign the value o to a
defective and the value 1 to a non-defective samp1q item. .
This paper will only be concerned with those tests To which are necessary |
for T,, in the sense that To(w1) = 0 implies with probability one that i

(1) Tenenbein, A., “A Double Sampling Scheme for Estimating from Binomial
Data with Misclassifications", Journal of the Amer. Statist. Assoc.,
Sept 1970, Vol. 65
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T](wi) = 0. That is, passing the T, test is a necessary condition for

passing the T] test., Examples of such tests are numerous; they are sometimes
thought of as screening tests., In the field of reliability, think of
attempting to judge the reliability of items in a stockpile by applying

a cheap (nondestructive) test to a large sample followed by an expensive

test applied to some of the items which pass the first test.

The difference then between this probiem and the one studied in the
Tenenbein paper 1s that here the size of the second sample, the subsample,
is random. This is because here the subsample is drawn from those members
of the original sample which pass the To -test; whereas, in Tenenbein's
paper the size of the subsample does not depend on the number of members
in the initial sample which pass the fallible test.

Of course, 1f every sample member that passed a (necessary) T, -test

was subjected to the T] -test, then the appropriate p would be the classical
estimate. In the application that prompted this study both the fallible

To -test and the infallible T] ~-test were costly. Tharefore, long before
the test was run, the initial sample size N for the To -test and a nonrandom
subsample size, v, for the T, -test had to be specified. Hence, the
classical estimate of p would result only 1f, by chance, SN. the number
of To -successes, did not exceed v. However, the size of the subsample,
in general, could only be stated to be n = minimum (SN. v). Therefore,
the need arose te find a way of judging which values of N and v to choose.
As usual certain "precision-in-estimation" statements were required, so
the question was, first of all, what is the best estimator of p in this
setup and, secondly, what should N and v be in order to guarantee that a
certain level of precision will be achieved in estimaiion, subject to

constraints on the costs of testing.
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J. SUMMARY OF RESULTS: A precise statement of the problem considerad

here is given in Section Z*and the maximum 1ikelihood estimation, 6Nv’
of p together with some exact distributior results are given in Section 3.
The relationship between the results of this note and those in A. Tenenbein's
paper (1) is explained in Section 3, Remark 3.4, where the exact and
asymptotic variance of BNv is presented. (The exact variance is not
obtained in the problem considered in (1) ). Basically, in the context
of Tenenbein's work, this amounts to showing how much the asymptotic
variance of an 15 reduced when the preliminary To is necessary for T1
(and so can misclassify in only one direction as opposed to both directions
as in (1) ); this reduction in the variance of BNv cannot be obtained from
Tenenbein. The asymptotic properties of the estimator and an associated
statistic are derived in Section 4, Both random and nonrandomly standardized
forms of the central 1imit theorem are given for BNv and the statistic
giving the exact number of successes in the second sample of size min (SN. v).
Approximate confidence intervals for p are derived in Section 5.
Realizations of these confidence intervals have different functional forms
depending on whether the observed number, SN. of To successes 1s greater
than, or less than, or equal to, v.
In Section 6, the required modification to A. Tenenbein's (1) resuits
on sample size determination based on cost and precision are given for

necessary tests.

*This article and the others noted below will appear in a paper which is
being prepared for printing in a national journal.
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ANALYSIS OF CENSORED SURVIVAL DATA1

. 5

Norman Breslow

- R (0]
B s ks ke I TeETEE

University of Washington
Seattle, WA. 98195

ABSTRACT

Recent developments in the methodology of censored survival }/

data are briefly reviewed. These include estimation of the survival
i : curve, non-;rrametric tests for the comparisou of r survival curves,
tests for tfend, and the regression analysis of survival data. A 3

final section provides some additional references to the recent

literature.

I. INTRODUCTION

Censored survival data arise in a wide variety of statistical
investigations, In clinical trials one measures duration of re-
sponse from start of treatment until relapse or death due to dis-
ease., Obgservations on response time are censored for those subjects
; still in remission at the study's end, as they are for patients
E : lost-to-follow up during the course of the study. Animal carcino- f
Ii - genesis studies, such as used by the Food and Drug Administration
zi ; to determine the safety of food additives, provide another example

of censored survival data. Here the endpoint iy the age at diagnosis 1

f 1., Papé;-brepared for the 23rd Conference on Dasign of Experiments in
é army research, development and testing held at the Naval Postgraduate
& School in Monterrey October, 1977.




of a particular kind of cancer, while censorship occurs because of
death due to other causes including sacrifice, In tests of the re-
liability of missile components, failure timas are measured from the
start of testing until failurs of the component, with censorship im=
posed by the failure of other components or the necessity of analyz~
ing the data befcrs all items have failed. While all of thess types
of data occur.widely in practice, the presentation below emphasizes
tha clinical trial since that is the area of application with which -
the author is most familiar.

Figure 1 illustrates the results for the control group in a
clinical trial reported by Heyn et al (1974). Thig trial was de-
signed to investigate the effacts of combined chemotherapy as an
adjunct to surgery and radiation in the treatment of childhood
rhabdomyosarcoma. The endpoint for analysis was the re-appearance
of tumor, whether at the site of original treatment or through dis-
tant metastasis, so that children who remainad disease-free at the
time the data were analyzed had censorad cbservations. In addition
to the control arm IA, there were two groups of children who received
the drugs actinomycin~D (ACT-D) and vincristine (VCR): grodp IB were
concurrently randomized with the controls, both these groups having
apparently had their tumors complot(ly resected; while IIA consisted
of patients with microscopic residual disease at the margin of surgi-
cal resection. |

Interim data from all three arms are presented in Table 1. Note

that the censored observations for arm IA, those in the columm

ettt i al Tl
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labelled "disease-free", are smaller in the table than they are in
the figure. This is because the figure was drawn from data computed
at a later point in time, when additional foll:w up was avallable
for most patients who had not already died.

Analysis of censored survival data such ss presented in Table 1
has several goals. First one wants an estimate of the survival curve,
the probability of surviving t units of time, for each of the compari-
son groups. Statistical tests are required next to determine whether
the observed differences between the curves are real or are simply
chance efiects., If real, a method of quantifying the nature of the
differences is desirable, Finally there may be available concomitant
observationa, including continuous measurements such as age at diag-

nosis, whose joint effects on survival are important to determine,

2.,  ESTIMATION OF SURVIVAL CURVES

‘The first staop in the analysis of censored survival data is to
form a series of 2 x r contingency tables as shown in Table 2. One

table 18 formed for each of the K distinct times 0 = t0<t1<t2'°'<cK

at which deaths (or fallure, relapses, etc,) occur. The column

totals n vefer to the total number of subjects in the ith group

who remain "at risk", i.e., alive and under observation, just prior
to time tk. The tabular entries dik and 8 denote the numbers of
these who die at tk' and survive tk' respectively. Table 3 ilius-

trates the calculation of the first three such tables for the data

in Table 1. Here r = 3 and tl -2, t2 « 3 and t3 = 9 months. Note

PRr
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that the tables for increasing t, refer to a constantly diminishing

k
population "at risk" as additional subjects die or are withdrawn
(censored) from further observation.

Kaplan and Meier (1958) derived the maximum likelihood non-
paramatric estimate of the survival curve based on censored data.
This may be calculated recursively from the entries in the 2 x r
contingency tfblcl shown in Table 2. Starting frop ﬁ(to) = 1, and
suppreesing the group index i, the recursion formuls is

Be,) = By, CH W
for k = 1,2,...,K. 1In other words, the probubility of surviving

past t, is estimated as the probability of surviving past t times

k=1
the conditional probability of surviving past tk given survival to

t The curves remain flat between failure times., Becauss of the

K
multiplicative structure (1), Kaplan and Meler refer to their esti-
mate as the product limit (PL) estimate. 1In case there is no cen-
sorship in the data, this reduces to the familiar empirical
distribution function.

Table 4 shows the calculation of the relapse-free survival
curve from the interim data in Table 1 for treatment group lA, The
corresponding curves calculated from final study data for all three
treatment éurves are shown in Figure 2. Numbers abdvn aach curve at
annual intervals in this figure refer to numbers of patients still

at risk in each group. These are an important means of judging the

stability of the estimates. Such estimates can in fact be quite
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unstable in ths tail of the survival distribution where few subjects
remain at risk.

A wore formal mathod of judging the stability of the PL estimate
is to calculate its varianca. Kaplan and Meier provided a variance
formula for their estimate, which may also be expressed recursively.

Starting from G{r(to)} = 0 this is defined by

2
a

V{P(tk>} - V{P(tk_l)}(—%i + {P(tk)}z(dk_ ). (2)
n e

Breslow and Crowley (1974) show that in large samples P(t) is approxi-
mately normally distributed with mean equal to the true survival func-
tion P(t) and a variance which may be estimated from (2). Note that
neither ﬁ(t) nor G{P(t)} will change after the last uncensored re-
sponse time in each group, even though additional subjacts continus

to be withdrawn from observation. In this region the estimated vgri-’
ance often does not accurstely reflect the variability in ﬁhc esti~
mated survival, which will be substantial unless larges numbers remain

on study,

3. COMPARISON OF SURVIVAL CURVES: THE LOG RANK TEST

A very simple but powerful non-parametric test for the
comparison of r survival curves with censored data maﬁ also be cal-
culated from the series of 2 x r contingency tables shown in Table 2.
This test exploits the fact that, under the null hypothesis of no
difference in the underlying survival distributions and conditional

upon fixed values for the marginul totals in the 2 x r table, the

349




vector gk - (dlk.....drk)‘ of observed deaths at the e has an _ ; -
r-dimensional hypergeometric distribution, Consequently the null ex-
pectation of the number of deaths in group i at t, is i
Dy
1 5 eqy = Eldy) = oy )

i.e. the number at risk in the ith group times the death rate for all

r groups combined. An illustration of this calculation is given in

Table 3 for the interim study data. The covariance matrix V, of gk i 4

has, under the null hypothesis, an (1,j) component equal to .
i | ( B NP Sye 1. g
; 2
|
¥l = 3
PPk L9

L Ne®_y)

The main idea behind the test is to sum up the statistics

calculated from each of the K 2 x r tables intn a vector
| 0= L dy

of observed numbers of deaths in each group, a vactor

5 | £ A

, of expected numbers of deaths, and & summary covariance matrix

\; R

i
| -
!| ; Y zkk‘ !
i i

Since the K 2 x r tables refer to overlapping sets of subjects

they are not, strictly speaking, statistically independent.
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Neverthelass Cox (1975) has shown that the conditional distributioas
for the observation vectors gk nay be formally regarded as independ-
ent, so that V is an appropriate covariance matrix for g-g. v is a
singular covariance matrix of dimecnsion r-1l, This corresponds to
the fact that 201 - ZEi is the total number of deaths observed in
all r groups. However by defining g* and E¥ to be the first r-1
components of 0 and E, and by Y* the (r-1) x (r-1) upper left handl

corner of Y. a test statistic for testing equality of the r survival

curvas is obtained as
T, = (O"-E*) “Y-1(0*-E).

This is distributed as chi-square on r-1 degrees of freedom under
the null hypothesis.

The test 'I‘l wag first proposed for survival data by Mantel
(1966). Cox (1972) later derzved it from likelihood theory undar
the proportional hazards (PH) model, in which the instantaneous
death rates in the r groups are in constant ratio throughout the
follow up period. (This model is discussed further below). Peto
and Peto (1972), considering only the case r = 2, argued that it
was anagymptotically efficient test under Cox's model and dubbed
it the "log rank" test.

A conservative approximation to Tl which requires no matrix
inversion 18 given by the familiar chi-square formula

: 2
T, = ) (0,-E))°/E,.
27 g

While Tszl. in fact the two will be quite close provided that




there are few ties among the uncensored survival times (i,a. most
of the Dk in Table 2 are unity) and that the patterns of censorship
operating in the r groups are not grossly different. See Peto and
Pike (1973) and Crowley and Breslow (1975) for discussion of this
approximation.

~Table 5 illustrates the manner of presentation of the summary
and tast statiatics for the interim study data. Note thea calcula-
tion of the ratio O/E of observed to expected numbers of deaths in
sach trca:monf group, These are very useful as measures of traat-

ment effect since their ratios, e.g. 01/E1 + 02/E2, astimate the

relative death rates in the respective treatment groups (Breslow,

1975).

4. ALTERNATE WEIGHTING SCHEMES: THE GEHAN/BRESLOW TEST

The summary statistics 0-E weight the observed differences

dk-.k in each table in a nanner which is appropriate to the PH model
already mentioned, However this is not the only possible weighting
scheme. Multiplying the observed differences before summing by “k'
the total number of subjects in the kch table, gives more weight to
the earliay times tk when larger numbers are at risk. This leads

to the scores’

K
LA RO W P

k=1 |
|
covariance matrix X
{4 ’
V. = )NV i
) k~k
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and test gtatistic

- Wyl i

e it

where the asterisks (*) denote the corresponding r-1 dimensional

quantities. A conservative approximation to this statistic not

requiring matrix inversion is

VPRI TPIO SRETOII: WON W SP PR IPE S D

Ez
T = wlcn
4 = 471

X 9 whera K
{N.D S n

G, = NG RE
i k§1 kkk ik k-l

The scores wi may also be obtained from a pairwise comparison

h

of the observaticns in the 1t treatment group with those in the re-

maining r-l1 groups. Each such pair is assigned the value +1 (or -1) 4

according as the true survival time for the first pair member is f

- T e i P e - T S

known to be smaller than (or larger than) that for the second wen- ;

ber. Ties or indetarminate comparisons due to censorship are as~-

R L

- : signed 0 values. Gehan (1965) suggeated the use of such scores for §
E the comparison of two samples (rm2), nnting that the resultinug test
;; ; Tb essentially reduced to the familiar Wilcoxon rank sum tast when
there was no censorship. Breslow (1970) extended this work to the
case of r>2 samples, proposing also covariance watrix Yw and the

statistic T3. This latter statistic is valid for situations where !

the patterns of censorship oparative in the r treatment groups are

_—
TS e T W W T g e T oy

unequal, a8 in animal carcinogenesis studies where there is dif- , i

ferential toxic mortality. The conservative approximation '1‘4 is \




strictly valid only where there is equality of censorship.

In prncéiee the tests T1 and T3 often yield rather similar
numerical values., However this is not always true and somes com—
ments on the proper interpretation when only one statistic is sig-
nificant are in order, Since T3 weights early valuss more heavily,
it may achieve significance when there is an early separation be-
tween the survival curves which later come together or even cross
over., Tl gives ﬁoro weight to the latter part of the curves, and
would detect differances in the curves which only appeared later
on. Such behavior often indicates an interaction between treatment
and time on the instantaneous death rates, which is worthy of

investigation in its own right,

5. TESTING FOR TREND

In many situations the r treatment groups will correspond to
r different levels or dosages of some quantitative variable x, say
xl<x2<---<xr. In such caseg the global chi-square tests Tl and T3
are notoriously lacking in powar. One would prefer instead a sin-
gle degree of freedom test for trend in survival with increasing
dose.

Fortunately, such tests for trend are readily calculated from
the summary statistics already at hand., In the case of the 0 and E

analysis, one uses {x,(o_z)}z
'rs-—-——-—' —

x"Vx




as a single degree of freedom chi-square for a linear trend of 0-E

with x, and

T6 - T1 - T5

as a chi-square on r-2 degrees of freedom for deviations from
linearity (Tarona, 1975).

Similarly, when using tha W scores,

(x°W}2
T, = —
7 xyx 4

provides a test for linear trend of these scores with x and

T8 - T3 - T7

a test for deviations from linearity.

i

6. ADJUSTMENT BY STRAIIF1CATION 1

When it is thought that the r comparison groups may differ ?

with respect to factors which influence survival, an adjusted or i

stratified analysis which correcta for the confounding effects of :

such va?iublea is in order. Such an analysis is carried out very
simply, as follows.

First, divide the population into strata which are more or

less homogeneous internally with respect to the confounding variable

or variables. 0f course there is a limitation on the number of
confounders which may be simultaneously accommodated in this fashion

since if strata become toc large in number, and smell in size, a

PP S

large loss of comparative information may result.
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Next, perform separate survival analyses within each stratum,
This means calculation of the survival curves and aspecially the
- summary statistics 0, E, V, W and Yw defined earlier. These summary

statistics are then cumulated by simple addition over strata.

Finally, calculate the adjusted test statistics Tl, Tz, Ts,

and T6 just as before using the cumulated summary statistics 0, E

E and V in place of the stratum specific ones. Likewise calculate 13.

T&' I6 and T7 using the adjusted or cumulated W and Yw.

7. REGRESSION ANALYSIS OF SURVIVAL DATA: THE PH MODEL

If the number of confounding concomitant variables is very
b - | large, the stratified analysis approach quickly breaks down due to
large numbers of strata with just one or a few subjects in each.

Furthermore, it may be of interest to quantify the relationship be-

tween survival times and concomitant variables, sowe of which may
be cont#nuou-. This situation calls out for some kind of regression
model.

- A usual (normal theory) regression approach would specify

% that the survival times, or some transform such as their logarithm,

ware equal to a linear combination of the concomitant variables i

2

: plus some random error term. While not impossible, the generaliza-

e aenay

tion of such models for use with censored data may be quite awkward

and computationally involved. Thus considerable interast was

aroused by Cox (1972) when he proposed an alternative type of re-

gression model formulated in terms of the effect of the regression

i
|
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variables on death rates rather than times of death. Statistical
analysis under this model turmed out to be much more tractable than
for those others proposed earlier, Furthermore, it avoided any
parametric assumptions about the shape of the underlylng survival
curve.

Cox's model is defined in terms of the time t specific death
rate or hazard function k(tlg) for an individua; having a p-vector

of covariates z. 'Specifically he assumes
At]|z) = exp(B )2 (t)

where B is an unknown p- vector of parameters (regression coeffi-
cients), while Ao(t) i3 the unknown hazard or death rate function
for an individual with a standard (z=0) set of covariates. A ccn~
sequence of this model is that the ratio of hazard functions for cwo
individuals with different mets of covariates,

At[zy)

W - e)ﬂ)fé'(gl"?_z) Y,
does not depend on time, whence the title proportional hazards (PH)
model.

Several authors (Cox, 1972, 1975; Kalbfleiuch and Prentice,

1973; Breslow, 1974, 1975) have developed the likelihood analysis of
the PH model from rather distinct points of view. Providing that

there are no tie. in the uncensorad data, all derive for the 2n-

likelihood function of B the expression

U T N PO S )

g

L DA b L A b Nt ot e e B U I ARTE

e e 2 e S




K
L) = ] {8z

-in Zexp(e'g
k=1

j)}.
jeR(tks

k

where R(tk) is the risk set of subjects still alive and under
observation at tk-O; 2% is the covariate vector for the individual
who dies at tes and the outer summation is over all K true
(uncensored) times of death, In case of ties, the three approaches
yield somewhat different likelihoods; see also Efron (1977).

Taking the vector of first partial derivative of L, setting
equal to 0 and solving the resulting non-linear equations yields

a maximum likelihood estimate B for the regression coefficlents.

A covariance matrix for this estimate is obtained in the usual fa-

shion by inversion of the negative of the matrix of second partiale

of L. The integral

t
Ao(t) - Ioko(u)du

defines the cumulative hazard function for the standard covariate

set. Once é is obtained this may be estimated by

Mot = 1 (] emn(f,
£ St JeR(r))

)17,

wvhere the outer sunmation is again over true survival times tk less
than or equal to t. The corresponding estimate of the survival

function

Po(t) = exp{~Ao(t)}
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) I. l is R lo 1 :
% % P.(t) = 1 l- .
! . 0 ‘k€:1 ) exp(é'g«j) 1
i i
'ﬁ i Notice that when § = 0 this reduces to the PL estimate of Kaplan ; ;
1 : and Meler, calculated from the entire set of observations considered
A%
t
g | : as one homogeneous sample,
Y | l~

8. FURTHER READING

Much of the above material is presented in greater detail in
3 ) my review article (Breslow, 1975) on the PH model and its applica-

tions to survival data. Sone additional applications of this model

S P P T U SRy

to epidemiologic data are outlined in a forthcoming paper (Breslow,

1978). Peto, Pike, et al (1976, 1977) present a thorough discussion
| ' of the use of the model in the design and analysis of clinical

trials.

A computer program for calculating the PL estimate and all the

T T T I U

test statistics presented in sections 2-5 above is available from

Thomas, Breslow and Gart (1977).

Several authors have pointed out that the W scores defined in
a;ction 4 do not lead t¢ the most efficient generalization of { |
Wilcoxon's test to censored data. They all propose eldaﬁtially the |
same statistic as an alternate generalization. See Efron (1965),

t Peto and Peto (1972), and Prentice (1978).

A comparison of the efficiencies of the test statistics using !

’ |
i

S AN St et

f Monte Carlo techniques is made by Lee et al (197%). Efron (1977)

. » 359
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discusses the efficiency of the fn-likelihood function L for the
k! PH model from a more abstract viewpoint.
Extensions of the PH regression model for use with grouped or .

heavily tied data arerdisqusned by Cox (1972), Kalbfleisch and

Y v

Prentice (1973), Thompson (1977) and Prentice and Gloeckler (1978).
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Course of patients in Part IA, control group

The above figure, as well as the next one, wera first published in
Volume 34:2128-2141, 1974 of the journal CANCER. They appeared

in an article by Heyn, R., Holland, R., Newton, W. A., Tefft, M.,
Breslow, N., and Hartmann, J., entitled "The Role of Combined
Chemotherapy in the Treatment of Rhabdomyosarcoma in Children".

We appreciate the fact that the editor, Dr. J. E. Rhoads of CANCER
and Dr. Ruth Heyn gave their permission to reproduce Figures 1 and 2
in these Proceedings.
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FIGURE 2

A 1 | A

12 24 3 48
DURATION OF DISEASE FREE INTERVAL (Months)

The duration of the disease-free interval in patients
from Part IA (control), IB (treated), and IIA (microscopic
residual, treated). Shown above each curve at 24 and 48

months are the numbers of patients known to be discase-
frea after those time periods.
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TABLE |
INTERIM DATA FROM CCG614: MONTHS FROM START OF
TREATMENT TO RELAPSE OR LAST OBSERVATION FOR
THREE TREATMENT GROUPS

TUMOR COMPLETELY RESECTED MICROSCOPIC RESIDUAL
SURG + X-RAY SURG + X=RAY
SURG + X-RAY + ACT-D + VCR + ACT-D + VCR
IA 1B IIA
Disease- Disease~ Disease-

Relapsed Free Relapsed Free Relapsed Free
2 12 9 12 37 25
3 15 16 19 28
9 18 19 20 29
10 24 20 38
10 36 24 42
15 Lo 24 4s
16 . 45 30 47
30 3 L8
34 50
42 52

Ly

53

59

62

365




TABLE 2
FORMATION OF 2 x r CONTINGENCY TABLES COMPARING
DEATH RATES AMONG r TREATMENT GROUPS AT EACH
DISTINCT TIME OF DEATH

PATIENTS FOLLOWED TO TIME ¢t

Treatment Group

] 2 r Totals
Deaths (at tk) b dlk dop drk Dy
Survivors slk Sak 'rk Sk
" M1}
Total "at risk n“‘ L LI Nk
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i g TABLE 3 i
\ ILLUSTRATION OF 2 x r TABLES FOR '
b f CCGEI4 INTERIM STUDY DATA
| % i
|
: $ t = 2 months
3 i
{ E IA 18 1IA Total
‘ Relapsed | 0 0 l
Diseasa-Fres 14 17 1" 42
! k
¥ b
% : WAt Risk" 15 17 " 43
' Expectations: 0,349 0,395  0.256 1.000
: 1
: ‘ t = 3 months I
; : i
: IA 1B 11A Tota!
1 Relapsed ] 0 0 |
? Disease-Fre: 13 17 N n !
E -, "At Risk" 14 17 " 42 i
3 Expectations: 0.333  0.405 0.262 1.000
. t = 9 months ‘
3 : 1A 18 IIA__ - Total
: ‘ Relapsed 1 | 0 2
i
E ({ Disease-Free 12 16 11 .39
X
2 } "At Risk" 13 17 N k)
| t Expectations: 0.634 0.829 0.537 2.000




TABLE 4
ESTIMATION OF SURVIVAL CURVE FOR GROUP IA
BY METHOD OF KAPLAN AND MEIER (1958)

Number

2 15
3 14
9 13

10 12

15 g

16 7

30 b4

4
13
12
19
8
6

3

0.933
0.929
0.923
0.833
0.868
0.857
0.750

Number Conditional Survival
: Month At Risk Surviving Probability Probability
l ty ik %1k B(r,) P(t,)

0.933
0.866
0.799
0.666
0.592
0.507
0.381
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TABLE 5

SUMMARY STATISTICS FOR CCG6I4 INTERIM DATA

No. of pts, (N)

Relapses observed (0)

Relapses expected (E)
0/E

Til‘
Tz-

T3-

Treatment Group

IA
15
8
N
2,57

ll.lo’ 2 dlf'
10,77, 2 d.f.

1.4, 2 d.¢.

369

IB

17
3
4,99
0.60

s P = 0.00'0
’ p » 0.005

, p = 0.003

1IA

11

}
3.90
0.26
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“gHE JACKKNIFE: SURVEY AND APPLICATIONS
\

Rupert G. Miller, Jr. ;
Stanford University

By e

4 l. Introduction

E : The Jackknife technique is becoming so familiar to statisticians that

f; : it is almost not necéseary to reintroduce it with each article. However,
\ ) to establish notation and to aid any reader encountering the Jackknife

for the first time, a brief definition is given,

= | _ Let Yl’ eees Y be n 1independent random variables identically

i, ! distributed eccording to the distribution function F , which depends on’

an unknown parameter © . The aim of the statistical analyais is to es- !
timate or test O . The Jackknife technique cun be applied to any eatima-

tion procedure which for any sample size gives a point estimate

8(y

19 tres Yn) =8 of 8. The ith deleted estimate is the estimate ob-
tained by applying the estimation procedure to the sample with the ith

random variable removed, il.e.,
, . 9_1 s e(!lg see g Yi-l' Y1+1| ey Yn) . (1)
i . Corresponding to the ith deleted estimate is the {th pseudo-value
8, = ob - (n-1)8, . (2) |

! f The jackknifed estimate of 6 1is the aversge of these pseudo-values

L

v,




i
j
5
|

i=1],...,n as each random variable is deleted in turn, i.e.,

-1
L]
S

n ., A - n,
Eei'"e" “1§e . (3)

If a is large, a variation of the Jackknife can be invoked to seve
on the computation time. The modification is to divide the total sample
into‘ g groups of size k each (n = gxk) , and to successively delete
each one of the éroups rather than single random variables. The ith de~

leted estimate is now
e-i = G(Yl, ss v g Y(i"'l)k' Yik"'l' LEL AN | Yn) ] (h)

and the corresponding pseudo-value is
]

i = 55 - (8"1)6_1 . (5)

The Jackknifed estimate is still the average of the pseudo-values, 1i.e.,

-~

0=

o |-

§o, - - s N7
1l 1

Quenouille (1949, 1956) introduced the jJackknite n; & method of bias
reduction, and this aspect is surveyed in Section 2. On the other hand,
Tukey (1958) saw the jackknife as & device for robust interval estimation,
and developments along this line are summarized in Section 3. Robust

point estimation hac also been a rapidly developing field in recent years,




and the connection between it and the jackknife through the influence func- |

‘ ‘ tion is explored in Section L. Application of the Jackknife to various

y | ' ' statistical problems is illustrated in éection 5.
_ i; : In my 19Tk review article, almost all methodological papers on the !
; : Jackknif'e published before or during 1973 were listed. The reader is re-

. | ' ferred to this earlier article for an extensive bibliography of papers from
| that era. A few papers were missed (Collins (1970), Cronbach et al. (1972),
Hollander a3d Wolfe (1973), Mosteller (1971), and Pennel (1972)), and these

are included in the references to this paper. The final section of this E

7 “; paper is a bibliography of all methodological papers on the jackknife

published between 19TL and 1977 which have come to my attention. '

2. Bias Reduction X

ki Quencuille (1956) pointed out that if the estimator 6 for a sample

of size n hes the expectation

& 8 |
E(B) = ¢ + ?%-+ —% +oaee (1)
n

then the jJackknifed estimator eliminatee the leading bles term, 1.e.,

E(e) - 9 + 0 + "5+ LN ) . ° (8)
n

This idea was generallzed in Schucany, Gray, and Owen (19T1). Let

61 and 62 be two estimators of © with expectations of the form '

KYK)




E(él) =6+ £ (n)b(0) ,

(9)
E(62) = 6 + r(n)u(0) .

Then, the estimator

8, 32 [ 1 1

8" = det (20)

det
fl(n) fe(n) \rl(n) fz‘“)

ia an exactly unblased estimator for 6 , i.e., E(a“) =0,

Tre estimator @ 1is called the generalized jackknife. It includes

the standard jackknife as a special case with the identificatione

>
[ §
>
-
@>
]
b o

(11)
1 1
By extending the definition (10) to include three or more estimators, the
gecond or higher order blas terms in the expansion (7) can be exactly
eliminated by the generalized jackknife., For more detail on these gene-
ralizatione the reader is referred either to Schucany, Gray, and Owen

(1971) or Gray and Schucany (1972).

3. Robust Interval Estimation

In his 1953 abstract Tukey proposed that, as a method for robuet

-

confidence interval construction, 91, veesy én could be treated as n

kS St in 7 AT
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independently, identically distributed random variables with mean 6 .
The pseudo-values are clearly identically distributed provided Yl,...,Yn
are independently, identically distributed and the estimators 6(Y1""'Yn)
treat the random variables symmetrically, so the major question hinges on
whether or not the nseudo-values behave as though they are approximately
independent. In this direction a great deal of research has been devoted

t0 learning when .

Ya(d ~ 0)

= $ w(o,1) (12)
T n
Jn--l 21(51-6)

as n =+,

-~

If 6 is asymptotically normally distributed as indicated in (12),
then the interval estimate O & g“/g(ﬁg(éi-§)a/n(n-l))1/2 » where 8&/2
is the 1 - (0/2) percentile point of the standard normel distribution,
givea a robust way of testing or bounding 6 . Folklore says that in place
of 30/2- it is better to use tgfg » where tgfi is the percentile point
froma t distribution with n-1 degrees of freedom. The rationale for
this folklore ostensibly stems from a strong belief in the approximate in-
dependence and normality of the pseudo-values, but, with just one exception,
all papers on distribution theory for the Jackknife have focused on esta-
blishing as;mptotic normulity. In fact, it is often the case in practice
that the jackknife t intervals are conservative (i.e., wider than neces-

sary for the nominally listed coverage), so it may be a better policy to

use the norwal eritical constant.
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Under what circumstances is the Tukey proposal valid, and when is it
invalid? Miller (196, 1968) proved that (12) is valid if the estimator
is a smooth function of a sample mean or means, i.e., 6 = £(Y) . Estima~-
tors of this type include transformed averages and variances. Thias approach
was extended by Arvesen (1969) and Arvesen and Layard (1975) to functions
of U-statistics 8 = £(U) in order to handle variance component problems.
The proposition (12) is also true for functions of regression estimators
f(g) in the general linear regression model X - §§ +e as shown by
Miller (197kb).

Brillinger (196L) took a different limiting approack by holding g
fixed and letting k + ® for the grouped jackknife (4) - (6)., His proof

shows that if 6 = f(a) where 3 is a root of the likelihood equation

n J log p(yi.¢)
g 0

0, 3 | (13)

then as k +

VE(8 - 8) d
18 .52 &
Jor 156, -®)

This is the lone instance in which the t distribution, rather thun the

) ' (14)

normal, hes beeﬁ established as ﬁhe spproximating distribution. Typically,
however, one would prefer to have g >> k , so the asymptotics do not es-
tablish the t approximation in many problems.

Bince the nmeximum likelihood estimator has a well-established auymp-

totic distribution theory lavolving Fisher's information, the need for




Jackknifing in this context has been questioned. However, in recent work
Reeds (1977) has answered these criticisms. Firstly, he has proved the
asymptotic normality for 8 when g *® with k =1 , and secondly he
has shown that the Jackknife gives the correct asymptotic vuriance for ]
and 0 even if the model is incorrect. The Fisher information does not
do this becnuse it is computed theoretically on the basis of the assumed
density ply,9) . If the model is incorrect it may not be clear what $
is estimating, but in problems like the location of a symmetric distribu-
tion it will be. Reeda' work applies es well to more general M-estimators
and in this regard the reader should also see Brillinger (1976).

The basic ingrediént needed in the estimator 8 for the Tukey pro-
posal to work is for it to be a smooth function of each Y1 . The proofs
depend upon power series expansions of the estimator in each of the random
fariables. The common motif of the estimators mentioned above is that
asymptotically they are all functiona of glorified means. By this I mean
that they are asymptotically equivalent to a function of a (possibly
weighted) sum of independent, identically distributed random variables.
This 18 true for U-statistics, regression coefficients, maximum likellhood
estimators, M-estimators, etc. In the cases where the jJuckknife fs known
not to work, such as for the median or other percentile estimators, this
is not true.

Three remarks seem in order before closing the discussion on the use
of the Jackknire for robust interval estimation.

The first is that based on mean square error considerations in ratioc

and other problems and on uniqueness criteria, the choice g = n seens

i
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vest. (See, for exemple, Rao (1965) and Rao and Webster (1966).) However,
Hinkley (1977b) tentatively suggests that the accuracy of the t distribu-
tion approximation.may be improved by taking k larger'than one and that
there is 1ittle loss in efficiency for emall k > 1 . The argument for
this is that the skevness and kurtosis of 2%?_1)k*1 Yi/k s vhich is the
doninant linear term in 51 » ey be considerably improved by szlecting %k
slightly larger than one.

The second remerk is that Jackknifing does not correct for outliers.
The reader should not confuse large sample robustnese of the Jackknife
procedure for eny underlying diafribution with resistance to contaminating
observations in small or moderate aize samples. In fact, the jackknife
appears to be rather sensitive to aberran£ values. This sensitivity may
make it a useful device for detecting outliers in complicated eastimation
problems. Trirming of the pseudo-values or application of other robust
procedures to them may be a good way of correcting for the outliers.
Hinkley (1976, 197Ta) has started an investigation of this in the context
of correlation coefficient estimation. '

The third and final remark is that if you are going to use a grouped
Jackknife with k > 1 , random selection of the groups is proﬁnbly the
most senslible dppronch when the !1. evey Yn are identically distrivuted,
but if the underlying random v&riubles-uro not 1dentici11y distributed,
then one presumebly has the opportunity to do bvetter. In particular, the
regression s%tuation comes to mind, It may be possible to exploit the
pattern in the independent variable vectors Xy associated with the Yy

to form groups which give the jackknifed estimator a better mean squared

378

prEewrragemr it PRSI SRR . N




. error or improved robustness in interval estimation. Hinkley snd Miller
have some inconclusive results along this line, but at this point it is

difficult to see what the general principle of selection should be.

L. Connection with Influence Functions

To establish the connection between the Jackknife and the influence
function it is necessary to give a brief description of the latter. wvon
Mises (1947) introduced the idea in his study of differentiable stetistical |
functions, but it remained relatively unnoticed for two decades until in-
veatigators interested in robust estimation uncovered its usefulness (see
Hampel (1974)).

In many estimation problems the unknown parameter 6 can be considered
to be & function 6 = T(F) of the underlying distribution F , and its

; estimator 8 to be the same function of the sample distribution function. ]

For example, in the case of the mean, 0w [ydF(y) and G-Iydll‘n'(y) = Z;’ Yi/n .
The influence function I(y,0) measures the amount of change in T(F) for
an infinitesimal change in the welght assigned by F to y . It is like s b

partial derivative of T with respect to a change in F et coordinate y .

8peacifically,

T{(1-€)F + €6_) - T(F) 3
: © I{y.0) = Un —L . (15) |
’ e+0

wvhere éy is the distribution funetion which places nass one at y .

Under regularity conditions the function T can be expanded in a

?I a peries involving (15) and higher order derivatives. BSpecifically,




T(G) = T(F) + I I(y,0)ac(y) + ... . (16)

(16) end the identifications § = T(Fn), 8 = T(F) give

i o i 70

}
I
]
i
In the case where G is the sample distribution function Fn » the expansion 2;
}
!
]
i

A l n
f =g+ ;-g I(Y,,0) + ... . (7}

The rando:: variables I(Yi,e) are independently and identically distributed
with mean [I(y,0)dF(y) = O and variance fIa(y,e)dF(y) . Since the

e e o e

. o———

higher order terms in (17) are op(n'k) under the regularity conditions,

the asynptotic distribution of 8 1is glven by

FtB-0) 4 10, [12ly,0)ar(y)) . (18) f

The connection between the Jackknife and the influence function is

that the pseudo-values give finite difference sample estimates of the in-

2 fluence function. For

) e--;l%—l-’ 1—8“"5%, and F.Fn, (19)
1

4 : the quantity (1l-e)7 + ssy st y = Y, becomes
| :

)

1

. : b -.r-l— - -—.Jf— =
‘I \ (l"a)l‘n + EGY:[ = el Fn nel GYi Fn-l,-i [ (20)

where Fn 1.1 is the sample distribution function based on n -1
.
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observations with the ith observation deleted. If the finite difference
sample estizate of I(y,8) at Y, for 0= § = T(F ) 1s defined by
T((1-€)F + €8, ) - T(F)

$(y,,0) = . 1 . (21)
F=F, ,6=-1/(n-1)

then it follows that

-~

8, = nf - (n-1)8

i -1

=8 +(n-2)(8-6_)) , (22)

L g + i(yisg) »

because 6_1 ] T((l—s)Fn + eéyi) .

If the influence function is sufficiently smooth so that f(y,a)
converges to I{y,0) for all y as n +® , then each pseudo-value 51
is approximately 6 + I(Yi,e) . This means the Jackknife will be behaving
correctiy asymptotically because 5 will be asymptotically normelly dis-
trivuted with mean © and variance fIz(y,e)dF(y)/n , which is the correct
limiting distribution of § for any underlying distribution function F .

Huber {1972) had indicated that the jackknife should work properly
asymptoticelly for robust estimators with smooth influence functions. An
example is the irimmed mean, which has a continuous influence function. A
little elgedore shows thet the sample varlance of the pseudo-values for the

trimmed meen epproxireiely equals the Winsorized sermple veriance. The

latter is the correct variance to use with the trirmed mean so the Jackknife

jal




; " is performing as it should (see Cox and Hinkley (1974), p. 350). On the

2 ) other hand, the median and the Winsorized mean have discontinuous influence
'i functions. It is well known that the Jackknife doesn't work for the former, .
and it won't work for the latter either because it depends heavily on two i

order statistics.

Two recent developaents are worth mentioning before closing this f
section.

Hinkley (1977a) has initiated an investigation into the .second order
derivatives to see if there i8s any information in them which might improve

. ; the performance of the jackknife. Specifically, he examines estimators

which admit the expansion

” 1 8 1198 i
=6+ ;"‘:% Il(Yi.e) + E;‘é‘ Jz- g 12<Y1|dee) + ... (23)

to see whet effect the term involving the second derivative 12 has on the

Jackknife.
The Jjackknife operates by deleting observations. Thus, as & finite {

difference approximation to the derivative I(y,8) , it subtracts mass at

¥y . Mallows has proposed an alternative finite difference approximation

which adds mass at y . In effect, this introduces a procedure which adds :
hypothetical observations to the sample. For a discussion of this the X é.
reader is referred to Devlin, Gnanadesikan, and Kettenring (1975). Ina
similar spirit Efron (1977) has proposed inferential procedures based on :

samples generated randomly according to the empirical distribution function

of the sample, He has coined the term bootstrap for these procedures, and

¢
§
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he has demonstrated that the Jackknife is Just a linear approximation to

the bootatrap.

‘ ‘ 5. Applications
' | 1) Retios. One of the earliest applications of the jackknife
R vas to ratio problems. Let xl, ceey xm be a sample with
theoretical mean Y , and Yl, cosy Yn be a sample with theore- .
tical mean n . The problem is to estimate O = n/u , and the
standard ad hoc estimator is 8 = ¥/% . Durbin (1959) showed
that jJackknifing 8 improves not only its bias but also its : *
mean squered error in many cases. Later authors amplified on
these results end compared the Jackknifed estimator with other
retio estimetors. For a full discussion of this application the

reader is referred to Miller (197ha).

i11) Voriances. The sensitivity of normal theory variance testing
procedures to departures from normality 1is well established.
Mosteller and Tukey (1968) and Miller (1968) proposed Jackknifing

6= log 32 as a way of handling this problem in robust fashion.

N Shorack (19€9) compared the Jackknife estimator and some other

| : : robust procedures for the two sample problem. These ideas also

extend to robustly handling the k sample problem and veriance

component problems. For a fuller discussion on this area the

reader is referred to Miller (197ha). i
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1i4)

iv)

Correlation Coefficients. Another problem where the normal

theory procedure is not robust is interval estimation for the
correlation coefficient. The test that p equals zero is robust
to non-normality, but for p # 0 +the asymptotic variance of

L= (1/2)ln{(1+r)/(1-5)} is not 1/(n-3) unless the

8 = tanh™
underlying distribution is normal. Duncan and Layard (1973)
studied Jackknifing © and found that it works well for most
distributions. Recent work on improving the Jackknife in con-
nection with the correlation problem is contained in Hinkley

(1976, 1977=).

Censored Data. Considerable progress has been made on the ana=~

lysis of censored data within the lest two decades. 1In four
landmerk articles the product-limit estimator of a distribution
function was introduced by Kaplan and Meier (1958), the log-rank
analysis for two sample tests on censored data appeared in Mantel
end Haenszel (1959), the Wilcoxon rank test was adapted to cen-
sored data by Gehan (1965), and Cox (1972) presented his condi-
tional likelihood analysis of a proportional hazards model. None
of these procedures requires the services of the jackknife because
the relevant standard errors can be estimated without difficulty.
However, for more complicated censoring and truncation problems
as in Turnbull (19Th, 1976) estimation of the standard error be-
comes messier and the jJackknife may be useful. Similarly, the

standard error for the estimated probability of survival beyond a
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specified time for the proportional hazards model with covariates
is sufficiently complicated that the Jackknife may be a good way
g | " of estimating it. Preliminary work on the performance of the

;; : Jackknife in the presence of censoring appears in Miller (1975)

_} _ and Route (1976).

v) Model Simulation. It is difficult to get analytic answers for

;, probability models which are sufficiently intricate to accurately

[N

model realistic storage systems, queueing systems, etc. Usually

——

it is necessary to simulate the system on a computer. The esti-
mates of the important parameters of the system can sometimes be .
improved by Jackknifing, and the variability of the parsmeter

estimates can be assessed by Jackkuifing., Examples of this can

be found in Gaver (1975, 1977) and Iglehart (1975).
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MODELING AND ESTIMATING THE AVAILABILITY
OF COMPLEX SYSTEMS:
THE JACKKNIFE, COMMON-CAUSE, AND INSPECTION MODELS
Donald P, Gaver
Operations Research Department

Naval Postgraduate School
Monterey, Ca, 93940

1. Introduction

An important property of any system of cooperative or
_interacting components or equipmeﬁts is its availability. By
this is meant, roughly speaking, the fraction of time during
which the system is operative and thus able to perform its
intended function, and is not down for maintenance or repair,
This paper outlines various ways in which component, and then
system, avajilability may Le deséribed, i.e. represented by
mathematical models. In Section 4 it is shown how, in several
cases, operational data ﬁay be used to estimate availability,
and also to assess the uncertainty, or error, of the estimates.
The technique used for this puréose here is called the jackknife;
see Mosteller and Tukey (1977), and Gaver and Chu (1977), from

vhich the present account is borrowed. In Section 6 models for

redundant repairable systems susceptible to common cause (some-

times termed common mode) failures are described and analyzed.
It is shown that redundancy loses effectiveness when common
cause failures, perhapé caused by external events such as weather

or human error, tend to occur. Finally in Section 7 a sample




l' model for a standby system subject to periodic inspection is ;
introduced and examinedq. Although occasional inspection and ) ;

,.E , testing of a standby unit, such as a military weapon or a ’ _ i
| reactor safety system, is important to detect inoperability,
;,;i : too-frequent inspection may well increase the likelihood of a

failure. The model suggests an optimum--or at least reason-

3 f able--inspection interval as a compromise.

ii . 2. Systems and Scenarios ' |

, Examples of the kinds of systems we have in mind are

shipboard communications (for a study see Perrin (1975)),

e T e e . a——— o o — " S 2t

f general aircraft, including the engines and avionics, nuclear
: reactor safety systems, electric power boilers and generators, [

B ? telecommunications systems including those involving satellites, f

and computer systems, i
Such systems are complex, being made up of various '
5 ' interacting components, usually including a human link in
: either an active or maintenance capacity. The effect of improper :
.;i % maintenance is addressed in the inspection model of Section 7
but, is otherwise ignored. A range of operating scenarios
must be considered. Some are
1) Equipments always active, except when failed and when

maintenance is carried out; examples: a base-loaded ]
electric power generator powered by a nuclear plant, '

< LTI TATERR g e
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2) Equipments inactive (on "cold standby") unless needed;
examples: most weapons such as missiles, nuclear
reactor safety systems,

[ )
e

3) Equipments (modules) active unless they are in
maintenance or spare stock; example: replaceable
aircraft engines.
There are other scenarios also; many include a certain amount
of redundancy, i.e. extra equipments to be relied upon in
cas& one or more of thoae "on line" fail,

Some appropriate definitions of availability are as
follows:

a) Availability is the (expected) fraction of time an
equipment is workable or up. Such a definition obvicusly
.relates to productivity of a base-loaded power |
generation or propulsion system.

b) Availability is the probability that a system is up when
needed. Such a definition is suitable for a "cold
standby" system, such as a missile or other weapon, or
a reactor safety system, or perhaps certain communica-
tion devices. To say that the system is "up when
needed" may also imply that the system remains up for

a significant time period thereafter.
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3. A Single Equipment Model i

Consider a single eguipment, for instance or a component
of a system or a system itself, such as a nuclear power piént._ ; g'

Describe the equipment times to failure or uptimes by random

: variables Ui' and the subsequent repair times by random vari-
ables Di' i=1,2,... . Supposing that the system begins up,
then the first cycle terminates at U, +0y with the system
again up; the ith cycle duration is U, +# Dy =Cy. Then if
Au(t) is the availability of the system at t, given that the
system was initially beginning an up period, and if cycle times

' ' are independent, one arrives at the Volterra integral equation

for Au(t)

t
Au(t) S Fu(t) + g AU(t-x) pc(dx) ' (3.1)

F
4]
d.f, of a cycle length C. Renewal theory shows that if either

being the distribution function (d.f.) of U, and Fo the 3

U or D or C has an absolutely continuous component that
then

: E[U)
' 1, M8 = gror+ETET = A

t> o

v (3.2)

provided the expected values [E,U] and E([D] are finite. This

simple expression describes the long-run point availability of
the system. Notice that nothing is said about the independence

T T — - o
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of U and the subsequent D: examples exist to show that if
U and D are positively related (correlated) the rate of_ppproach

to the value A, is slower than if theyfare independent (see

U
Gaver (1972)). If the equipment is an emergency unit (weapon

or safety system) that is required at a random time T, and T

has the exponential distribution FT(t) al - e'St

8-1 = E[T], then the convolution properties of Laplace transforms

, where

show that availability st demand time is, for any s > 0,

v 1 - F (8)
Agle) = [ Aj(t) e™%%5 at = e
0

1l - Fc(a)

where ﬁu(a) « Efe”®Y], and fc(s) = E[e”%C]. This expression
can easily be evaluated for some familiar distributions (not
the log normal), and Au(s) approaches A, as 8 » 0. Demand
times occurring according to gamma distributions, or even more

general laws, can be handled in similar fashion.

4. 8ingle Equipmant Availability Estimation by the Jackknife

Method.
Suppose observations are available on the up and down

times of a single equipment; denote these by Ups Bar see s Uy

and dl, dz, e dm respactively. These may be used to make

P P U VT S UPSO YV S
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l

inferences (statistical estimates) of system availability.
One promising technique for dealing with this problem is the.
jackknife; see Mosteller and Tukey (1977), Chap. B.
Analysis shows that in large samples the jackknife method tends
to remove estimator bias~--its originally advertised purpose--
and in addition supplies usefully accurate confidence iimits..
We report Monte Carlo simulation results that indicate the
validity of such confidence limits for realistically smallish
numbers of observations as well, 1In a later section we also
show how the method extends to systems of independently failing,
and independently maintained, equipments.

The approach proceeds by first examining the obvious

point estimate of Auz

pe—— (4.1)

wnare u and d are the means of the nbserved up and down

AY

times., We first rewrite it (transform) to consider

z-!.n( A~)-znﬁ-zna. (4.2)
l -A

The purpose of this transformation is to allow consideration

of a quantity more nearly symmetrical and evea normal (Gaussian)
than is ; itself. Note that although the log transformation
is likely to be effective other posaibilities exist as well;
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the cube root or Wilson-Hilferty is a plausible alternative

(see Kendall (1947)), apparently not yet much investigated. °
ﬁaving computed 2z based on all observations one next

recomputes 2z, but leaving out the jth pair of observations

(j = 1,2,--.,11)8

) )
z = in u - &n ) 4
=3 jm1 1 i=1

ig3 13

i .

Here it is assumed that the number of up times and down times

are equal. Next, compute the pseudovalues

2y = nz - (n-l)z_j ' (3 =1,2,...,n) ,

and their mean and variance:

- 1 1B
2=Ejzlzj: Bz’m

Now quote as point estimate of availability the quantity
. z
AJKB-_P___.
’ z
. l+e
obtained by inverting the log-logistic transformation., At the
suggesticn of J. W, Tiukey (1958), treat the individual zj's
as approximately independent and Normal and so apply Student's

t to establish approximate confidence limits first on
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ln(AU/(l-AU)) and then on AU itself: for two-sided (l-a)-100%

intervals find i

. \/:f -
+ t1-0:/2(“'1)' g

z- tl-a/z(n-l)'

=
e

[ ]

N

‘8o that, approximately,

}-? : and thus also
' Lo Hy
e ¢ ¢ 8
“a - U - Ia :
l +e l + e

with (l-a)+100% confidence.

|
Asymptotic techniques (n large) of R, Miller (1964) E
will show that this procedure tends to be valid. That it is !
also robust of validity--coverage of the true ;vailability |
reasonaoly close to stated 958 for a variety of distributions
of up and down times-- is borne out by simulations; see the
2 following tables for n =15 and n = 25. Distributions con-
| 5 sldered are these

. J |
. A. U; and D, mutually independent and each

exponential; ‘E[Uil - A'l, E[Dil = u'l.

TEETEY'S " ma -
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B, Ui independently exponential and Di independently

! . gumma with shape parameter k = 3,

k| ? c. Ui independently exponential and Di gamma and
independent with the gamma proportional to the
preceding exponential up time; shape parameter
k = 2,

D. Ui independently "long-tailed h" (i.e, U = Xth,
with X exponential, adjusted for desired mean and

variance), Dy independently exponential.

| The long-tailed h distributions of D are introduced to

v : represent data appearing nearly exponential for small-to-medium
values but that has long tails. For more details see Gaver

: and Chu (1977), and Gaver (1978)., Thus an attempt has' been

( made by means of the above four distributional forms to deal

with data cf a reasonable and plausible variety. This is }

uecessary, for there is little chance that the "correct distri-

butions" can b2 identified from the data itself in an applied

e e ¢ e o cas e

situation. Notice that in the cése of data model A--ups and

downs independently exponential--an exact solution is available b

™

in terms of the classical F-statistic, for D/U is seen to
ii ; : be a ratio of independent chi-squares., Acting as if the "F" 3
| : procedure is applicable in every case considered is clearly

¥ 3 less valid than is the jackknife, as the tables show. ]




5. The Jackknife Applied to System Availability Estimation

K ! f The jackknife technique can also be applied to estimate
| the availability of systems of equipments; in fact, this may
be its most important application. We indicate by some examples

the effectiveness of the procedure.

K-Component Redundant--Identical Units

If X units are in parallel, and all must be down in
order for the system to be down, then long-run unavailability

is, under independence assumptions,

e | - K E[D,] : K
B A= Il 1 = E[D] {(5.1)
im) EMU T +ETD] FTUT ¥ ETD] )

¥ which would naturally be ‘estimated by

. K
x.(_a ) (5.2)
ua+d
But now y
2 1/K
g = An [l_::lél___ ] w fnu-~2nd (5.3)
(&) 1/%

and so one merely jackknifes =z as before and inverte to put

(l-a) 1008 confidence limite on A:

| ! 1 \K 1 \K
3 | 1'(——!.—) _<_A_<_1-(_—-—ﬂ—) (5.4)
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K=-Component Redundant--Different Units

5 If the units are unlike it is plausible to jackknife i
i N a,

. g2=inadAs § n|l—. (5.5)

} ' iml u, + ai

' The straightforward way of carrying this out is to compute as

IR T T L S T A S T 42 . A

before the jth pseudovalue zij of &n Ki for i =1,2,...,K,
v find its mean and variance, denoted by Ei and si. Last,

combine to ohtain

K K )
1= T. , and 82 = 1 g2, (5.6)
1.2.1 i 121 nyg 4

b Upper and lower confidence limits on 4&n ﬁ are then of the form

K

H =T + tl'“/z(iz n;, - K)-s

1
' 3 ' ?
‘ L =2 -t () n; =K)es
These may be translated to limits on XA, and on A. An alternative

k procedure is one of linearization around the jackknifed point j
estimate of 4n A; for details see Gaver and Chu (1977).
Some Monte Carlo simulation results are exhibited !

in Table 3. Once again the reluitl seem usefully valid and

efficlient,
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Two-Out-of-Three vVoting

A final example is provided by a system of three units

that is considered available if any two are simultaneously avail-

et e ey e e

i . able. Thus

A= A1A2A3 + A1A2A3 + A1A2A3 + AlAzAa
As usual, up and down time data are assumed to be available on
all three units; we do not wish to assume them identical,

One procedure is as follows, First compute the jackknifed point

eatimate of system availability. Next consider the log-lugistic

transformation 2 = ¢nlA/(l-A)], and expand to linear terms

around the jackknifed point estimate A', thus finding an expression

: . for si; for further details see Gaver and Chu (1977),
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6. Common-Cause Failure Models

The previously discussed models for availability of systems
assumed that the component equipments failed and were repaired
independently. Such an assumption is often inappropriate: common
causes of failure, such as environmental shock or personnel error,
may well be decisive. We present now a simple model for catastrophic

common-cause failure.

A Repairable System Experiencing Comnon Cause Failure

Consider a systemof m (m > 1) identical equipments,
each one of which fails independently with rate ) (exponential
time to failure), and is repaired (after an exponential time)
with rate yu. The system is also confronted by a common cause
failure mechanism, such that when it is activated the system fails
completely, The rate of occurrence of the latter is c¢. Rule
that the system is operative or up so long as k out of m
(1 <k {m) units operate. The system fails as soon as at least
£ = m~k+l units are down simultaneously. The problem addressed
here is to calculate the expected time to system failurg, where
failure may occur either because of the individual machine chance
failures, or because of the common-cause catastropic event.

Analysis of the model may be conducted in terms of the
state variable D(t); D(t) = j means that j units are on
repair at time t. Clearly D(t) is a Markov process, and its
stuta transition rates are specified as follows: given D(t) = J,

then

——— o i 7 Pawmmmt
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Change Probability

D(t + dt) = D(t) + 1 Aydt
D(t + dt) = D(t) - 1 uydt
D(t + dt) = m cdt
D(t + dt) = D(t) 1= Gy +uy +clat

All other probabilities are negligible. Of course Aj and uj
may be specified so as to represent any kind of system; for
instance, one in which there are limited numbers of repairmen and !

thus queueing occasionally occurs, or one in which not all units

are simultaneously operative and susceptible to failure. Here we !

specify these parameters to be f

Aj - (m - j)A'
(6.1)
Uj - min(jlr)l-h j o= 0,1,¢c0,m

where r (1 < r ¢ m) is the number of repairmen available to !

work simultaneously. Furthermore, ¥ = m in the numerical examples.
The process {D(t)} is actually birth-and-death (see

Feller (1957)) with an independent Markovian killing process. Denote

by Tz the elapsed time for the system to pass for the first time

from ‘D(0) = 0--no element down--to the state & or greater, at

which point system failure occurs. Note that

P{T, > £|D(0)=0} = P{T, > t|D(0)m0}e~°* (6.2)
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where T* is the first passage time to & in the ordinary birth-
" and-death process that admits no catastrophes. Equation (6.2)
§ simply expresses the fact that failure time exceeds t if and only
if neither a chance failure nor a catastrophic failure occurs

! before t.

Now Laplace transform (6.2) to obtain

g o 8t P{T, > £[D(0)=0} = g e 8t P{T: > t|D(0)=0}e " tat

*
- oo (1 - leBTITY) (6.3

; the latter following by an integration by parts. The Laplace

*
transform of TE is of the form

* =1
Ele”(8*C)Te) & Tp ¢, (8 +c) (6.4)
1=0
where
Ai-
f ¢i“'”“’ = X+ “i,+ 8F¥C - u ey (8 +c) ' i=123,...
; and
) ' ' ' Ao
¢g(s +c) = 1‘6‘?"‘."‘1—6 ' (6.5)

see Karlin and Taylor (1975). By combining (6.3) and (6.4) one

may calculate (6.2); then, allowing 8 + 0 there results
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Numerical Example

Let m= 3, k=1, 2 = 3, meaning that the system of three

equipments fails only when all are down simultaneously. Put

A J.D"'z(days'l

tﬂe catastrophe rate, c.

E[Tz]

c

), U = l(days'l), and consider the effect of varying

(Catastrophe Rate)

3.5 x 10°

1l X 104

1 x 103

0

10~4

103

Obviously a catastrophe rate aa.great as 10'4 completely dominates

the effect of the individual unit chance failures. Thus only if

the catastrophe rate is of magnitude 10"5

present redundancy be at all effective.
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7. An Inspected System

Eﬁ In this section we turn attention to an equipment that
i

is not expected to operate constantly, but that is intended fo be

e et m——

ready when needed. An example is a weapon such as a gun or missile;

X another example is an alarm or safety system, perhaps associated

. - with a nuclear power system.

3 Attempts to insure the operability or readiness of such

systems usually include periodic inspection and preventive main-

tenance. Our model incorporates these attributes; furthermore,
it allows for imperfection in the inspection-repair process, e.gq.

brought about by human error.

The Model
A single equipment is subject to periodic inspections and :
] preventive maintenance or repair actions, Let the time from the
: completion of a preventive maintenance period until the beginning i
of the next pe 1 time units, and let the subsequent preventive
maintenance perioud require R time units; both I and R will
be taken to be fixed. Hence over a long period (say one year)

the system presents itself as nominally "ready" a fraction of

time equal to I/(I + R), and down for inspection and maintenance,
and hence tnavailable, for a fraction of time R/(I + R). Now:,

admit the possibility that the system be additionally unavailable

for one of two reasons: (a) at the end of an inspection-
maintenance period the equipment is returned to active service

in an inoperative condition, an event of prouability & (0 < 8 < 1),
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(b) at the end of an inspection-maintenance period the equipment
is up, an event of probability & = 1-3, but it fails before the
next inspection, and is thus actually unavailable for the tiﬁn
following that failure until the next inspection-repair period
begins. Let F(t) be the distribution function, and £(t) the
density, of equipment failure time. If the inspection interval,

I, is treated as a decision variable it is interesting to select

its value so as to maximize long-run availability, or, equivalently,

to minimize long-runs unavailability. 1In order to do so, first

L}

calculate the expected time unavailable during one cycle of
length I + R:

8T + & gI (I-t) £(t)dt + R ;
division by I + R then gives the expected unavailable time per
unit time as the latter depends upon I:

} 61 + %[5 (I-t) £()dt + R
(1) =

I+ R

I
=I + [p(I - t) £(t)at
0

One may now choose I 80 as to minimize A; differentiaticn shows

that the optimum I must satisfy the egqguation

L I IF(1) - [5 F(t)dt
R = I—_—m-’- g tf(t)dt ™= - T -TTI) ! (7.2)

i
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vi s since the denominator is a decreasing, and the numerator an

' . increasing, function of 1 there is exactly one root of (7.2).
'fi : Surprisingly at first glance, the optimum inspection interval,

I does not depend upon &, the probability of a faflure durina

opt’
the inspection-preventive maintenance period. Of course the

B e N R R oniTELH

R A S SR )

eventual system availability does depend upon this parameter;

I
;l . providing I is chosen it turns out that

pt

AlTypy) =1 = 801 = F(I )]

Although (7.2) cannot usually be solved explicitly it turns out,

in the case of exponential failures, to be

AT2

1 - 1+ a2

.? : R = x [eAI

e v AN s o M G

when X is small, so in this case

I o R
opt oy

and

X(Iopt) ~l1l -8 exp(- /7X§) '

or, in terms of availability,

A(Iopt) ~ § exp(- V/2IR) .
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QUALITATIVE EVALUATION OF THE M60OA1 TANK CAMOUFLAGE
BY OPERATIONAL IMAGERY INTERPRETERS

EDWARD R. ETCHELMAN
WD
RONALD L. JOHNSON
'US, ARMY MOBILITY EQUIPMENT RESEARCH AND DEVELOPMENT COMMAND
FORT BELVOIR, VIRGINIA 22060 |

ABSTRACT. A continuing problem in the assessment of camouflage effective-

ness has been the objective analysis of subjective data. This paper is
concerned with such an evaluation for an M60A1 Tank. Thirty operational
image interpreters analyzed the following camouflage prototypes: natural
foliage, fender nets, two styles of gun barrel disrupters, and counter-
shading, Each interpreter viewed aerial imagery of each condit{on. A
forced choice of descending ratings was assigned. Mean ratings and associ-
ated variances were calculated. The scores were standardized, and the Z
statistic was employed to determine significant differences. The effective-
ness of foliage was significantly better, a = .01, than counter-shading.

I. INTRODUCTION,

Up through World War II the development of camouflage involved a sub-
jective, artistic approach rather than the scientific method now advocated.
With the advent of more complex sensor systems the development of camouflage
concepts has necessitated a more controlled approach based on stringently

quantified data, The results of the analysis are then used as 8 data base
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to identify the most promising camouflage concepts for further development.
| One such instance in which the U.S. Army is involved is the tactical camou-
3 - flage of the MG60A1 combat tank, The purpose of this study was to objectively E
evaluate the effectiveness of various prototype camouflage items for the
M6OA1 tank. It was accomplished through the use of operation image inter-
'fﬂ preters (II's),

11. DESIGN OF EXPERIMENT,

A. Targets. The test targets consisted of M6OA1 tanks in the follow-
ff g ing conditions: |
| a. Pattern painted.
b. Pattern painted and natural foliage,
X : c. Pattern painted, countershading, and gun barrel disrupter
é (Type 1),
| d. Pattern painted, fender nets, and gun barrel disrupter
(Type I1).

|

!

These various conditions of camouflage will now be described in detail, i

1. Pattern Paint. | ! g
P
j

The purpose of the camouflage paint patterns is to distort
straight lines and edges of objects, alter perception of depths, and
: to reduce contrast with the surroundings and cause the object to blend
QQ : with its background‘. Camouflage paint patterns were developed by
the U. S. Army Mobi1ity Equipment Research and Development Command I
, (MERADCOM). The pattern used in this test combines patches of the |

colors forest green, light green, sand, and black. It is the Summer

U. S. and European verdant pattern,

T T o e g e em




2. Natural Foliage.

The natural foliage was inserted into speciaﬁly placed brackets to
disrupt the target's outline and distinct features. It was also intended
to reduce the target to background contrast.

3, Countershading and Type I Gun Barrel Disrupter.

Countershading of the target consists of painting the normally dark
or shadowed areas with light colors (e.g., wﬁite or gray) to reduce
detection and identification by means of these visual contrast cues.
The Type I gun barrel disrupter is an accordion 1ike sleeve that slips
over the gun barrel to break up the parallel straight edges as well as
to distort 1ts shadow.

4, Fender Nets and Type Il Gun Barrel Disrupter,

The final camouflage condition evaluated, contained fender nets and
a Type II gun barrel disrupter. Fender nets were designed to cover the
visual cues of the tank's track system and lower portion of the hull.
They consist of six foot long fiber glass rods supporting plastic garnish
material from the Army's standard 1ightweight camouflage screening system
(LWCSS). The Type Il gun barrel disrupter is of an irregular fan shaped
design which is attached along the top of the gun barrel,

B. Test Imagery.

The test imagery consists of a series of 4" X 5" color positives for
each of the camouflage conditions. Scaled aerial photographs at 1:10,000
and 1:5,000 were taken of the front, back, top, and both sides of each
target M60A1 tank. Additional.ground level photographs were taken of

each target for documentation. The target tanks were sited so that they

were unobstructed by indigenous foliage.




C. Test Procedure,

Thirty operational image interpreters (II's) part1c1patgd in the
camouflage evaluaticn. They were firsépshown the close-up, graund
1e9e1 pictures of the camouflaged tanks and given a brief description
of the purpose of each tyne of camouflage. The pattern patnted tank
was defined as the base condition upon which the five types of camou-
flage were applied. They were than shown all of the 4" X 5" color
positives of the camoutlage conditions for evaluation. In order to
provide objective results from this study, the II's were instructed
to make a forced choice in analyzing the effectiveness of five types
of camouflage. The ranking cho1ées were as follows:

1. Most effective

2. Above average effectiveness

3. Average effectiveness

4. Below average effectiveness

5. Least effective

ITI. EXPERIMENTAL RESULTS.

The dependent variable of this test is the frequency with which each
prototype camouflage was assigned a particular effectiveness value by the
II's. The forced selection of effectiveness allowed the conversion of the
subjective data into objective results, Figure I shows the cumulative
totals of the forced selection of effectiveness. As an example, for
countershading, the left end of the lower line with diamond points indicates
zero choices as No. 1 (most effective); two choices as No. 2 (above average
effectiveness); two more choices as No. 3 (average effectiveness) for a

total of four; seven more as No. 4 (below average effectiveness) for a total
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GRAPHIC RESULTS OF EVALUATION OF M-60A1
CAMOUFLAGE BY OPERATIONAL IMAGE

INTERPRETERS
30

28 ./‘/‘

26
24
22
20
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16}
14
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10

8

:
;
5
:

1

1 2

CAMOUFLAGE EFFECTIVENESS
KEY

1-~MOST EFFECTIVE 4—-BELOW AVERAGE EFFECTIVENESS
2—ABOVE AVERAGE EFFECTIVENESS 8—~LEAST EFFECTIVE
3—AVERAGE EFFECTIVENESS

A FOUAGE WITH BRACKETS @ CUN BARREL DISRUPTER TYP i
W FENDER NETS () COUNTERSHADING
® GUN BARREL DISRUPTER TYP |

FIGURE 1
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of eleven; and finally, nineteen more as No. 5 (least effective) for a

total of thirty.

Table I is a numerical summary of the II data by camouflage effective-
ness rating versus the type of camouflage.

The means and associated standard deviations were compared, using the
z statisticz. to determine which means are statistically different from
cach other. The results are presented in Table II.

Any 7 value greater than 2,576 indicates significance at an a of .01
" shown by the values with asterisks,

IV. DISCUSSION.

The stated purpose of this study was to quantify the subjective evalu-
ations of prototype camouflage for the M60A1 Tank. The problem faced in
this study was one of obtaining objective data from facts that were subjec-
tive in origin. Four by five inch color positives were obtained of the
M60A1 tank for four conditions of prdtotype camouflage. Photographs of the
pattern pginted tank were used as the base case. Thirty operational IlI's
were shown all of the imagery. They used the forced choice rating technique
to determine the effectiveness of the camouflage conditions on a five point
scale, with one beiny most effective., The mean and standard deviation were
determined for the fraguency with which rating values were assigned to each
condition of camouflage. The means and associated standard deviations were
then subjected to the Z statistic to determine which condition of camouflage
was significantly most or least effective. The resulting data was success-
fully used to determine the most promising candidates for further develop-

ment.




TABLE I

GUN BARREL GUN BARREL

CAMO FENDER DISRUPTER  DISRUPTER COUNTER
EFFECT WEIGHT FOLIAGE  NETS TYPE I TYPE 11 SHADING
1 5 27 1 0 2 0
2 2 n 9 6 2
3 3 1 9 7 N 2
4 2 0 6 10 7 7
5 1 0 3 4 4 19

MEAN
STANDARD 4.87 3.03 2.70 2.83 1.57
DEVIATION 434 1.066 1.055 1,745 .898




TABLE II

i o : Z OR STAMDARD SCORES

‘ v . FOR COMPARISON OF WEIGHTED MEAN CAMOUFLAGE
| - EFFECTIVENESS VALUES

| .
1 GUN BARREL GUN BARREL ;
| FENDER DISRUPTER DISRUPTER  COUNTER i
i FOLIAGE _NETS TYPE I _TYPE 11 _ SHADING 1
. FOL TAGE ;

S FENDER NETS 8. 72%

: . | 1
8 ; GUN BARREL . ‘ ]
. DISRUPTER TYPE I 15.20% 1,22 |

S GUN BARREL
S DISRUPTER TYPE II  10.54* 0.7 0.48 , ,
b ,

i COUNTER SHADING 18.13% 4,67 4,48 4,84%

R |
| *SIGNIFICANT AT = .0
Z 2.576 7. L2
.005 " 2 T+ 52 |
a = .0 _— |
Ny + Np !
!
N = 30 @
1




V. SUMMARY AND CONCLUSIONS.

Thirty operational Il's evaluated tank camouflage'effectiveness from

4" X 5" color positive aerial photograqhs of the camouflaged M60A1 Tanks.
The means from a forced choice evaluation of the conditions of camouflage

were objectively evaluated by use of the Z statistic. The data from Tables

I &nd II, significantly (a = .01), indicate that the use of natural foliage
provides the best camouflage of those evaluated. The use of countershading
has 1ittle or no camouflage effect or value. Fender nets and two types of
gun barrel disrupters were significantly (a = .01) better than the counter-
shading, but significantly (a = .01) inferior to foliage. Fender nets and
the types of gun barrel disrupter did not differ significantly in camou-

flage effectiveness from each other. From the results of this study it was

‘recommended that the use of foliage, fender nets and gun barrel disrupters,

Types 1 and 11, be subjected to additional development and testing. Count-
ershading was not recommended. It is also noted that the use of forced

choice rating can be very successful in an objective evaluation of data
that {s subjective in origin.
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DESIGN OF A FULL-SCALE TEST FOR U,S, ARMY HEL1COPTER
NAP<OF<THE<EARTH (NOE) COMMUNICATION SYSTEMS
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ABSTRACT. Of particular interest to the Army 1is a reliable voice commun=
ication capability for helicopters that fly at Nap~of-the-Earth (NOE) alti-
tudes. This flight regime at tree~top level or below is necessary for air-
craft survival in the modern battlefield, At these altitudes, the present
aircraft VHF/FM radio systems operate over only extremely short ranges and
are essentially limited to line-of-gight (LOS) paths, -

To quantitativaly assess the performance and effectivenss of the nine can-
didate radio systems (both VHF/FM and HF/SSB) and communication methods, a
large scale combined operational and engineering test wag designed, The ex-
periment design considered variables including range, altitude, terrain, time
of day, frequency, and power that affect the radio channel (SNR). The tests
were designed to determine how the performance of the non-L0S and LOS radio
syatems depended on these major variables. The test, conducted over a three-
month period, involved over 100 personnel, and 1000 hours of flight testing,
and utilized over 10,000 alpha-numeric (A-N) test messages to determine and
evaluate the voice intelligibility of the radio systems.

This paper deals with a definition of the problem and development of
measures of effectiveness (MOEs) to measure radio performance, the design of
the experiment, and how the variables and dimensions of the test were treated.
Although statistical principles were considered, a rigorous statistical de-
sign was not used; however, probability theory techniques were used for ex~
tension of the results to other terrains, Results are briefly discussed.
Lessons learned from the tests are also summarized with recommendations given
which could be applied to future operational tests of this nature.

1,0 INTRODUCTION: The Army is currently faced with a serious radio

communication problem: communicating with the helicopter on the modern
battlefield.

In order to survive on the modern battlefield aircraft must fly close to
the surface of the earth in a Nep-of-the-Earth (NOE) region [1]., The NOE
flight regime for helicopters is flying at extremely low altitudes, typically
hover altitudes, at relatively low speeds below tree~top level in the battle
area, Aircraft must fly at NOE altitudes to take maximum advantage of the
tearrain features for cover. Survivability and mission effectiveness in battle




area depend on how well the aircraft and crew can function under these strain-
ed conditions and how well communications can be maintained with the elements
being supported. The preblem of how to effectively communicate in the battle
area while flying NOE resulted in the conduct of a full-scale operational
field test of nine different communication systems. The main objective of
the test was to compare and evaluate the communication effectiveness of the
candidate radio.systems under NOE conditions. The presently used tactical
VHF/FM radiuv svstem was considered the baseline system for the tests,

Many variables existed for the NOE Communications test. Figure 1 shows
the major test variables,

Variable Condition

Spacial: Range Terrain
Altitude Siting

Time of Day: Day Night
Dawn

Frequency Band/Modulation:

HF/SSB (2-8 MHz Below MUF)
HF/SSB (8-30 MHz above MUF)
VHF/FM (30-76 MHz)

Power Qutput: HF (40, 100, 200, 400W PEP)
VHF (10, 40W)

System Configuration

(Links): Air-Ground
Ground-Air
Alr-Air

FIGURE 1, TEST VARIABLES

These variables, and others, were considered in the design of the test
to determine how communications range was affected with aircraft operating at
various altitudes in various type terrain conditions. The tests described in
this paper were supplemented by other engineering tests and by computer pre-
dictions of communications in operationally-signiflcant areas such as Europe,
the Mid-Eaat, and Korea.

2.0 DESIGN OF THE TEST.

2.1 Measures of Effectiveneas. To comparatively evaluate the per-
formance of the candidate systems, two measures of effactiveness (MOEs) were
developed.

2.1.1 Alpha-Numeric Test Messages. The first measure was a
measure of communications effectiveness using random‘w selected alpha-numeric

[
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(A-N) characters sent through the radio channel. Communication effectiveness
was defined as the percent of A-N characters correctly received, sent one way
without repeats through the communication channel. This measure provided a
quantitative comparison of each of the candidate radio systems as a function
of the range and other test variables,

A test message containing an equal number of randomly selected letters

; and numbers was developed. This was called an A-N test message. The A-N

) test messages were formatted and transmitted as tactical spot reports by the
tester. The tester determined that messages sent in this sgpot report format
operationally resemble grid or target coordinates that helicopters routinely
transmit over radio systems., Further, spot reports in this format sent one

, way through the channel without repeats are demanding on the communication
channel, Finally, A-N messages in this format can be practically recorded in
the helicopter by a test observer and graded at the end of the mission.
Figure 2 shows a typical data recording sheet. A word consists of six random-
ly selected A-N characters. 1In this message characters and numbers are gent
using the phonetic alphabet. These ne«sages were copied down on answer
sheets such as shown, graded and used as the primary measure of effectiveness
for the tests.

Pigure 2. Sample Dats Sheat

DATR/TINE a3 or /D
SYSTEN TIST CODE ITFMIL

moe o) )0  ar NOE  wer @) ow
Mew _090 . wew_7. we_N

sror meroar w _ 20/ wewo, o7
LINT WoRo
v 197 ]|Alc |2
» B|EJZ|3]519
¢ lofc s |x|Y[F
» |6y |D|L |5 |2
| s _ZA’T'Rd)O

MATE:  T00,PA8T T00 SLOW o

3 Pevloatly Mosdabin/ie
fevseptivie Wnioe

4 Beadable WINRICRAMLE SIS

3 Geadsble WOIPPIOATY

1 Sesishin o/ERTRRRE PIPPIOLYY

1 Varcedablo/viaabie

¢ Be Siges! Weard

MADAMILITYE O 1 2 3@:

PRRCENT CORRECT
PR A
M0 QXT COMMENTS

ATMos PHE RIC NOISE MISTED

wwran_ BT mum_ BA_
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2,1.2 Height to Break Squelch, The second measure was the alti- H

tude required to establish two-way communications from the aircraft to the i
base station. In this case the aircraft would climb to whatever altitude was i
required to establish two-way communications to the base station. Thlg pro- i
{

!

|

vided an estimate of the vulnerability of the aircraft containing a candidate
+ radio system to the enemy weapons :chreat, The units for the measure would be

the height, in feet, above ground level (AGL) required to communicate above
an NOE-gituated site. This measure was made for the baseline gystem only ard
not for all of the candidates due to testing time limitations.

2.2 Test Variables. Many variables affected two-way helicopter commun-
' ications (Figure 1). The principal variables were range, altitude, and
' terrain; next in importance was transmitter power used in the aircraft.
& ; Finally of importance was the link tested. Links (or modes) are air-to-

i ground (A-G), ground-to-air (G-A), and air-to-air (A-A). Performance over
: these links differs.

The range and altitude variables are ghown in Figure 3 in the form of a
range/height matrix. Rangey at which the communications equipment were test-
: ed were selected to include tha failure range for the candidate systems, par-
| ticularly the VHF/FM syatems which operate under near LOS conditionas,

= FIGURE 3.  RANGE-HEIGHT CELLS

| i
3 ALTITUDE o
< TWO-WAY COMMUNICA- i
HSQ ¢ ) | } TION ALT I TUDE
NOE € ) | - NOE REGION FOR :
S06 ¢ ) FORT HOOD i
', 1 25 5 0w B % -
RANGE. (KM) |
; |
i {
¥ i
K 430
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2,21 Range. The range intervals at which the communication sys-
tems were tested were spaced logarithmically at operationally significant
distances of 1, 2.5, 5, 10, 25, and 50 km, Actual ranges for the test differ-
ed slightly from these because of terrain and military reservation boundary
limitations. Selection of ranges spaced at two to one multiples of distance

results in excess of 10 dB incremental basic transmission loss for a ground-
wave signal between each site.

The test ranges were selected to identify the capabilities and limita-
tions of each of two modes of transmission--groundwave mode and necar vertical
incidence skywave (NVIS) mode of propagation., VHF/FM radio systems operate in
the groundwave mode of communication in which the launched signal generally fol-
lows the surface of the earth and is refracted or reflected by terrain irrepu-
larities along the path profile between the transmitter and the receiver.
Signals in the VHF portion of the spectrum (30-76 MHz) are attenuated by both
range and terrain, The test ranges of 1-10 km were selected prior tu the
tests to bracket the expected fallure ranpe of the VHF gystems originating at
a base station, The HF/SSB signals also propagate in groundwave mode but to
longer ranges than their VHF/FM counterpart radio,

HF/SSB radios have the capability of operating both groundwave and in
near vertical incidence (NVIS) mode. For NVIS mode the energy is directed
from a horizontal radiator to the ionpsphere and returned to the surface of
the earth, Due to NVIS propagation, HF/SSB has the capability to operate at
extended ranges independent of terrain «ffects, The 25 and 50 kn points were

selected to investigate the communication performance of HF/S5SB radios in the
NVIS mode,

2,2.2 Altitudes, The altitude intervals for the test were gelect-
ed from an operational standpoint, Three altitudes were used:

e Skids on ground--this altitude defines the bottom of the
NOF flight regime,

® NOE nltitude--this altitude, uapproximately 3-ft AGL for

Fort Hood terrain, represents the top of the NOE flight
regime in the test,

& Height to break squelch altitude--this 1s the height above
ground to which the ajrcraft must climb to establish two-
way comnunications, This altitude ig operationally signif-
icant in that the alrcraft must climb to it 1in order to
communicate to a remote base station, As the alrcraft

climbg above the NOE regime, its vulncrability to ground-
basad weapons increases,

As can be gseen from Figure 3, the cholces of six ranzes and three alti-
tudes resulted in a grid or matrix containing 18 cells, This matrix consti-
tuted the sampling grid.

2,3 Sampliing Plan. The tester chose to use a factorial analyals for
the analysis of the test data to relate the performance of the candidate

RN




radio systems and test variables to the dependent variable, percent correct
A-N score. A complete five-factor analysis of variance was planned. [2,3].
The five factors were radio system, range, time of day, altitude, and mode of
transmission (A-A, A-G, G-A). A factorial analysis is generally used to de-
termine the relationship among many test variables and the outcome (A-N
score), To perform this analysis an assumption on the distribution of the
data ip required-~that the data be normally distribyted about the mean, The
analysis of variance program run by the tester revealed significant inter=-
actions between tii: factors and also resulted in a large computed F-ratio for
the candidate radio systems. On the basis of these results, the Newman-Keuls
test was run to make pair-wise comparisons of the mean A-N score of the can-

didate radios and to determine significance., This test is also based on the
Normal assumption.

The decision to perform an analysis of variance in this manner required
iterative and equal sampling in each of the range-height cells for each of
the conditions of the variables. This resulted in multiple sampling in each
range-height cell to establish the roquired confidence levels. This approach
is not recommended for future tests of radio systems in which the range char-
acteristics of the radio systems can be estimated from propagation models,

A sequential sampling is more appropriate for a test program of this
nature. Under this plan, samples would be taken at each of the range-alti-
tude cells, only until the communication effectiveness, mean A-N test scorc
in thie case, could be estimated with a 95X confidence level. The number of
samples reguired in each cell is dependent on the mean score and confidence
level required. Sequential sampling is desirable to conserve expensive tueut
resources and to redirect those resources (helicopters) to investigate other

aspects of the NOE communication problem, A comparison of the two sampling
approaches is shown in Figure 4,

FIGURE 4, COMPARISON OF FOUAL-OCCURRENCE AND SEQUENTIAL SAMPLING PLANS

EAUAL SANPLES
- —BNALYSIS OF VARUANCE (FACTORIAI) .| . SEGUENTIAL SAMPUING

1. RFOUIRES NORMAL ASSUMPTION AND SAMPLES HHOM 1. DISTRIBUTION FREE
POPULATION WITH SAML MEAN

2. RLOUIRES NO A ERIOR) ASSUMPTIONS ON RADIOS 2. MAKES USE OF KNOWN PHYSICAL
3. KCUUIRES EOUAL SAMPLES IN ALL CELLS FOR LAWS GOVERNING RADIOS
FACTORIAL ANALYSIS OF VARIANCE 3, MU REQUIKED
U, REQUIRES NCRMAL DISTRIBUTIUN FUR CONFIULNCE 4. CONFIDENCE STATEMENTS MADE ON
STATEMEMTS CELLULAR BASIS, DISTRIBUTION FRLE
5+ NO THRESHOLD REQUIRED 5. REQUIRES THREBHOLD FOR DUAL
HYPOTHESIS TESTING
6, LESS COST EFFECTIVE 6. MORE COST EFFECTIVE

r__.___..__.. Cen e e ——

NEWAAN KEULS-~STGNIF |CANCE  OF MEANS

1. REQUIRES NORMAL ASSUMPTIJN FOR POPULATION (noTt 4 amove)
DISTRIBUTION
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The sequential sampling approach was prepared but was not used during
the tests. This approach implies the use of a channel utilipy estimator and
: is more operationally oriented; simply stated: Does the system work? To
{ frame this objective, Does the channel work?, we must first define some quan-
s titative measure of the term work, This can be done arbitrarily in percent
! of mesasages that can be correctly received in a particular test environment,
E but it must be decided on before the tests are begun. This can be achieved
é by prefield tests, such as screenroom tests run on radio systems using the
1 test material, by experienced judgement, or by both methods. As an example,

: : an A-N score of 80X may be a reasonable threshold between channel accept-
| ' ability and unacceptability.

|

|

A three-level hypothesis testing procedure was proposed for sequential
sampling:

R | ® Take N samples of communication performance on the channel,
| ]
; e Form an unbilaserd test statistic, based on the performance measured.

e Use this statistic to accept one of the following hypotehses:

_'45 v Hl. The channel can support communications.
. i
; H2. The channel cannot support communications,

. N H3. Cannot be determined. More samples required, 3

The expected results of such a sampling plan are shown in Figure 5.
\ Test thresholds and confidence levels required were determined a priori to
: the expariment., Channel quality is measured at the required confidence level
o ' and by using repetitive samples, In Figure 5, G indicatos a good channel, B
’ a bad channel, and no entry indicates more samples are required. It is pro-
posed that once #1 and #2 has been accepred, then measurements under these
test conditionas will be terminated. In this mannner, experimental resources

B . can be contentrated in areas where communication performance ig at or naar
K the critical value.

- i FIGURE 5, EXAMPLE OF SEQUENTIAL SAMPLING PLAN RESULTS

g { ALTITUDE ‘

| | (AGL) —_— ‘
“ﬂ t G G qw.,“-E G ? i
| l 6 6 2 2 2 | 8

! ; 6 ? ? ? B B :
! RANGE (KM) ]

- 6 = GOOD; MEETS Kl

p - 3 B = BAD; MEETS W2

. ‘ 7 = CANNOT BE DETERMINED.

| MORE SAMPLES REQUIRED,

FIGURE 5§
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For this approach, confidence levels were determined using the binomial
distribution based on independent Bernoulli trials.

pm)-(g)panﬁ

where

P(x) = Probability that exactly x correct
characteristics received in n independent trlals

p = Expect;d probability character correctly
received (preselected threshold or desired
probability)

qQ =1-9p

Suppose we wish fto test the hypothesis that the channel is acceptable
(p » 0.8), using ten transmitted characters (n = 10), of which three are
correctly received (x = 3).

- (10 -
T@3) ~ (03) p¥gq 10-%

- 7.865 x 10~4

Under these conditions, the probability of receiving 3 characters correct-
ly, assuminp that the true (degired) probability is 0,8, is approximately
10-3, or 0.1%. Hence we can reject the hypothesis that tha chunnel is acrept-
able with confidence, Q, where

Q=1 - 7.864 x 104
= 99,92%,

In informal correspondence, the test officer for FM-320 estimated that
for mean A~N test scores used in the field with helicopters, 85% was accept-
able without repeats, 75% acceptable with repeats, and less than 70% unaccept-
able [5].

2.4 Taest Implementation, A detailed test plan was developed by the
TRADOC Combined Arms Test Activity (TCATA) to implement the tesgt at Fort Hood,
Texasw., This plan is extremely complex and is a tribute to the TCATA or-
panization, The taest involved six helicopters visiting the 18 range height
cells in approximately 1 hour and 30 minutes--the time duration for their
fuel load. At each cell the helicopter crew was required to send and recelve
an A-N message from a ground station or another ailrcraft, This was done in
three, 2-hour intervals in cach 24~hour period: at night, during dawn, and
during the daytime hours, Over 10,000 A-N messapes were transmitted, and re-
ceived, and graded during the duration of the tests,

To handle the data gemecruted by the large volume of measages, TCAT, uned
a4 remote terminal, similar to a time-sharing terminal, to enter the A-N tust
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scores into a central computer, The computer was an Army-owned CDC-6500 com~
puter located at Fort Leavenwotrth, Ransas, The test scores were entered at
the end of each day., This type of data handling system is strongly recommend-

ed for any future tests having large amounts of data, The system has a
number of distinct advantages:

¢ Mean A-N tesgt scores for each of the candidate
radio systems were computed and updated daily,

o Cumulative results were available in real-time to

the test officer and others at TCATA interested in
the progress of the testa,

eIt permits ongoing analysis of the tests results

ot the basig of these results, and allows room for
redirection of resources,

Figure 6 (extracted from the TCATA FM-320 Report) (2] shows an
accumulative output, called a Table of Means for each candidate radio system
tested. This table was prepared daily for use by the test officer to evaluate
performance and to plan tests for the succeeding days,

FIGURE 6. PERCENT OF COMMUNICATION EFFECTIVENESS AT NAP-OF<THE-EARTH ALTITUDES AT
ALL RANGES

Ranges
r 1t4t
Syston N 1B 1 o T TR B o e
AN/ARC-114 {BASELINE) P8 S0 68 10 4 1 50 64 1]
HE (400W) 98 98 9% 8 M & 130 1 "
HE (100M SP) 9 N W 9 a3 é5 9% & 90
GROUND RETRANSHISSION 98 9 0N 9% n h 1 a n 1]
ALR RETRANSMInS10N 98 90 80 93 58 46 8o N M ]
SPICIAL RADIO §3 8% 78 70 [ 1 56 ] 58
RF (200W) 98 97 W7 98 79 59 90 & 88
HF (40W) 98 96 93 a8 70 50 g2 B a2
IMPROVED MM (4OW)* 97 97 86 &7 7 4 8 & 6)

"As tested during PH-320, Turthar modificativns (Improvements) hsve since besn nade
to this candidate.

Sourcet TCATA FH-320 Report (Table 4-3).
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3,0 RESULTS. Figure 7 is a plot of successful communications completed
versus range for an A-N score equal to or greater than 80X for Fort Hood type
of terrain. Success here is defined as an A~N score greater than or equal to
80%. The ordinate shows the percentage of the time that this acore was equal
to or exceeded, The Jata used to generate these curves were extracted from
the TCATA FM-320 tests '2] for aircraft flying at two altitudes (skids-on-
ground and a low hover), three time periods, and three communication modes
(aircraft-to-ground, ground-to-aircraft, and aircraft-to-aircraft),

The curves ghow the advantage of an improved FM system over baseline
and the improvement of a high power HF system (400W equivalent) over a low-
power HF system (40W). For multipower radios, the minimum power setting
should be used to achieve acceptable communication quality at the required
range, Switching points for an A-N score of B5% are indicated on Figure 7,

For additional and detailed analysis of this type, the reader is diructed to
reference [6].

Figure 7
TYPICAL COMMUNICATIONS SUCCESSFULLY
COMPLETED VS RANGE FOR AN A-N SCORE 2 80%
FOR FT HOOD TYPE TERRAIN (FM-320)
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In summary, the following information was dcotermined from the tost:

A comparison of A-N scores for the nine systems at six
test ranges.

The dependence of syastem performance on the test variables,

The relationship of the technical characteriatics, such as
power output, to communications performance,
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Areas for improvement for the combined aircraft and ground
station communication system.

4.0 LESSONS LEARNED. From the planning, conduct, and analysis of the

tests, a number of lessons were learned that may be gpplicable to operational
(and engineering) tests that the Army conducts in the future,

4,1 Measures of Effectiveness, The measure of effectiveneas (MOE)
selected to evaluate g communication system should be operationally signifi-
cant and mission-related., A measure of effectiveness must have three char-

acteristics. First, it must be measurable in the field, Second, it must be
quantitative, Third, it must measure to what degree the objective 1is
achieved.

The MOE should have operational significance to decision makers.

4.2 Sampling Plan and Statistical Analysis. If the data for the
teat are to be analyzed statistically, it is recommended that the assumptions
on the forms of the expected distribution of the data be carefully reviewed,
and, 1f possible, be checked. For the FM-320 data, the tester assumed that
the A~N test scores would be normally distributed about the mean, This did 1
not prove to be the case. A sampling plan should be designed, written, and, !
1f possible, tested before implementation of a full-scale test. The choice
of an appropriate confidence level and the number of samples required under
each get of variable conditions to achieve that level should be determined.
The consequeuces of acquiring insufficent data (insufficient samples) should
be investigated. Distribution free techniques should be uged to estimate the
required sample sizes [or Lhls type of test where the digtribution form can-

not be known in advance, Finally, the sampling plan should allow for test
flexibility and redirection, if trends in the data so warrant.

4,3 Pretest Planning and Other Recommendations. The importance
of pretest planning cannut be overstressed, It is important to review and
exchange information ameng all test participant agencies and to change the
design of the test if early results so warrant. Real-time data input and
access are recommended for tests having large volumes of data., Finally, pre-
dictions or theoretical modeling should be accomplighed before the start of
the test and, if possible, be validated as part of the test procedure. This
approach 1s mandatory for sequential testing. The test plan should obtain

data for at least a spot check of any models which will later bhe used to
extrapolate the test regults to other situations.

e e A SPAAA . o a—

5.0 CONCLUSIONS. The results of an operational/engineering test will

be only as good as the planning inputs, the implementation of the test plan,
and the analysis and reporting of the resulta.

In the fall of 1976, o large scale NOE communication test was performed
by TCATA, which required 50-60 personnel, used 1,000 hours of helicopter
flight time with 6 aircraft, and which used 10,000 alpha-numeric messages.
This test was performed by TCATA with test inputs from the U,S, Army Avionics
Research and Development Activity and U.S. Army Aviation Center to evaluate
comparatively nine candidate radio communication systems,

The reaults of this test supplemented by additional analysis and com-
puter predictions were g determining factor in the selection of a NOE radio
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system for U.S. Army helicopters. The system selected will provide accept—
able air-to-air, air-to-ground, and ground-to-air communications for helicop-
ters operating in the NOE flight regime, aud will represent a significant
improvement over the present communications capability of Army helicopters.
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TABLE LOOK-UP AND INTERPOLATION FOR A NORMAL
RANDOM NUMBER GENERATOR, II

William L. Shepherd and John W. Starner, Jr.
Advanced Technology Office
Instrumentation Directorate

IS Army White Sands Missile Range

White Sands Missile Range, New Mexico 88002

ABSTRACT. Results obtained since a paper of the same title was presented
at the Twenty-Second Army Conference on Design of Experiment are described.
An improved table look-up algorithm and more refined error norms are used.
Comparison of the generator with several others is made.

1. INTRODUCTION. A paper with the same title was presented at the Twenty-
Second Army Conference on Design of Experiment (Shepherd and Hynes [1]).

We now present some results obtained since then. Some duplication will,
of course, occur.

With

2
P(t) =} + f:—-]/g: eV /24y, | (1.1)
bl

6(t) = P M(t),

and {u ! any output sequence for a uniform random number generator with den-
sity function equal to 1 over [0,1] and 0 elsewhere, the sequence {G(u)}
can be thought of as the output sequence of an n(Q,1) random number genera-
tor (Abramowitz and Stegun [2], page 950). .

A difficulty in using this idea 13 in the computation of G(u). The earlier
report described an interpolating quadratic spline which, once constructed,
alleviates the difficulty and approximates G(u) to within a prescribed accu-
racy. We now describe a somewhut improved procedure for constructing the
spline. Blair, Edwards, and Johnson [3] furnished us with faster computa-
tion of the norm of the error, which in turn allowed a finer determination
of the norm. At the same time, more compact storaae of the coefficients

was devised. Our experience with some uniform random number generators is
presented, and the results of some statistical tests are given. The normal
random number generator is compared with some others.

Zi TH; SPLINE APPROXIMATION FOR G(t). From symmetry of {(t, G(t)))} about
(?. G(zé). we need concider only %—5 t <1, First consider the knots

1
5" tO < t] a2 t2N < 1. (2.1)
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A continuously differentiable quadratic spline, x, with knots {t1}$§0
can be represented by

K(£) = K(tgiu) *+ X' (byq) (bt ) + 3 X0ty Mty )° (2:2)

for t,, 2t 3ty and
K(E) ® Kltyyay) + K (g bty ) + 3 X't ity ) (2:3)

for Ta1ay 5 1% thyep
1 = 0| ]. tray N"‘lo
It can be shown that
x(t21) a G(t21). x'(t21) 5 G'(t21). fori1=0,1, ..., N (2.4)

if and only if

() = o,y [B(tap) - Blty) - 7 (ta1ag = tgay)6 (tq1)
= % (tytyy)0' (1), (2.5)
Kltggag) = Bltgy) + 7 (tpqyy=tyy M6 (tg) + X' (049, (2.6)
X"(tyy,7) = mT (X (tyyyq) = 6'(tyy)), (2.7)
X"(ty10") = m (B'(tyyyn) = X' (tyyey)). (2.8)

This spline interpolates G(t) and G'(t) at every other knot. The computa=-
tion of G(t21) can be done by the rational approximations of Blair, Edwards,

and Johnson [3]. G'(t21) can be computed from

2
G'(t) b p-r-(E%-fﬂ-' Ven e[G(t)] /2 (2.9)
(2.5)y ..., (2.8), 1n order, can then be used to compute the coefficients
in (2.2), (2.3).

i
|
|
|
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Since G(1) = =, we must choose t2N < 1. Hence in extending x over [tZN']]'
we depart from interpolation and require that

x(tEN) . G(tZN)I x'(tZN) = G'(tZN)’ (2.10)
a1 x(t)dt =[Sl a(t)dt = Ay, (2.11)
EoN ton
1 1

x(t)dt = | G(t)dt := A,, (2.12)
ftaun Eane1 2
toney = ’lf (1 + to). (2.13)

A] and A2 can be evaluated by the formula

P oatar s L (@ 8172 _ L6z,

w

(2.14)

((2.14) can be obtained by the change of variables t = P(u).)

With 4 := % (1-t2N). the conditions (2.10), ..., (2.13) are equivalent to

X" {tyye1?) = f‘g (Ay - u(ty)e = 5 8" (tyy)a%), (2.15)
%' (tons) = G (o) + x"(tyy,q )0 (2.16)
X(toyeq) = 6ltyy) + 6'(ty)a + 5 x"(tyy 1717, (2.17)

#| + - 6 ’ 1 [} 2
Kltaner ) = T3 Ry = X(tgag)s - 3 X' (g )07). (2.18)
Figure 1 11Tustrates G(t) and x(t) for t2N St < 1. With this extension,

x(t) 1s a simple quadratic spline over [%1 1]. Table 1 gives the 4(N+1)
coefficients corresponding to the odd numbered knots.

3. THE KNOT SEEUENCE AND SEARCH ALGORITHM. We now turn to the determina-
s set of knots must be chosen with a

tion of a suitable set of knots.
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number of things in mind. The accuracy of our approximation depends on the
knot spacing. The efficiency of our search algorithm in the table look-up
depends on the exact placement of the knots, and the amount of storage
depends on the number of knots used. These three considerations will be
used simultaneously to obtain our knot sequence.

The accuracy to which we wish to approximate G(t) depends very much on the
uniform generator used and the machine on which this algorithm is to be
implemented. The most common (and most efficient) type of generator is the
1inear congruential type. Knuth [4], chapter 3, presents an excellent dis-
cussion of the 1inear congruential generator as well as some alternatives.
It has been shown (Coveyou and MacPhereson [5] and Knuth [4]) that in a 35-
bit word (as in the case of the UNIVAC 1108) using a 1inear congruential
generator one can expect to have successive pairs of numbers independent

only to an accuracy of about 10'4. Successive K-tuples for K > 2 are inde-
pendent for even smaller accuracies. It would be wasteful of effort to
approximate G(t) to any greater accuracy for use with this uniform genera-
tor. It should be noted that the generator developed here is not suited
for use in high resolution applications. If a greater accuracy is needed
and a suitably accurate generator is obtained, a new knot sequence could be
formed to make the spline sufficiently accurate.

The search algorithm determines, for any given t, a value of j so that
tZJ 3 t< t23+2. Instead of using some binary search technique or a Fibo-

naccl search, it was discovered that 1f we placed the knots carefully we
could very simply compute an index from the vaiue of t and then look up the
value of § in a table using this index.

Let us choose the knots so that each even indexed knot is a multiple of .01
and also so that the maximum error over each interval [tZJ' t23+25 is less

than or equal to 10'4. Further, we want each interval as long as possible

to minimize the number of knots. This gives us the values listed in table 2.

Note that at .97 it is no longer possible to maintain an accuracy of 10'4

a?d a minimum spacing of .01. For any t in [.5, .97] let the index It be
given

I, = |_100t_| - 49 (3.1)

This is very simple and fast to compute in FORTRAN. It is the index of the

interval of length .01 in which t is to be found. Since all of the knots
are on the boundaries of the intervals, we can look up in a table exactly
which knot interval to which this {ndex belongs.

For ¢ > .97 we have a problem. The value .97 is not close enough to 1 to
use the equal area criterion on this last interval, 50 we need more knots.
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Table 2 Table 3 o

J to Y t2j J t23 l
0 .50 7 .9 13 .977
1 .61 8 .93 14 .983
3 2 .70 9 .94 15 .987
¥ 3 77 10 .95 16 .990
g 4 .82 n .96 17 .992
: 5 .86 12 .97 18 .994
: : 6 89 19 1,995
= : 20 .996 |
{ . 21 .997 i
: |
i ; |
: !
3 Table 4 Table 5 ,
5 I, ML) I, ML) I, M1y |
; 1 0 25 2 1 13
b 2 0 26 2 2 13
: 3 0 27 2 3 13
4 0 28 3 4 13
- 5 0 29 3 5 13
| 6 0 30 3 6 13 _
( 7 0 3] 3 7 14 :
! 8 0 32 3 8 14 =
t 9 0 33 4 9 14 :
10 0 34 4 10 14
N 0 35 4 N 15
12 1 36 4 12 15
13 1 37 5 13 15
14 1 38 5 14 16
15 1 39 5 15 16 ,
16 1 40 6 16 17 :
17 ] A 6 17 17 5
18 1 42 7 18 18 :
19 1 43 7 19 19 ;
20 ] 44 8 20 20 L
21 2 45 9 21 21 |
22 2 46 10 22 21
23 2 47 N 23 21
24 2 48 12

444

e e e o A oA A AT B0

B Rk T " .




Starting at .97 we let the knots be multiples of .001. (See table 3.)
We then use the index

1, = |_1000t_| - 976 (3.2)

and look up the knot interval in a second index table. At the value .997

we can no longer maintain the accuracy 10'4 and the spacing .001, At this
point, we use the equal area condition on the interval [.997, 1].

At the cost of extra storage and one further test, we could have formed a
third sequence of knots starting at .997 with a spacing of .0001., We feel

. : that the gain in accuracy near 1 does not Justify the extra cost of 40 words
: ! of storage and one extra test, -

ot e A b ikttt

We should mentiun here exactly what we mean by maximum error and how we com-

_ pute the knots. To compute the maximum error over an interval, we compute |

- the absolute difference between our approximant and an accurate rational !
| approximation at 100 equally spaced points in the interval. (See Blair,

! Edwards, and Johnson [3].) The odd indexed knot tyi47 1s chosen inside the

interval to an accuracy of .1% of the interval length to mimimize the maxi-
mum error over the interval. Starting with ty "5 for J = 0,1,2,.0.4n=1
we compute t21+] and t2J+2 simultaneously to give the largest interval so
that (1) the maximum error is minimized with respect to placement of the

center knot, (2) the maximum error is less than or equal to 10'4. and
(3) the interval length is a multiple of .01.

The search algorithm {s the following:
1. Input t (t s in [.5, 1])

It > .97, skip to 5

It = | 100t | - 49

e e e ————— e a———n— ® .

Return J = M1(It) (see table 4)
1, = |_1000t_| - 976

(3 = (28] (g
. - - .

6. Return j = MZ(It) (see table 5) (3.3)

¥ : 4. A SPECIFIC GENERATOR AND STATISTICAL TESTING. In this section, we study
R . a specific generator and present some empirical statistica) tests. The tests
E ! are designed to study the distribution and serial correlation of the sequences
» generated by our algorithm. We choose a particular Tinear congruential uni-

d form generator and use the tables presented here to form our generator. The
uniform generator chosen was designed for a 35-bit integer word, and all of
the tests were performed on a UNIVAC 1108 computing system.

',.
I
! }
/
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The uniform generator used is of the form

Upe1 ™ (AUn + C) mod m, (4.1)

k|
i where m = 235 and A and C are chosen to give the uniform generator good ‘
§ : statistical properties. The numbers U, are the integers in the range

0%y, S 25 - 1. To obtain a value in (0, 1) simply divide U by 235,

The multiplier A is chosen to obtain good results in the spectral test.
i ; (See Knuth [4] and Coveyou and MacPhereson [5].) Coveyou and MacPhereson
| : present several values of A and the results of the spectral test for each.
! ' We choose from their results the value A = 27214903917, Knuth presents

the following criterion for choosing C. To minimize the serial pairwise
! correlation over the entire period, let

¢~ n(ye D, (4.2)

; where m = 235 and C is odd. We choose the minus sign which gives the value
| ) C = 7261067085,

The first test performed on the normal generator is the Kolmogorov-Smirnov
‘ test. (See Knuth [4].) This test studies the distribution of sequences
! : obtained from the generator. The empirical distributions of sequences of
® : modest length (1000 numbers) are compared with the normal distribution.

The maximum positive deviation (K+) and maximum negative deviation (K°) :
b ! are determined for each sequence. The distribution of the values of ;

' K* and of K~ should be close to the Kolmogorov-Smirnov distribution. The
| deviations of these distributions from the Kolmogorov-Smirnov distr bution
& are well within the confidence limits set forth by Knuth. Figure 2 shows
these empirical distributions and the Kolmogorov-Smirnov distributien.

The second test is a measurement of the serial correlation for nomally

distributed sequences. We compute the following statistic for serial cor-
relation

N
IR L

Cn

LI N2
NJE]XJ - (jg]xd) (4.3)
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Anderson [6] has shown that for a truly random sequence of numbers the
distribution of the serial correlatien coefficients is for a large N !

asymptotically normal with mean N%T and variance —ﬂ:g;z . Figure 3 shows

a comparison of the empirical distribution of the serial correlation coef- |
ficients of 50 sequences of 1000 numbers with the normal distribution with

mean §%§ and variance gggg . The agreement is quite good.

999

5. COMPARISON WITH QTHER ALGORITHMS. We now compare our algorithm with
two other popular aigorithms in terms of speed, storage requirements, and
ease of programming. There are many algorithms, and a discussion of most
of the algorithms in use can be found in a paper by Ahrens and Dieter [7].
The two we choose here are probably the most commonly used.

One of the most popular algorithms is the polar algorithm. This is a modi-
fication by Marsaglia of the Box-Muller algorithm. The algorithm requires
one floating divide, one square root, and one natural logarithm to generate
two random numbers., It also requires approximately 2.5 uniform random num-
bers to generate two normal random numbers. The algorithm requires very i
Tittle storage and is very easy to program. The difficulty with this algo-
rithm 1s speed. The special function calls are very expensive.

Marsaglia, MacLaren, and Bray [8] present a faster algorithm (the rectangle-
wedge-tail algorithm), which is based on the decomposition of the normal
distribution into simple distributions. This algorithm is very fast, but
requires much extra storage for tables. Further, to take full advantage

of the speed of this algorithm, it should be programmed in machine language.
There is no question that a machine language version of this algorithm is
the fastest available; however, the difficulty of programming makes this
algorithm somewhat inaccessable. !

Our algorithm (the inverse distribution algorithm) requires some extra stor-

age for tables. The amount required is, however, considerably less than the :
rectangle-wedge-tail algorithm, A FORTRAN implementation of our algorithm !
1s also faster than a FORTRAN implementation of the rectangle-wedge-tail :
algorithm and 1s considerably faster than the polar method. Table 6 shows !
approximate times for the generation of one number with FORTRAN implementa- [
tions of each of the algorithms and the approximate amount of extra storage

rﬁ?uired‘ The timings were made on the UNIVAC 1108 with the FORTRAN V com- '
piler.

Table 6
Algorithm Time Storage
Polar 102 usec -
Rectangle-Wedge-Ta{l 82 usec 707 words
Inverse Distribution 70 usec 176 words
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6. CONCLUSIONS. We have presented an algorithm for the generation of nor-
mal1y distributed random numbers. This algorithm is designed to be imple-
mented in a high-level programming language such as FORTRAN. Compared with
other good algorithms in FORTRAN Tmplementations, our algorithm is the
fastest and requires only a modest amount of storage. Because this algo-
rithm is to be programmed in FORTRAN, 1t is portable. One must, of course,
obtain a uniform generator that is designed for a given machine; however,
the inverse distribution calculation is entirely machine independent. The

inverse distribution approximation is accurate to 10'4; however, the uniform )
numbers are at best independent to four places. A greater degree of accu- i
racy is unnecessary and would materially add to the number of knots which
effects both the efficiency and storage requirements. This method should -
be used in any application not requiring high resolution where ease of pro- i
gramming and speed are important and storage is not critical. This method ]
can be used, with the appropriate table, to generate random sequences from

any continuously differentiable distribution function.
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DIRECT DEGENERACY ATTAINMENT
IN MARKOV CHAINS

;HTTE e TS

Richard M. Brugger
Quality Evaluation Division
Product Assurance Directorate
US Army Armament Materiel Readiness Command
Rock Island, Illinois

it W

i ABSTRACT. Some procedures for solving for steady state probabilities
; are more complicated than necessary. This paper shows that by not intro-
: ducing the equation reflecting that the sum of steady state probabilities
X is one into the matrix solution, the work becomes easier.

1. INTRODUCTION, This paper deals with the matter of determining
steady state probability expressions for Markov chains. In particular,
it deals with the matter of working with the set of equations from which
the steady state probability expressions are derived.

As iB well known, Markov chain methodology is often useful, and is
sometimes the only methodology available, for dealing with certain types
of problems related to such applications as determining sampling plan
properties or analyzing the characteristics of a weapons system.

The motivation for thls paper arose from a training course in which
the author was enrolled. 1In this training course, a method of solution
for the steady state probability expressions was presented which was
much mora complicated than the method which I had been using., Reviewing
some of the more well~known textbooks that included material on Markov

. chains, it was noted that mathematical concepts of solution wera presented,
but generally no algorithms were provided to carry out these mathematical
concepts. This paper, then, without benefit of references, will provide
the algorithm from the training course and a simpler algorithm that the
author has been using for some time. This simpler algorithm may not be
well known, since, as mentioned, the better known textbooks on Markov
chains tend to avoild detailed descriptions of algorithms.

Throughout the paper, ergodic chains only are considered.

II, THE LONGER METHOD. As an example, conslder the chain represented
by the matrix in Figure 1.

Figure 1
Transition Matrix

52
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In this chain, p + q = 1, Let P(S]) represent the steady state
probability of atate j. From the matrix, proceeding column by column,
we can extract the following set of equations:

P(S1) = pP(S1) + pP(S3) (1)
qP(S1) - pP(S3) = 0 2
P(82) = (q/2)P(S1) + pP(S2) (3)
(1/2)P(81) - P(S2) = O (4)
P(S3) = (q/2)P(S1) + qP(S82) + qP(83) (5)
(q/2)P(81) + qP(S2) - pP(S3) = 0 (6)

» Taking equations (2), (4), and (6) from above and taking into
i account that the sum of the steady state probabilities is equal to one,
we have the following set of linear equations:

qP(S1) - pP(83) =10 (2)
(1/2)P(81) =~ P(S2) -0 (4)
(q/2)P(S1) + qP(S2) - pP(83) =0 (6)

P(S1) + P(52) + P(§3) =1 (7

We shall sae later that including equation (7) at this time was
not wise,

Wa have a set of four equations in three unknowns, and we know that
since the chain is ergodic, exactly two of the equations can be trans-
formed into linearly dependent equations, thus producing a degeneracy
which in effect reduces the set of equations to three linearly
independent ones,

The process of working with these equations to attain thls degeneracy
can be done in a variety of ways. A standard approach is the so-called

sweep out method, which we shall use here,

é P(S1) - (p/q)P(83) =0 (8)

¢ P(S1) - 2P(52) -0 (9)

i P(S1) + 2P(S2) - 2(p/q)P(S3) = 0 (10)
P(S1) + P(S2) + P(s3) =1 (11)

¥
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Subtracting (8) from (9), (10), and (11), we obtain:

P(81) - (p/qQ)P(83) =0 (12)
- 2P(S2) + (p/q)P(S3) = 0 (13)
2P(S2) - (p/q)P(S3) =10 (14)

P(S2) + (1 + (p/q))P(83) =1 (15)

We see that equation (13) is simply minus one times equation (14),
80 we will discard equation (13).

Proceeding we obtain:

P(S1) - (p/q)P(S83) =0 (18)
P(S2) <« (p/2q)P(S3) =0 [¢h))
P(52) + (1 + (p/q))P(S3) =0 (18)

Continuing, we obtain:

P(s1) - (p/qQ)P(S3) =0 (19)
P(82) =~ (p/2q)P(S3) = 0 (20)
(1 + (p/q) + (p/2q))P(53) =1 (21)

Solving for P(53) in (21) and doing appropriate substitutions in
(20) and (19), we finally obtain:

P(53) - 2q/(2 + p) (22)
P(52) - p/(2 + p) (23)
P(51) = 2p/(2 + p) ‘ (24)

1t can be seen that even with a very simple example, a great deal

of effort was expended in order to obtain a solution using this long
method.

II1, THE SHORTER METHOD., Refer again to Figure 1, the transition
matrix for this example. We will work with the matrix differently at
this time. First, we select the most complicated looking column of the
matrix. This is column $3, since it contains an element in each row.

We will then proceed to solve for each steady state probability in terms

- T 1 —— A - 5 A ——— o —————




We thus obtain:

t | P(S1) = pP(S1) + pP(83) (25)
;! P(51) = (p/q)P(53) (26) I
P(52) = (1/2)q P(31) + pP(S2) (27) ‘1
P(52) = (1/2)P(81) = (p/2q)P(S3) (28) _!
P(S3) = P(S3) (29) ;
i It is interesting to note that (29) permits us to disregard all i

of the elements in column 83, This is why we selected the most
complirated looking column, because by so doing we eliminate more work.

Since the sum of the steady state probabillities equals one,
i and since

- 2 ag P(51)
E j=l

e ol st D, o0

3 =1, 2, 3, (where aj represents the coefficient of P(83) in (26),

(28), and (29)) and since P(S3) cancels from each term, we can immediately
write the solution as:

As 18 obvious, this is much simpler than the other method.

P(51) = 2p/(2 + p) (30) !
P(S2) = p/(2+ p) (31) i
P(S3) = 2q/(2 + p) (32) : i

: 4

e Tan B a4
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THE CURSE OF THE EXPONENTIAL DISTRIBUTIOM IN RELIABILITY"

Leon H., Herbach
Polytechnlc Institute of New York, 333 Jay st., Brooklyn, New York 11201

J. Arthur @Qreenwood
Oceanweather Inc., White Plainz, New York

Saul B. Blumenthal
University of Kentucky, Lexington, Kentucky

The exponential t8 wrong
But workse like a song.
Beware the Weibull:

It's incorrigiible.—Anon.

All models are wrong.
Some work.—G. E. P, Box

ABSTRACT. The fact that failures follow the exponential distribution
is almost universally accepted in reliability analysis. Two reasons are
given for this assumption: (1) It is commonly assumed that electronic
components do not wear out but are subject to random ,shocks" which may
cause failure. If these shocks form a Polsson process the underlying
failure distritution is exponential. (2) Sufficlently complex equipment
run for a sufficiently long time (failed components being replaced by
good ones) will follow the exponential distribution. These reasons are
investigated, especially the latter one. In many cases, equipment do not
last long enmcugh to reach the steady state alluded to in (2),

1. INTRODUCTION. The exponeprtial distribution is used, almost ex-
clusively, for the time between failures in reliability analysis. Even
when it cannot be assumed that the failure distribution of a component
is exponential, the exponential distribution is used for the time
between failures of systems. The rationale for this is the belief that
there is a theorem which states that for large systems the time between
fajilures 78 exponentially distributed, Use of tne exponential distribution
simplifies the analysis considerably: it is well known that systems, whose
failure law follows the exponential distribution, do not age; the expon-
ential failure law is the only continuous distribution with this property.
Since the analysis using any other failure law complicates the solutlon
considerably, engineers are loth to give up use of the exponential. If
retaining the exponential leads to incorrect conclusions, one might say
that the reliability engineer is ,being seduced by an easy solution" or
is ,cursed by the exponentiel distributicn®., The purpose of this paper
is to state, somew., .t rolloquially hut a little more precisely, the thaorem

*Preparation of this paper was partially supported by the Office of Kaval
Research wnder Contract No, NOOQ14-77-C-0601/NROL2-377.
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underlying the correct use of the exponential failure law for systems
whose components fail according to another law, and to show the dangers
when this theorem is not used correctly.

This paper is concerned with the superimposed rengwal proceses,
illustrated in Figure 1 for the case of n = 5 components connected in
series. Wher any component fails, the system fails. We assume that a
failed component is instantly replaced by a new one. The x's indicate
times of failure for each component and the bottom line indicates the
failures of the renewal process or system. One version of the exponential
limit theorem [4] states that if one has a renewal process conecisting of
n components, with identical non-exponential failure laws, connected in
series; then, for n greater than some n* and ¢ greater than some t#, the
times between failures of the system are indeed exponentially distributed.
Intuitively the theorem states that for a sufficiently complex system,
after some time t* the components have been replaced at ,random" times,
and there is a random mix of ages of components. Thus the succeading
times of faili-e will occur at random——one of the postulates of a
Poisson process, which implies that times belween failures follow
the exponential law,

We have investigated how large m* and t* must be for the limit
theorem to yield a good approximation when the underlying component
failure law is lognormal, gamma, or Weibull., For all those laws it
appears that the dependence on n is not so cruclal as the dependence
on t; it is believed, however, that reliability engineers frequently
ignore the dependence on t.

Actually the exponential limit theorem is more general than given
above, Under certain conditions, the components need not all have the
same failure distribution: in this case t* would have to be larger yet,
and the results given hera would be even stronger.

2. RENEWAL DENSITY AND SYSTEM HAZARD. Although the mathematical
details, which appear elsewhere [1, 2, 3], will not be repeated here,
we will give some definitions, outline the techrigues used, and present
some cases to illustrate the results. Calculations are based on

h{t) = renewal density of a component

= A+ AR + P + )™,

where [f(t)]*n denotes the n-fold convolution of f(t), i.e. the density
of the distribution of the time to the nth failure of the component,
rgasured from the initial time; and f(t) ia the failure density of a
component. Thus h(t) is the density of all failures for a specific com-
ponent and A(t)dt is the probability that, in the interval (¢, ttdt),

.the component either fails for the first time or fails for the second

time if it was replaced prior to t or fails for the third time if it
failed twice and was replaced prior to ¢, etc. It can be shown that
h(2) + 1/u as t + @, where U is the mean time to failure of a component.
Note that the renewal function
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FIGURE 1. Failure times in a superimposed renewal process




t
H(t) = gh(T)dT = Expected uumber of failures up to time ¢,

and that ¥(t) v t/u-constant, where the constant reflects the fact ;
that, for small ¢, h(t) is typically less than 1/y. :

Let h‘(t) be the system hazard so that h’(t)At is the probability

that the syatem fails in the interval (&, t+At), given that it was oper-
ating at time . For At << ¢ the probability of more than one failure in
the interval is negligible and #(t) will be reasonably constant in the
interval, These of course are the postulates of a Poisson process, and
would suggest that some exponential limit will apply. In addition, A(%)
is an ensenble average over many components with different replacement
histories. It is not an appropriate failure rate to use at time ¢ for

a component last replaced at some known time; in 4 system of m componeuts
connected in seriez, however, the summation of failures over components
is a good approximation to this ensemble average for large n. Since we
have assumed that faiied components are instantly replaced, the mean
nunber of system failures in the interval is rigorously n times the s
mean number of failures of a component. Thus nh(%) is rigorously the . !
system failure rate at time £, computed when the system is first put '
on test (t = 0). Because of the averaging over n components, nh(t) ls
a good approximation to the system failure rate at time ¢, computed at : )
time t, after we know the system history; and h'(t)At can also be con-

_ gidered as the mean number of system failures in (¢, t+At).

We are interested in
4 = Jwit,n) = Prinext failure occurs after t+w | present age is t}.
But, for large n, 4 ~ £, vhere
£ = L(wit,m) = Prinext failure occurs after t+v | failure occurred at t}.

Note that in J we have n components with unknown ages (although we do
know the diatribution of those ages), while in ¢ we have n-1 components
with unknown ages and 1 component which is new at time ¢. Thus the first
moment of <£is the mean time between failures. Define s, a dimensionless
waitiug time, by v = u8/n, where U is the average time to failure of a
component and u/n is the average waiting time between syster failurtga
Then it has been shown [3] that, neglecting terms of the order of n °,

SCus/nst,n) = expl-ush(£)H1 - (uo)ZL,/on - ()L /2n’}, (1)
L, = L,{us, h(t), h'(%)} and L, = L,{ua, h(¢), B'(2), h"(¢t)};

where

i.e. the ,correction" terms depend on L8 and the renewal density and its
derivatives. This dependence is reasonable. For large w (earlier in this
section, when relating the asyatem hazard to the Poisson process, v was

denoted At) the system hazard ha(t+6w). 0 <0 <1, is not a constant; so

that h.(t) 4 h’(t+w). The mean number of failures in time w is given by




1
/ h (t+6w) w do .
0 .

§ Using a Taylor expansion around t for the integrand will involve the
. derivatives of k.

Now, for n infinite, (1) bmcomms
lim £ (us/n;t,n) = exp{-ush(t)}, . _ (2)

(e

and the waiting time is characterized by a non-homogeneoua Poisson
B : process. If, furthermore, n + », then A(¢) + 1/u and we have
g | '

1im 1im £ (ua/nyt,m) = @2, (3)
ol 5]

the limit theorem referred to in Section 1.

We shall presaont results based on (1) and (2) when the underlying
failure distribution is gamma or Weibull, For the gamma we have

v fz) = 2 Yenp(-2/8)/16%r(a))}, = > 0, 8 > 0, a > 0;

()
U= 6a; (5)
for the Weibull,
f(x) = pw-l(z/e)pexp{-(zle)p}. x>0,06>0,p>0; (6)
= or(ap™h, n

N 3. EXAMFLES, f(w;t,n) is plottad as a function of ¢ in Figures
- 2-9 for gamma and Weibull components. The smooth curve represents n = ®,
+ represents n = 64 and X represants n = 256, Figures 2, 4, 5 appeared in
[1); Figures 3, 6, 7, in (3]; Figures 8, S were used in the oral presen-

tation of [5] but did not appear in the Proceedings and have not been
published previously.

In interpreting the gamma plots, Flgures 2-7, several successive
transformations from real time to coded time must be made. Start with T,
the age of the system, and ¥, the waiting tim2, both in ¢lock hours; so

; ; that we are concearned with failures in the interval (7,7+¥). Then trans-

form: fa) Eliminate © by computing ¢ = 7/6 and w = W/8. (b) The non-
| dimensional waiting time

8 = nW/u = nW/(Ba) = mw/a.

\ ‘ (0) The curves are indexed by ¢~%. the double 1imit for n and T infinite,
j : which is given equally spaced values from .05 to .95; thus

W -un'lloge".

; (d) Instead of t,
. ! t/a » T/u
! H

was used in order to relate the plots to systems composed of elements
having unit mean life regardless of a. To have used ¢ would involve
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FIGURE 2. £ (as/n; t, n) for n gamma components
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FIGURE 8. f (us/n; t, n) for n gamma components: & = 12

making plots for systems whosa elements had different mean lives for dif-
ferent values of a and would make comparison of the results for diffurent
a more difficult, since both shape and mean life would be changing. (e)
Finally, exp(-t/a), rather than t/a, was taken as the argument, to ,com-
press" the abscissa in the curves. This final normalization means that
the gamma plots must be read from right to left: £ = 0 and * correspond

to absciasas of 1 and 0 respectively. (The Weibull plots, Figures 8 and
9, read from left to right.)

.The asymptotic probability P ranges from 0.05 to 0,95 by steps
of 0.10 in Figures 2, 4, 5 and by steps of 0.30 in Figures 3, 6, 7, 8, 9.
Thus the top cu.ve in Figure 2 corresponds to & = log(.95) = ,05; a = 12,
ws oa/n v ,6/m Because v depends on both o and 8, each curve on any

figure represents a differsnt w; the same w, moreover, corresponds to
dﬁﬁmmwasehvuh¢

To illustrate these somewhat confusing transformations that take ¥
into 8, consider a system with n = 300 components, a = 2, and 0 = 5000
hours, so that u = 10,000 hours; and let the contemplated waiting time
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. . ¥ = 100 hours. Then ‘
2 ; 8 = nW/u = 300%x100/1€,000 = 3, e~ ° = 0,05,

= Thus the time-equilibrium probability (¢ = =) that the system operates :
i : for at least 100 hours without a failure is 0.05.

2 _ As another example, suppose we desire to find the probability that !
L : a system of 100 components survives without failure for at least 24 hours :
.| when all of the components have the gamma distribution with a = 2 and ;
gy : mean life 10,000 hours (6 = 5,000 hours). The system age is I = 10,000 §

?, hours. We have ¢t = 2, t/a = 1, & = 100%24/10,000 = 0.24} so that
" | B .
g ! § 6¢® = 0,787, ¢”* = 0.368.
b | ! Interpolating in Figure 5, we find £ = 0.792. Alternatively one could .
¥ ' show that uwh(t) = 0.984 and use (2) to obtain ‘ 1
..’ £ = e"yzuxcgsu = e-0236 = 0.790.
i
E 466
-
¥ PRI " oo v - ~s———"
- FORreT s T R .

: o \-o st g e ncvalil
e 1 Lo - R S R L ALY 2. Ty




8

3;.00 20 MO

. axp (=)
FIGURE 7+ L(aa/ni b n) for N gamma CO

1t may be wsrth noting that when the time

t), the sameé scale factor appears in the

mevator in h, so that the product wh(t)

guppose the System with size and age

is

distributed components with o = 4% and mean

that & = 2600 hours) and ve desire the surv
as before. Then t % %» tla =1, 8 2 0.2h,
{s 0.787 a3 pefore. 1t cap pe shown that ph(t

including terms in negative powers of n

At T/ = /o = 1, 88 in the last two ©
coprrection {s only modevate; the next axample
jess well aged. Suppose the system congists ©

7 = 2200 hours old. Then t = 2200/5000 =

PRl

467

A
%

exp(-t/u) = 0.8. AlSO» 8= 100*2“/10.000 =
in Figure 5 at an abscissa of 0.8 yields ph =

mponents: & s

scale
denomina

(as from T to
nd in the nu-

is changed
tor inu a
jnvariant.

mn~dep¢ndont

will consider 8 system

¢ 100 compone

W= 10,000 hours (¢ = 5,000 nours); W = 24 hours,

0,4k,

oy = -log(.787
5904 and

nts with & = 2
and the 8Y

Interpolation

e

e

o me e

'M,w;,—-’-m-. &




o't = d °g IWNOII

sjuouoduoD TINQIeM % JcF (u ‘i/g fu/sr) T

§'T =d "¢ RO
n/g
L 9 & % &
—
1
2
¢
Iz
5°
L
e
6°
0°t
T

\O
n
=t
g
N
o}

L
—

3
34

468

»
I



PSR SN

£ = gme2UX.5004 _ -.141

= 0.868,

This is a somewhat larger survival probability than the time-equilibrium
prediction would give. The difference is more striking if we consider
the probability of surviving 240 hours so that & = 2,4}

~-ueh(t) - e-i.u

e?=0001and & e = 0.247,
which is considerably larger than the equilibrium value, 0.091. The
errors in ignoring system age are seen to be far greater for large
walting times than for small ones.

. Several global conclusions can be drawn from these curves, The
= " most important 1s that the effects of finite ¢ are more important than
g : the effects of finite n. This may be seen from the wide fluctuations of
. £ as t varies and the closeness® of x's and +'s to the smonth curve for
;| t = @, The approach of L to its limiting value for a = %, as displayed

: in Figure 7, is monotonic increasing; this is because gamma components
have decreasing hazard rates when o < 1, Although we do not present the
. curve here, the same phenomenon has been seen for Weibull components
A : with p < 1. As a ( or p ) gets larger there is a range of shape parameter
' : for which the approach is monotonic deoreasing, as shown in Figures 6, 7,
9, For still larger a or p the curve oscillates before damping in its
approach to the equilibrium value; the larger o, the more oscillations
are visible,

b n L _em

These oscillations were not expected, but they are genuine. Since
hindsight is often 20/20, we now give an intuitive justification for the
phenomenon. If the mean of the failure distribution of a component is
large relative to its standard deviation (if the component has a small
coefficient of variation) failures conceantrated near the component mean
life U reduce the relliability, causing a relative minimum. After replacing
the failed components, the reliability is increased, causing a maximun.

But after an additional time y the second generation of components will
fail, causing a second maximum, etc., Thus we expect peaks tc occur at .
values of I' that are multiples of u. The peaks get wider and shallower !
as T increases, until failures are essentially ,random" and the exponential j
limit takes effect. This situation is illustrated in Figure 10. The upper
set of curves represents f(t) and its convolutions (time to second i
failure, time to third failure, etc.). The distribution of kth failures
peaks at t = XKu; its standard deviation is of the order of uvk times the '
: coefficient of variation of f, Thus the peaks do get wider and shallower
' ' as I increases. Another heuristic argument is illustrated by the lower
curve in Figure 10, representing h(%), the sum of the curves in the

o m—— e ey

, : *A comparison of the two curves for o = 2, Figures 2 and 3, indicates ;
b : that the approach for n + = is faster in Figure 3 than in Figure 2. Both
r curves reprasent computer plots. We had intended to include only Figure :
, 3, but, having discovered the discrepancy, found it advisable to include ‘
i both, Clearly one of the computer programs used was in error. The program
3 is being rewritten; a correct tabulation and plot will be furnished on

3 E“ request.
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b : upper figure: it oscillates and then stabilizes to a constant value. But .
§ ‘ one observes from (1) that £ is essentially a monotonic function of h(t)
g (L, and L; affect the size of the oscillation, but have little effect on
& its location) and one observes from (2) that the asymptotic ¢ for n + =
g : 18 a monotonic function of hA(t), with sense reversed: the peaks of A(t)

" , are mirrored into the troughs of £ (¢). It is well known that the coef-

- ' Ficient of variation of the gamma and Weibull distributions decreases as

- a and p, respectively, increase.

The oscillations increase the value of T/ needed before one can
be sure that the deviation of & from its 1imit is less than some specified
value, For example, consider the curve of ‘-ueh(t) & o o.a
when f(t) is a gamma density. Table 1 is obtained by finding on these %
curves the time beyond which the value of p never deviates from 0,35 by
more than 1% (i.e. 0.0035)., Note that such a time as T = 3.1l can be
very large for highly reliable components. For example, if a = 12, and
8 = 1 month, and n = 256, then on the average the system has 256 failures
per year or ope failure every 1.4 days. Yet the steady-state exponential
limit is reached after 3.1 years! If a = 12, and O = 1 year, and n = 256,
then the system falls svery 17 days; and the steady state is reached
) L after 37 years! Do many systems last this long? 1f not, one should not
& ‘ be analyzing their reliability by means of the exponential assumption.

for e

Table 2 illustrates how the mean life y = a® (for gamma components)
onters the calculations. The first two lines were read from Figure 2. If .
' 6 = 15 hours and n = 256, the MTBF of a component is 180 hours and there %
? is a system failure every 42 minutes. If 6 = 15 years and n = 256, the
: MTBF of the system is 257 days; the last line of Table 2 indicates that
steady stats has not arrived after 165 years.
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TABLE 1, Time for oscillations to die down as function of scale parameter

scale parameter nnrmalized time coded time

a t/a e't/a t = T/8
Y 3.0 .050 1.5
% 1.2 . 301 1.8
2 1.2 . 301 2.3
3 1.7 .183 10.3
12 3.1 045 37.6

TABLE 4. Effect of scale parameter 6 on reliability calculations:
Poisson components, o = 12

st .23 40 .58

£ .75 « 795 .663 .90

t/a 1.47 .92 .54
0= 1 mo. T = 17.6 mos. 11.0 mos., 6.5 mos.
15 hrs. 265 hrs. 165 hrs. 98 hrs.
15 yrs. 265 yrs. 165 yrs. 98 yrs.
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APPLICATION OF TIME SERIES MODELS
Geory. E. P. Box

University of Wisconsin
Madison, Wisconsin

l. The need for time serietr models

Statistical models with which the user is perhaps most fam-

illar are of a form such that for the t'th of n observations

y, = f(x., B) +u (1)

-~

t

where Ve is the t'th observed value, x, ic a vector of k independ-

~t
ent (input) variables, & E is a vector of p parameters. The error
term Uy has zero mean & 1s often assumed to be distributed

1) normally,

11) with constant variance 02 independent of t,

i11) independently of any other error us (s¥t).

Such models ineclude those customarlly assoclated with anal-~
ysis of variance as well as with regression analysis. The practl-
tioner is however frequently involved with data which occurs ser-
1ally 4in time or space. Thus Yys Yosrees¥y, might be successive ob-
servations of the positions of a missile observed every second, or
of recruitment to the Army observed every month. For such data the
errors are unlikely to be independent. A dilsturbance oncurring
at time t ir likely to influence not only an cbservation made at
time t but alsc subsequent observations at times t+l, t+2, ete.

In such a case the errors u_ may be serially correlated.

t
Now statisticians have a great deal of experience with build-

ing models of the form of (1) and have available a battery of tech-
niques which ere approprlate when the assumptlons mentioned above,

(in particular the independence assumption) are true. Most notably

maximum likelihood estimates of the parameters g may then be obtealned

by use of the method of least squares (1.e. standard regression analysis).

sk
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It might therefore be asked whether serial correlation of
errors will seriously invalidate these standard methods. Statis-
ticlans have traditionally seemed to worry most about the effects
on non-normallity rather than the effects of stochastic dependence
of errors. It 1s therefore relevant to consider how badly the
effects from violation of serial independence assumptions compare
with those from non-normality.

Table 1 shows the result of sampling experiment (Box 1976,

{1]) in which two samples of 10 observations from identical populu-
tions of the forms indicated were taken and subjected to a t-test (t)
and a Mann-Whitney test (MW). The sampling was repeated 1,000 times
and the number c¢f results significant at the 5 percent point was
recorded. Ideally, this number should be 50( that 1s, 5 percent

of the total) but it has a standard deviation of about 7 because of
sampling errors. More accurate results may be obtained by taking
larper samples or by analytical procedures, however, since there is
no practical difference between a significance level of say L per-
cent and 7 percent, the present Investigation suffices for illustra;
tion. Autocorrelation between adjacent values was Introduced by
generating observations so that Py the first serial correlation, had
values of -0.4 and +0.4,

The frequences on the left are thcese obtained for a nonrandom=
ized test. The frequencies on the right are obtained when the ob-
servations were randomly allocated to the two groups.

As is to pe expected the significance level of the t-test is
affected remarkably little by the Jdrastic changes made in the mar-

ginal parent distribution-~changes for which the "distribution-free"
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test provides insurance. Unfortunately, of course, both tests are
: equally impaired by error dependence unless randomization 1s intro-

duced when they do about equally well. The point is, of course,

that it is the act of randomization that is of major importance

here not the introduection of the non-parametric test function.
In the situations we discuss in thils paper, randomization is
not possible and it is evident that in this case we face a serious

f; f problem 1f errors are serially correlated.

As a further illustration consider the following regression
model used by Coen, Gomme & Kendall (1969), [16) to model quarterly
data in which Ve is a stock market index, xl,t-6 is a measure of U.
K. car production lagged 6 periods & x2,t—7 1s a commodlty index
lagged 7 perilods !

a + + X + x + u .
Yy * Be * Ba%y,t-6 * Ba¥o,po * Yy
. On the assumption of error independence, for which ordinary
least squares 1s appropriate, estimates of Bl and 82 were calcula-

ted. These were 1l4.1 and -9.9 times their standard errors, indica-

 £ ting overwhelming significance. On this basls the authors of the
: paper believed that they could forecast future stock market prices.
It was subsequently pointed out however (Box & Newbold 1971, [10]),

| that, as soon as proper provision was made for serlal dependence in

- Larmt o B Ao nan

the errors, the apparent relationships disappeared.

2. ARIMA time series models

l'odels hevinp their origins in the work of Yule [22]) Siutsky }
v [19] & Yaglom [21], whien have been found to be of great practical ;
- value in representing serial dependence, employ stochastic difference
equations of the form

¢(B)u, = 8 (B)ay (2)
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h where u, 1s the sequence to be modelled, B 1s the backshift over-
l

ator such that Bu, = u

i
t t-1, .

;; . ¢(B), called the autoregressive operator is such that

b : 2
k! B) = 1-¢.B-¢.B%,.,.-¢_BP
¢(B) = 1-9,B-¢, o

i _ 6(B), called the moving average operator, is such that

-0.B-6.R%-,..-8 B®
8(8) = 1~0,B-€,R°-...-8 B

v o and {at}is "white noise", that 1s, a source of independent irandom

k. e i ks D e TR felnaCe Al

"shocks" roughly normally distributed about zero with constant vari-

2
g, .
ance ¢

The form of equation needed is often rather simple. Thus Fig.

t E 1l shows a number of real time series topether with the fitted sto-
chastic models which have been found to represent then.

As illustrated by these examples, models for nonstationary
time series may often be bullt by fitting a stationary model to &

differenced series. Thus (see Figure 1l(b)) the first difference : 1

Upg-ug_y ™ (1-H)ut - Vut of the stock price series is represented

ST T

3 . by a stationary flrst order moving averape model ylelding the over- !

’\
% all model ;
: (1-B)u, = (1-eB)a, with 6 = -.1 ;

i.e. g = U, + 8, + ’lat—l

E; Models of this kind have been used successfully to solve a wide
g; variety of problems including :
N : Forecasting future values of a series. %
- j Smoothing Series (including seasonal adjustment of series).
3 } Intervention Analysis (detecting & estimating effects of

:i : system changes buried in dependent noise).

| Control of Systems. i !

Ve now 1llustrate some of these applications with examples. i
{
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Pig. 1 (1-.9b)ut = 1.‘45"'(1—.68)8.t

-, ‘.:Ww\mw\w '

! " (a) Two-Hourly Concentration Readinps:

Chemical Process

(l-B)gt -'(1+.15)at

413

430

(v) Dally IL!. Stock Prices

(1'5)2“t - (1-.9u+.532)at

/¥ Weighus
<}
£] —
58 s ' : et
og l'“'Wel(hu : e ., !
g W "_JIA J | , L
”’g I TV v': 505 Limit |
5’ | 954, Limit i
“75 . “-. . .....‘0. .‘.'. :
! ii “r Setere? 1 eweetpy .
t=3 '

(¢) Scries arisire in & contrecl priblem with
forecast functioen & linits of -rror

»
8 &

1-B){ 1-812)ut-(l-.UB) ( 1-.6312)%'

- -
8 8

£

Nateral Logasithens of Monthly
Passenger Totals(in thousands)
£

i A - - y o b B p— IJ Illl h _*.d
1949 1950 1930 1952 1983 1954 1985 1936 1631 1958 1959 1960

(d) Seasonal series: logs of monthly passenpgers
totals in international air travel., Torecasts
for up to 36 months ahead all made from arbitrary
origin CJuly 1%€7.
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3. Estimating future locatlon of a missile

The following is taken from an MRC technical report (Box &

Pallesen 1978, [11]) which deseribes the modellingm of some missile data

(made avallable by Mr. Paul Thrasher of the Quality Evaluation Division

of White Sands, Missile Range). It shows how a stochastie difference

equation model may be bullt & used to predict the future location

of the missiles. Dctails of the calculations will be found in the

book by Box & Jenkins indicated here by BAJ[8]. ;
A rodel 6 (B)V%z, = 8 (B)a, (3)

i1s said to be an ARIMA (Autoregressive Integrated Moving Average) oy
model of order (p,d,q) if ¢p(B) & eq(B) are polynomials in B of
deprees p & q respectively having zeros outside the unit circle.

3.1 Identification, Fitting and Checking of Model [

The data series we are considering consists of 246 consecutive
observations of the x-coordinate of a mlissile trajectory. The ob-

servations, Zes t =1,2,...,246, were made with constant sampling

interval and there are no missing or obviously aberrant values.
Modeling such a time series is conceived of as an iterative

process involving three stages: 1dentification, fitting and diap- ) ;

nostic checking. Identification is first performed along the lines

of Chapter 6 in B&J [8]. Plotting the data zt(Figure 2a) shows a i
| ; smooth nonstationary series, whose autocorrelation function (Flgure !
! é 2(b)) dies out extremely slowly. After differencing three times !
the series §3zt appears stationary and its sample autocorrelation
and partial autocorrelation function (Figures 2¢ and 2d) sugpest
that & reasonable model for v3zt should include a few moving aver- i

age parameters of low order. A clear identification 1s not possible

g |
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at this point but a stochastic difference equation model of the form

w (1 - 6Is - 8 82 - 9383)at (4

3
vz 1 2

t
1s conszidered worthy of being tentatively entertained.

Fitting this model by the method of Chapter 7 in B&J [8] gives
the parameter estimates. residual sum of squares (RSS) and the
residual mean squdre (RMS) listed in Table 2, If this model 1s
adeguate the RMS value provides an estimate of the varlance,

02 = E(ai), which 15 the one step ahead forecast error variance.

a

Ciagnostic checking (Chapter 8 in B&J [8]) involves examination
of the residuals (the estimated at's) left after fitting this model
to seek for departures from the "white nolse" form. One way of
doing this 1s to submit the residual[ﬁt}sequence to the ldentifica-
tion procedure previously applied to‘?zt. In fact the autocorrela-
tion function of the residuals §t's, Fipure 3(a), suggests that while
most of the dependenct 1is being accounted for by the model, some sip-
nificant low order autocorrelations remain, indicating some addi-
tional 6 parameters are needed. Notice, that the dlasnostic check-
inr of the model (4) reveals model inadequacy and alsc identifies

in which way the model should be modlfied.

After another cycle the model

3, . Cen? - end. ant_ agd
v z, (1 - BlD 923 - 63B - eun - 655 ‘a

is identified, and it fits the data very well, leaving residuals,

o (5

Fifure 3(b), which look like white nolse. Fipure 3(c) shows the
sample autocorrelations cof the residuals. This fitted model along
with some other contenders are listed in Table 2. Additional

models cre fitted as a check that additional parameters would not

484




Table 2

Models fitted to Missile data

{x-coordinate)
(p.d,q) Model RSS RNS (DI
_ 2 2
(0, 2,2) Viz = (1-0B-0,B"a 410. Loow (242)
A , . 83
01~ .7lh{ 60
~ “ ‘*0
0,= - 517{__63
Moduli of roots: 1. 39; 1. 39
t. e, stable
0,2, 3) vlz = (1-08-0.B°-0.87)a 1,44 (241)
(0,2, A R A M 348. '
A .78
0, = . 662 { "oy
A 103
~ - 31
03 = 425 (o4
(Moduli of roots; 1.14; 1.14;1, 83)
\ 1. e, stable
(0,3,3) V3z = (1-9,B-0 B?'-e 33)1 247 1.03 (240)
[ | t 1 2 3 (t N . S 4

~ V.75
01 = 1.731 {1.72

» — =76

02 = -, T76 -.79

~ “108
= -, 1

0, O {13

Moduli of roots: 1.014;1.014;9, 39
i. e. stable

PP S




Table 2 Continued

! (p,4,q) Model RSS RMS (DF) ,
* ' 3 2 3 4 f
. = - - - - . ] q Q !
f (0,3, | vz = (1-0B-0,8"-0,8"-0,B")a, 203 85 (239) ;
i , a 1.99 !
; Bl = 1,938 { ). 89 E
|
;' °z=‘1 030 {-111 . |

K ! ~ - - .02
‘ ' : 93 = 146 {_ 27 ]
: i
- A |
; 04 = 173 { ,i
(Moduli of roots: 1,13;1,13; 1, 59; |
| |
[l I
[ | 3 2 3 o4 5 - j

| (0,3,5) | 97z = (1-0,B-0,B"-0,8".0,B"-0,8") 192. 81 (238)

" 2,11 5
6 = 2.078 { 2. 04 !
A -1.21 |
6, = -1.291 139 i
|

A . 00
6, = - .115 _ 23 |
a .51 i

0, = .395 ‘28

~ '00'* !
0 == 131 {-.zz i

|
(Moduli of roots: 1.11;1. 11;1. 79;1, 79 ;

: 1. 93)
(0, 3, 6) Vth = (1-018-028,-03857.043"-0535 192. .81 (237)
b | 6
| ~0,8 )3
: (roots o.k.})
N
6, =0
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substantially improve matters (overfitting), and also to demonw~

| - strate that the chosen number of differencings is appropriate.
‘ 3.2 Checking zeros of 8(B)

Regarding the operator

- 2 3 4 5
6(B) 1-0,B - 0,8 - 933 - 6B - BSB (6)

§ | ﬁ as a polynomial in B, 1t is shown in B&J [B8] that a necessary require-

ment for a sensible model is that the zeroes of this polynomlial be

outside the unit circle (invertibility property).
. It 18 important to check this and the moduli of the roots given
in Table 2 indicate that the model is indeed invertible.

3.3. Forecasts

L? | Accepting that the (0, 3, 5) model provides an adequate re=- ’
3 presentation of the system (with the (0, 3, 4) model as a close
runner-up) the forecasts produced are most easlly calculated from
the difference esquation itself (see Chapter 5 of B&J [£8]). From
Equation (5) we find ]
LT ?
*a, - 0,8, o - 8,8, 5 - B8, o - 6ya, , - 0.8, o (7) |
Then by taking conditional expectations of zt+l'zt+2""’zt+l at !
origin t (as described in B&J p. 130 [8]) the 1,2,3,...,%,... step |

2g = 3%y - 3%,

! E ahead forecasts are:

i - B (1) = 3z, = 3z, y ¥ Zte2 T 1% 7 B2%-1 " 03%-2 - PuBgo3 - f5Ry

1! : 2,(2) = 38,(1) -3z, + 2y ) - 8,8, ~ 038, ) = 0,8, 5 - 058, 4 1
| i 8,(3) = 38,(2) - 38,(1) + 2z, - 08 - 6,8 ) - 0.8, , ‘
§ 4 2,(4) = 32,(3) ~38,(2) « &(1) - 8,8, - 0.8, ,

§ £,(5) = 38,(4) ~ 38,(3) - £(2) - oga, (8)

{v
o

£,(8)

3§t(z-1) - 32(2-2) -2(2-3) L




[

Table 3 |
: PFPORECASTS :
Model Model Mod el .
| Obs # | Actual value (0, 3, 5) (0, 3,4) (0,3, 3 |
ﬁ : 201 13225, 08 13224.78 13224. 80 13224, 90 I
| 202 13306.74 13305, 80 13305, 94 13300, 40 !
H] ' 203 13387.51 13386, 70 13386, 77 13387, 51
’ 204 13468,42 13467, 20 13467.23 13408, 14 |
|
. 205 13549. 74 13547, 33 13547, 34 13348, 34
L | ‘ 206 13628, 61 13627.10 13627. 08 13028, 12 j
! 207 13708, 78 13706, 49 13706. 46 13707, 48 '
; 208 13788. 67 13785, 52 13785, 48 13786, 40 i
: 209 13868, 21 13864, 18 13804, 14 13804, 91 :
§ 210 13947, 30 13942, 47 13942, 44 13942, 09 ?
. i
! i
- [
i :
i .’
s -
| |
x |
B |
| 3
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In practice of course this is done automatically by the computer.
For 1llustration, the forecasts produced by this model with an
origin (for all forecasts) at t = 200 is shown in Figure 4, It
will be noticed that the forecasts are in very close agreement
with the actual values. Even the 1l0-step ahead forecast 1s hardly
distinguishable from the actually observed value.

Table 3 1ists the actual values and the forecasts numerically.
The forecasts produced by the models (0, 3, 4) and (0, 3, 3) are
also very good and they are 1lncluded for comparison.

3.4, Error of Forecasis

In order to determine the error of the forecasts, 1t is helpful

to write the model (3) in random shock form. Thus formally

8 (B)
z, = -d—l—-—at - t(B)at (9)
v ¢p(B)
where
w(B) = 1 + y,B + sza +ou (10)

And it is shown in B&J [8] p. 126-128 that the lead L forecast error
is

ec(8) moz 0 = 2 (R) maa ., + W8 . g e F Yy B, (11)

Whence the variance of the forecast error is

var[e ()] = E(z - ﬁt(’.))2

t+4
12)
2 . 2 2 . (
= (14 9]+ 5+ . V) o
For the fitted model (5) the y-weights are calculated by equating
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coefficients in (13), B&J [8] pp. 132-134.

(1- 38+ 38° - B + ¥,B + WaBz + ..)
2 3 4

B-6,B° - 6,BY - OuB

= (1 -8, 2 3

- 8,87 (13)
Specifically we find the wd values given in Table U, Using the

2
a

is pgiven for & = 1,2,...,10, The last column in Table U 1lists 22

estimated 6§ = .81 from Table 2, the variance of the forecast error
standard errors, corresponding to approximately 95% probability
intervals for the forecasts. We note, that these probablility inter-
vals are so narrow, thaf they cannot be distinguished from the fore-
casts themselves in a plot like Figure 4,

The above 1s all that 1s needed to compute forecasts and the
standard deviations of forecast errors. Vhat appears in the follow-
ing sectlions 1s not necessary for calculation, but does 1lluminate
the nature of the projection proocess.

[

3.5 Integral forms

As discussed in Chapter 4 pp. 103-114 of B&J [8]), the
equivalent integrated form of the model of Equation (5), is of
some interest alsco., In this form the observations appear as a
linear apgregates of past random shocks, their difference, sum,
sum ¢f sums, eto., plus a4 new random shock. Specifically the in-
teprated model form
2, % A8y + AyBy_y * AgSa,_ + A,8%a, o+ 8% ) +a (14)
degenerates to different models from Table 2 when certain of the
A-coefficients are taken to be zero. Table 5 links models from
Table 2 to their equivalent integrated forms, and lists estimated )
coefficients which can be calculated from the estimated €'s. Con-

version formulas for the models under consideration are given in
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Table 4

y-weights and forecast errors

Approx. QR

q;j ¢ Var[ct(t)] Probability Intervals

1 .81 + 1. 8§
. 922 2 1.38 * 2.3
1,057 3 1.81 * 2.7
1. 520 4 3.74 % 3.9
1. 916 5 5.95 + 4,9
2,376 6 9.15 % 6. 0
2.900 7 13,62 + 7.4
3.488 8 19,70 & 8.9
4,140 9 27,17 + 10.5
4,856k 10 38.20 + 12,4
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Table 2

Integrated mode!l forms

2 3
2y = A, VA Hh A b8 PN Sa PR Sa Ty
Model N N N \ \ RSS
(0, 2, 2) ; . 483 | . s00 ) 110,
(0, 2, 3) . 425 | .035 | 878 ) S48,
(0, 3, 3) . - Lo | oLote | Lo | o2am
(0, 3, 4) ] 173 | Lez7 | 197 | Loes || 203
(0, 3, 5) 131 | -o129 | o11e | 140 | Loes || 102,
e —
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Table 6, but can more generally be found from equating coefficlents
in Equation 4.3.21, p.112 in B&J [8].

3.6, The eventual forecast function

One question of interest is what function 18 being selected for
proJecting the forecasts, i.e. what 13 the forecast function. It
is shown in B&J [8] p. 139 that depending on the nature of the left
hand operator, the model (3) could call for forecasts lying on an
updating function that could consist of any combination of poly-
nomials, exponentials and sine and cosine waves. What forecast func-
tion does the model imply for the present fitted (0, 3, 5) model?

The eventual forecast function for the (0, 3, 5) model satis-

fles the dlfference equation

Ve (2) = 0 (15)
which has as its sclutions a nolynomial in £ of 2nd degree
5 . nit) (%) (t),2
zt(n) bo + by L+ by 08 (16)

and applies for #>q = p - d (1.e. 2>2),

In other words the model (0, 3, 5) implies, that the forecasted
future values from some time origin ¢ will, except for slight devi-
ations in the first two lead-timee, follow a quadratic curve. (The
(0, 3, 4) model which fits slightly less well implies that only one
initial deviation occurs, while the (0, 3, 3) model implies that all
forecasts lie on a quadratic curve).

Although the forecasts are best calcylated directly from the
difference equation as above 1t 1s enlightening to further consider
their nature.

As the origin of forecasts is advanced the calculating process

requires that coefficients bo, bl and b2 are sequentially updated.
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Table 6 ’

Conversion formulag, 0 to A

|
Model Formulae !’
. A, =14+ !
| @22 AR |
1 1" %2 i
!
‘ A7 08 f
0, 2, 3) Ny =1+0,+20, !
A =1-0 -8,-8, |
i
Ao =10, |
(0, 3, 3) A =146, +20, |
A\, =1-0 -0,-0,

!
A1 0 |
(0, 3,4) ;:o =:+23+ZZ4+36 l
1 2 3 4 !
A, =1-0,-6,-0,-06 |

. ,
A2 % ;
X_1=94+495 !
) (0, 3,5) Ng ®1-0,-30, - 60, l
N, =140, +20, 430 +40, §
N, =1-0/-0,-0;-0,-0, |
|




For example the updating formulae for the (0, 3, 5) model can be :
found directly by relating (16) to the forecastiny formula from é
the integrated model.

We find thet the updating formulae derived below are

1 —

(6) | L (t=1) ,  (8-1) , , (8-1)
5 bo bo + b1 + b2 + Aoat
[ !
- - () _ ,(b=1) , , (t=1) , |
§ | by by + 2b, A+ BAy)a, (17) :
(t) . ,(t-1) '
2 b2 ML

Note that the first terms in the right of (17) simply allow for

g - movement of the origin without changing the polynomial. The term

':J - involving the last random shock a, appropriately undates the coef-

: ficient. .
The updating formulae (17) are derived as follows. Ve have

fror Equation (14) that

Zeag " AaVBago1 t AlgBpagan ¥ 20584
(18) ;
+ 1.8%a + 2,83 + a i
1° “e+e-1 2° %t+-1 t+l ;
3 Assuming £>2 and taking expectations at origin t we find i
| R . 2 3 |
¥ 2, (2) = E(AgSa,,, 1) + E(X;5%,,, 1) + F(A,5%a, . 1)
: 2
| -
‘ (A,58,) + (A8 g1 ¥ 2 5a) |
| _
| , 3 2 (1)
| ? + (A,87a, o + (R41A,8%a, , + 255==2,58,)
l z 2 2 3
! = (ASay +3,8%a, )+ A;5%ay )+ 28Ty )
i
2
+ 2()Sa; + A;87a,_, + WA5Sa.)
2,34 o
+ R (gxzuat> (19)
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The coefficients bo(t), b§t), b;t) in Equation (16) are now identified as

[ (%) 2 2 3
bo ' = AgSa, + A,5%a, , + A 57, ) + A 57a

Sa. + A.8%

(t) .
b A\8a, + A Sa, 5 + % A 5,

(20)

() .
LPZ RA?Sat

Now it is seen that (17) can be rewritten as (20) .

3.7 .How are the data used in the forecast?

Still another way to interpret the forecasts is as a welghted i

sum of previous observations: Writing (5) as

i
3¥§th = n(B)zy = a, (21) ! i
where ! i
n(B) = 1-v B -1B2 - ... (22) | .
we find that } |
2.(2) = wlit(l-l) + wzit(z-a) L N (23) l i

where Qt(-h) 18 taken to mean 2y for h = 0, 1, 2,..+ « The
n-welights can be found by equating coefficients in the following
identity afrter the 6-estimates have been substituted)

v3 = 6(B) n(B)

(1-3B+ 38° - B3) = (1 -8 B-eza2 - o, b
B - n232 w333 -..)) (24)

5, -
1 BY - euB -953 Yo

_(1 -

The w-weights (also denoted by n(l)) are given in Figure 5:

thus for example
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2, (1) = .922¥z + .207xz,_, + .355xz, , - -039%z, o

-.068xz, ) - '171xzy g - JAU9xz, o - L 143xzy .

~.107xzy g = .079xzy g - Olbxz, 44 - «01Bxzy 44

+.008xz, ., + .027xz + JOllxz + .OhBxz,

12 t-13 t-14 15

+.048xz, g + Olblixgy ,, + .036xz, ,g + 1026xz, o oo

The two step ahead forecast can bhe found similarly by replacing Zy

by zt(l) and zt-J by zt-J+l’ and so on for forecasts with hipher

lead times. llowever these forecasts may also be expressed directly
as weighted sums of the observations Zys By zt_a,... « The

(2) g (3

welghts corresponding to the two and three atep ahead
forecasts respectivelyv, are also shown in Fipure 5. In the remain-
der of this paper a brief outline is presented of two other imrpor-

tant applications of time series modelling.

k. Intervention Analysis

We freauently need to detect & estimate possitle chanpes in
the functioning of a system affected by known interventions.

For example Figure 6 shows monthly averages for ozone in
parts per hundred millions (p.p.h.m) measured in downtown Los Anpeles
(Box & Tiao 1975 [13]). It is known that in January 1960 a law
(rule 63) was put into effect whereby the amount of reactive hydro-
carbons in gasoline sold throughout L.A. county was reduced. Can
a change be detected at this point in the series? If so how large

ig it?




Furthermore modified engines were made compulsory for new cars
introduced after 1966. Can any effect be detected which might
plausibly be related to this intervention?

Standard statistical procedures will certainly bhe invalidated
for examples of this kind because

(a) the noise Uy is highly dependent (& in this case seasonal).

(b) the effect of changes made may not be immediately felt but

may have dynamlc characteristices.

Difference equation models of the form

- will) 8(B .
Vi E%BT * ﬁ-g'%at (26)
can take account of both difficulties.

For the Ozone data a model was developed of the form

(1-8,5) (1-6 312)

Yo ® WXy YT ““%E + oD fy

In this expression Xyps Xop & x3t are indicator variabhles allowinp

for possible chanpes introduced by interventions.

{0 t < Jan 60 Allows for step change of size w, possibly
X1t 1 t » Jan 60 associated with rule €3.

1 for summer months 66 cnwards Produces 2 staircase func-
tion (step size ma) to rep-

x2t n resent nossible effect of
new car englnes in summer
0 for winter ronths 66 onwards conditions,

0 for summer months 66 onwards Produces a staircase func-
tion (step size w3) to rep-

resent possible effect of
1l for winter months 66 onwards new car engines in winter,
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Estimates were obtalned as follows

= -007*006

8, = -2.09t.10, &, = -.25:.07 @&

3

(with 8, = -.24¢.03, 8273 552,06)

This sugpgest that _

(1) a step change of about -l.l1 units occurred at about the
time rule 63 was introduced.

(11) that progressive changes of about -0.25 units per year
occurred in the summer months after the new engines wvere
introduced.

(111) no detectable corresponding effect occurred in the winter,

Seasonpgl Adjustment

It frequently happens that time series such as inventories of

equipment items, army recruitment eto. afe highly seasonal. Changes
are much more reddily understood 1f appropriate seasonal adjustments
are made. An empirical metpod for separating seasonal series into
(1) a seasonal component (11) a trend component (111) an additional
error component have been discussed by Julius Shiskin (1967),
(18] & is presently used extensively, and is referred to as the X1l
method. This method produces good results on the average. It is
however unable to take account of the particualr properties of in-
dividual series. New research suggests that a model-based approach
(Box, Hillmer & Tiao 1976), [2] can accomplish this. For example
Figure 7 shows results obtained by the X1l method & by the model
based method on a time series for unemployed males in the United
States 20 & over.

Further research on stochastlic difference equation models is

ocurrently undergoing vigorous development. In particular, research
is being conducted into multivariate upplications and to problems

in control & the general identification of dynamic systems.
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