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FOREWORD

The twenty-Eighth Conference on the Design of Experiments in Army Research,

Development and Testing had as its host the U. S. Army Combat Development

Experimentation Command, Fort Ord, California. It was held at the Hilton Inn

Resort, Monterey, California, on 20–22 October 1982. A brief history of the

host installation appeared in a booklet issued the attendees at this meeting.

Exerpts from this booklet are reproduced below.

U.S. ARMY COMBAT

DEVELOPMENTS

EXPERIMENTATION

COMMAND

FORT ORD,

CALIFORNIA

COMBAT

DEVELOPMENTS

EXPERIMENTATION

COMMAND

The United States Army Combat Develop

ments Experimentation Command was estab

lished in 1956 at Fort Ord, Calif., setting the

stage for the introduction of a new form of mili

tary evaluation ... the Combat Field Experi

ment.

The command is more familiar to many peo

ple, military and civilian alike, as “CDEC.” With

its highly sophisticated electronic field

laboratory, located at Fort Hunter Liggett,

CDEC's military-scientific team has the mission

of providing hard factual answers to basic ques

tions about how the Army of the future should

be organized, how it should be equipped and

how it can best fight!

To provide such answers CDEC has

developed a method of evaluation significantly

different from anvihing previously available to

the military decision maker. CDEC applies the

technique of the scientific field experiment to

military systems and problems. Experiments are

conducted under conditions simulating as

closely as possible those of an actual combat

situation.

CDEC began with soldiers armed with stop

watches, compasses, slide rules and clipboards

as data collection systems. Today, CDEC has

evolved into a high technology command using

computers, lasers, intervisibility equipment,

an accurate position location system and other

sophisticated measurement equipment.

"Vision to Victory" is CDEC's motto. It is a

vision with a purpose that centers on the pro

duction of hard data through field experimenta

tion and operations research pointing the way to

the Army of tomorrow.
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CDEC's experiments involve highly realistic

mock battles during which casualties from

various types of engagements are taken out of

the battle by a computer operating as a high

speed, impartial umpire.

Here, weapons “fire" beams of light instead of

live ammunition. Each weapon is equipped with

a low-power, eye-safe laser system and each

soldier-player or vehicle, such as a tank or

aricraft, has several laser detectors which send

signals when “hit" by a laser beam. The players

and weapons are linked by radio to a central

computer.

When a laser is fired, a coded impulse is sent

to the computer. If the beam hits any of several

laser detectors on the target, its particular coded

impulse allows the computer to determine in

stantly which weapon it came from, its location

and whether it was powerful and close enough to

destroy the target. These instruments tell play

ers almost instantly if they were “hit" or

“missed" during these simulated firefights.

Computers take tanks and other vehicles out

of action when hit by simulated fire. When

ammo loads are exhausted, these same Jom

puterized systems can simply “turn off" the

players' weapons.

MEADQuarters

UNITED ºrates An-y

co-eat DeveLop-EMTs

experimentation co-AND

U.S. ARMY COMBAT

DEVELOPMENTS

EXPERIMENTATION

COMMAND
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The Army Mathematics Steering Committee (AMSC), the sponsor of the Conferences

on the Design of Experiments, appreciates the fact that the Combat Development

Experimentation Command was willing, for a second time, to serve as host for

these conferences. For both of these meetings, Dr. Marion Bryson, Scientific

Advisor, USA CDEC, has served as chairman on 10cal arrangements. His careful

planning helped make these two of the most profitable meetings in this series

of statistical symposia.

The Program Committee would like to thank Dr. Larry Crow of the U.S. Army

Materiel Systems Analysis Agency for organizing the "Special Software Test and

Evaluation Session"; and also Mr. Langhorne Withers, U.S. Army Operational Test

and Evaluation Agency, for arranging a special session devoted to "Logistic

Supportability". The agenda gives information about these two interesting

solicited events for this conference. Members of the Program Committee feel

they were fortunate in obtaining the following nationally known scientists to

give invited addresses at this meeting.

SPEAKER AND AFFILIATION TITLE OF ADDRESS

Professor Brad Efrom Bootstrap Methods

Stanford University

Professor Leo Breiman Tools in Data Analysis

University of California

Berkeley

Professor David W. Scott Nonparametric Bivariate Density

Rice University Estimation as a Tool for Data

Analysis

Professor Nancy R. Mann The Influence of W. Edward Deming

University of California- on the Implementation of

Los Angeles Statistical Quality Control——The

Early Days and Now

Another event associated with this conference was a tutorial seminar on

"Non-Parametric Statistics". It was given, on 18 – 19 October 1982, at the

U.S. Army Combat Developments Experimentation Command by Professor William

J. Conover, Texas Tech University.

The winner of the second Wilks Award for Contributions to Statistical Methodolo

gies in Army Research, Development and Testing was presented to Professor

Bernard Harris of the Mathematics Research Center, University of Wisconsin–Madison,

at a banquet held at the Naval Postgraduate School on Wednesday night, 20

October 1982. This honor was bestowed on Dr. Harris for his many contributions

to various statistical fields. He has helped Army scientists with many of

their design problems, and his advice in conducting these conferences has

proved invaluable. He recently developed, together with Dr. Andrew P. Soms,

new methodologies and optimality results for the long unsolved problem of

confidence bounds for system reliability.

Members of the AMSC feel that it is appropriate to again express their thanks

to Mr. Philip G. Rust of Thomasville, Georgia for endowing both of the Wilks



Awards. The first one entitled, "The Samuel S. Wilks Memorial Medal and

Award", was initiated in 1964 and is now being administered by the American

Statistical Association. The second one, initiated in 1981, is called "The

Wilks Award for Contributions to Statistical Methodologies in Army Research,

Development and Testing", and is under the auspices of the AMSC. Mr. Rust's

generous gifts in memory of his friend, Sam Wilks, will contribute to the

welfare of the military services as well as foster statistical science in

general.
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ENTROPY INTERPRETATION OF GOODNESS OF FIT TESTS

Emanuel Parzen

Institute of Statistics

Texas A&M University

ABSTRACT. This paper describes a synthesis of statistical reasoning

called FUN.STAT (because it is fun; functional (useful); based on functional

analysis; estimates functions; and all graphs are of functions). FUN. STAT has

three important components: quantile and density-quantile signatures of

populations, entropy and information measures, and functional statistical

inference.

A FUN.STAT approach to the problem of identifying the probability

distribution F(x) of a random variable X from a random sample is outlined.

To identify fo in the location-scale parameter model F(x) = Fo((x-u)/g), We

estimate entropy difference A = H*(f) - H(f). H(f) is Shannon entropy and

H”(f) = log o + H(fo) is entropy of the assumed model (which may maximize

entropy). Estimators H1, H2, H3 of H(f) are defined which are respectively

fully parametric, fully non-parametric, and parametric-select. Significance

levels for A are obtained by Monte Carlo methods. The family of

parametric-select estimators of A may provide optimum tests of F., (such as

normal or exponential) and estimators of F when one rejects Fo:

KEY WORDS: Entropy-based statistical inference, goodness of fit tests,

test for normality, Shapiro-Wilk statistic, quantile, density-quantile,

quantile-density, autoregressive density estimator.

1. INTRODUCTION. Let X1, ..., Xn be a random sample of a continuous

random variable X with distribution function F(x) = Pr[X=x], -ºxx<e, and

quantile function Q(u) = F'(u), 0<u>]. Tests of normality, or exponentiality

are special cases of a location-scale parameter model, which we denote by the

hypothesis

H, F(x) = F,(*#), Q(u) = u + c 0,(u)

where Foſz) is a specified distribution with quantile function Qoſu). Table l

lists. Fo and Qo for various standard distributions.

Research supported by the U. S. Army Research Office Grant DAAG 29-80-C-0070.



STANDARD DISTRIBUTION FUNCTIONS

AND QUANTILE FUNCTIONS

Name Foſs) Qoſu)

Normal *(x) = ſº...?(y) dy , •'(u)

*(x) = (2n)” exp - * x

Exponential 1 - e."” log (l-u)"

C

Weibull, 1 - e^* , x > 0 (e. 0-0)

Quantile shape C = }

parameter 8

-e” —l

Extreme value l – e log log (l-u)

of minimum -oo:X3oo

—e"? —l

Extreme value e - log log u

of maximum -oo-ºx<oo

Log normal *(log x), x>0 exp *"(u)

Logistic 1-(1+e")” log #7



Many statistics have been introduced by statisticians to test the

composite (location and scale parameters unspecified) hypothesis of normality.

A superior omnibus test of normality (in terms of i.e.; seems to be provided

by a test statistic W = 02/01 , where gi and G2 are scale estimators, defined

as follows: G 1 is sample standard deviation, while G2 is a linear combination

of order statistics estimator of G. We call W a statistic of Shapiro-Wilk

type because it is a variant of a test introduced by Shapiro and Wilk (1965)

and Shapiro and Francia (1972).

The question arises: to discover a motivation for the W statistic which

explains the source of its power, and to use this insight to extend W to

Other distributions fo. In this paper we propose that the power of W can be

explained by representing it as an "entropy difference" test statistic. We

show that the test statistic for normality introduced by Wasicek (1977) is

also an entropy difference statistic, as are test statistics introduced in

Parzen (1979).

2. INFORMATION DIVERGENCE AND ENTROPY. To compare two distribution

functions F(x) and G(x) with probability densities f(x) and g(x), a useful

measure is information divergence, defined by

I(fig) - ſ.t-log #} f(x) dº

It can be decomposed into cross-entropy

H(f;g) = ſ.ſ-log g(x)} f(x) dx

and entropy.

H(f) = H(f;f) = ſ. (-log f(x)} f(x) dx

by the important identity

0 < I(f;g) = H(f;g) - H(f).

To estimate entropy it is useful to express it in terms of the quantile

density function q(u) and density-quantile function f(\(u) defined by

ta(u))”

F(x) one can show that

q(u) = Q' (u), f(\(u) = f(Q(u))

By making the change of variable u

H(f) = ſ. - log f(\(u) du

- ſ. log q(u) du.



Under the hypothesis H, that F(x) = Fo((x-u)/g), a location-scale model,

q(u) = gº,(u) and

H(f) = log o + H(fo).

3. ENTROPY DIFFERENCE TO TEST GOODNESS OF FIT. To test the hypothesis

Ho we propose to investigate (and eventually establish how to use optimally)

test statistics which are entropy-difference statistics

A(f) = H'(f) - H(f)

where H*(f) is a parametric evaluation of the entropy of f, evaluated under

the assumption that it obeys Ho, defined by

H*(f) = log o H(f),

while H(f) is a non-parametric evaluation of H(f), usually most conveniently

obtained by

H(f) = ſ. log a(u) du

To estimate H(f) we have three types of estimators which we call

H
l fully parametric estimator,

2 fully non-parametric estimator,H

-

H3 smooth or parametric select estimator

Similarly to estimate Hº (f) we have several types of estimators depending on

the estimator 6; we adopt for g; thus

^O - -

H j T log "j + H(fo)

Three important possibilities for *; are:

G1 maximum likelihood estimator,

62 optimal linear combination of order statistics estimator

G3 estimator of score deviation a 3 = ſ: foſ,(u) q(u) du.

Under Ho these estimators are all asymptotically efficient estimators of G.



While one can conceive of about 9 possible estimators of the entropy

difference A, we discuss only three estimators which we denote A11, §12,

and Åss e

4. ENTROPY-DIFFERENCE INTERPRETATION OF SHAPIRO-WILK STATISTIC

To test the hypothesis Ho: X is N(u,02), a test statistic W of

Shapiro-Wilk type is of the form

a -

W = oz ol

where 31 is the sample standard deviation and

- i- n - i- 2 %

' (+3*) X(s) § s” (=3:3) }o2

j
:

is an asymptotically efficient estimator of q based on linear combinations

of the Order statistics X(1)* . . . *(n) of the random sample. The first step

in the entropy interpretation of W is to consider instead the statistic

An = - log W = log 3. - log 32 - # - Hi

where [with f,(x) = *(x) = (2x)” exp -(k) 23, and H(f) = } (1 + log 2-)]
l

2

30 = a

H} = log on H(fo)

is an estimator of H*(f) based on 31, and Hi is a purely parametric estimator

of H(f) based on the parametric estimator oz; note H1 = H%.

Significance levels for the entropy-difference statistic Åil = - log W

are obtainable from tables of the W statistic [for example, Filliben (1975)].

An example of 5% significance levels (for accepting normality) are

An 3 0.05, for sample size n = 20 ;

All s 0.023, for sample size n = 50

5. ENTROPY-DIFFERENCE INTERPRETATION OF WASICEK STATISTIC

To test, the hypothesis Ho: X is N(u,02) Wasicek (1977) proposes a

statistic which is equivalent” to

- º,O º

A 12 - H - H2

where # is an estimator of the parametric evaluation H9(f) of entropy, and



H. is a fully non-parametric estimator of H(f) based on the gap or leap (of

order 2v) estimator

... t j \ – n+l : —

q,(#) - -2J *(jºv) - *(j-w)? , j=vºl, ..., n-v

of q(j/(n+1)), and

- l n- V -

H2 = }, q, +)
n-2v j=v-Hl n+]

(

Some significance levels of A12 are given in Table 2; they are transformations

of the significance levels given by Wasicek (1977) and obtained by Monte-Carlo

simulation.

6. ENTROPY-DIFFERENCE INTERPRETATION OF PARZEN GOODNESS OF FIT PROCEDURE

To test the general hypothesis Ho: X is Fo(**), Parzen (1979) proposes
forming raw estimators d(u) of O

d(u) = + ,0,0) aſu),
O

where Go 7 ſ. foQo0t) q(t) dt. To form d(u) and % we replace q(u) by the

least smooth gap estimator ã2 (u). Smooth estimators dm(u) of d(u) are

formed by the autoregressive method. From estimators of the pseudo-correlations

p(v) = ſ e2miuv d(u) du, v=0, #1, ..., +m

one estimates the coefficients of the autoregressive order m approximator

- - –2

- 2Tiu 2Tium
dº(u) - ‘m 1 + am(l) e +...+am(m) e

to d(u). The coefficient ‘m plays an important role in entropy calculations

Since

ſ. - log dm(u) du = -log Kn

can be regarded as an estimator Ass - ſ. - log d(u) du of A.

This formula, which we prove below, provides an entropy-difference

interpretation of the goodness of fit procedures in Parzen (1979).

To prove this interpretation of A33, write

- log d(u) = log co - log foſ,(u)-log q(u)



Therefore

l - LO

ſº - log d(u) du = H'(f) - H(f)

is an entropy-difference.

The autoregressive estimator diſu) of d(u) provides a parametric

select estimator of q(u) by

ă(u) - so diſu) q,(u)

A parametric select estimator of H(f) is

H, - ſ. log ā(u) du

ſ: log à(u) du + ãº

where

ſº log % + H(f)

is an estimator of H*(f) based on %.

The parametric select entropy-difference test statistic A33should be

denoted A33 m because it depends on the order m of the autoregressive
2 -

estimator diſu) of d(u). Significance levels of A33 II] derived by a very

approximate Monte Carlo simulation (in the case of testing for normality)

are given in Table 2. They show that the parametric select estimators of A

provide a smooth progression of significance levels from the fully parametric

estimators of A to the fully non-parametric estimators. In practice, we

recommend adaptive determination of the order m by the data, rather than

choosing a fixed order m.

It may be useful to use a rough approximation to the 5% significance

levels of Åss II] which is provided by 2m/n. A criterion for accepting Ho: X

2

is F,(**) is:

*... - - log K. : *; 9 m=1,2,...

One rejects Ho if there exists a value of m for which the Akaike-type criterion

AIC(m) = #1 log º 0 ;



the value of m which minimizes AIC(m) is chosen as an "optimal" value m.

An optimal parametric-select estimator of the true quantile-density function

q(u) is

* (v) - 3, diſu) goſu)

7. CONCLUSION

We believe that the interpretation given in this paper of powerful

goodness of fit procedures as entropy-difference statistics provides a

striking demonstration of the FUN. STAT synthesis of statistical reasoning.

In addition to elegance of the theory, very practical and implementable

procedures are obtained.

The parametric select estimators Ass m of entropy-difference test

statistics for goodness of fit have for m=l approximately the properties of

fully parametric estimators (such as Shapiro-Wilk & 11) and have for large

values of m approximately the properties of fully non-parametric estimators

(such as Wasicek A12). Thus it appears the series A33,m, provide all the test

statistics required. Further the autoregressive approach provides

non-parametric estimators of the true distribution when one rejects the null

hypothesis Ho:

One may find that a sample passes the goodness of fit procedure for two

null hypotheses. An appealing procedure, whose properties remain to be

investigated, is to choose that null hypothesis for which A3 3 m is always less

than the corresponding statistic for the other hypothesis. *

The entropy-difference statistics Ass m are implemented in our one-sample

univariate data analysis computer program ONESAM. Table 3 lists auto

regressive estimates of entropy-difference when testing for normality data

sets in Stigler (1977). An asterisk indicates a data set which is not

normal in our judgement.

In Table 2 we report significance levels for Alz obtained (by Monte Carlo

calculations) by Dudewicz and van der Muelen (1981) in the case of testing for

uniformity rather than normality.

The closeness of the Dudewicz-van der Muelen levels to the Wasicek

levels suggests a conjecture, which remains to be proved, that the entropy

difference statistics have distributions which are approximately the same

• V → X-11
for all null hypotheses Ho: X is Foſ o * *

. A final noteworthy feature is that the autoregressive method of

estimating quantile-density functions and density-quantile functions,

introduced in Parzen (1979), can be shown to have a maximum entropy

property [compare Parzen (1982)].



Table 2. 5% SIGNIFICANCE LEWELS FOR ENTROPY DIFFERENCE STATISTICS

Accept Ho: X is N(u,0°) for some u and g if entropy difference is less than

threshold given.

T

-

All *33,m Al2

- Autoregressive order m Wasicek gap estimator qi,(u)

Sample | Shapiro- Monte Carlo 5% level (Dudewicz-van der Muele

Size n | Wilk (rough approximation 2m/n) - - - -

Hºf Hº-Hé-- v-5 v-4 v-3 v-2 v-l

20 .05 . 141 . 235 . .299 || . 378 .398 .40 .40 . 43 .6l

(. 10) (.20)|(.30) |(.40) (.50) (.43 .43 .47 .66)

50 .023 .045 .08] | . I 26 . 153 . 176 .21 . 21 . 23

(.04) (.08)|(. 12)|(. 16)|(.20) (.22 .22 .24)

Shapiro-Wilk and Wasicek levels are based on Monte Carlo simulation of normal;

Dudewicz-Van der Muelen levels are based on Monte Carlo simulation of uniform.

One can conjecture a relation between gap order 2v and autoregressive order

m for the corresponding estimators to have similar distributions and therefore

similar significance levels:

(2v) m = n = sample size

To understand what this conjecture is alleging note that for n=20, m-4 is

similar to 2v = 6; for n=50, m-6 is similar to 2v = 8.

When one uses gap estimators of q(u), and thus of entropy, one has the

problem of determining the order 2v. One can more easily develop criteria

for determining the order m of autoregressive estimators of q(u).



Table 3. ANALYSIS OF STIGLER (1977) DATA SETS BY ONESAM PROGRAM

|5(v)|? *33,m AIC(m) śir

Stigler Sample

Data Size -

Set v=l v=2 v=3 m=l m=2 m-3 m=l m=2' m=3 m

l 18 .042 .025 .057 .04 .08 . 17 .07 - 15 . 17 0

*2 17 . 193 .030 .042 .2] .27 .34 - . 10 -.03 .02 l

3 18 .108 .027 .047 . l l . 14 . 17 -.00 .08 . 16 0

4 21 .057 . 159 .04] .06 .20 .21 .04 -. Ol .08 2

5 2] .146 .015 .04] . 16 . 17 .22 -.06 .01 .07 l

6 2] .047 . 102 .002 .05 . 13 . 15 .05 .06 . 14 0

7 2] .04l .046 .040 .04 . l l . 18 .05 .08 . ll 0

8 21 .079 .047 .01 l .08 . 18 .27 .01 . Ol .02 0

*9 20 .285 .235 . 124 .34 .42 .42 - .24 - .22 - . 12 l

10 20 .027 .059 .045 .03 .09 . 15 .07 - 11 . 15 0

ll 26 .046 .006 . .033 .05 .06 . ll .03 .09 . 12 0

12 20 ... 107 .001 .023 ... l l . 13 . 13 -.0l .07 - 17 l

13 20 .084 .027 .063 .09 - 16 .20 .01 .04 - 10 0

*14 20 . 162 .094 .130 | .18 .22 .39 - .08 -.02 - .09 3

15 20 .066 . .006 .001 .07 .09 .09 .03 - ll .2l 0

*16 20 .080 .056 .093 .08 . 17 .44 .01 .03 - . 14 3

17 23 .065 .014 .038 .07 . l l . 14 .02 .07 . 12 0

19 29 .002 .ois .008 | .00 .02 .03 .07 .12 .18 || 0

10
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EXACT PROBABILITY LEVELS FOR MULTI-SAMPLE SMIRNOV-TYPE STATISTICS

William E. Baker

Malcolm S. Taylor
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Aberdeen Proving Ground, Maryland

ABSTRACT. Let there be given c independent random samples of continuous

random variables of size n1, m2, . . . . ne; and denote the observations in the

ith sample by *il , *i.2, • * * > Xi Suppose it is desired to test the null
n. "

hypothesis that the samples all cème from the same population.

Birnbaum and Hall proposed for this null hypothesis the test statistic

ºr ºr

D(n1, m2, . . . .ne) = Sup, Fi(x) - F}(x)]
X, l, J

*

for i, j = 1, 2, ... , c, where Fi denotes the empirical cumulative distribution

function for the ith sample. In their 1960 paper they published the proba

bilities P[D(n,n,n) < r ) for n = 1 (1).20(2) 40 where r = k/n, k = 1, 2, ...,n.

The tables referenced here are an extension of the Birnbaum-Hall Tables,

resulting from the examination of a larger number of samples and the considera

tion of unequal sample sizes. In addition, an application of this work to a

problem in ballistics is discussed. Although length precludes the inclusion

of the tables in this paper, they are available in a technical report published

by the Ballistic Research Laboratory under the same title.

I. INTRODUCTION. Let there be given c independent random samples of con

tinuous random variables of size n1, m2, . . . •nc, where n1 + n, + ... + ne = N;

and denote the observations in the it sample by *il • *i.2, . . in. "

it is desired to test the null hypothesis that the samples all come łrom the

• , X: Suppose

same population.

Birnbaum and Hall” proposed for this null hypothesis the following

two-sided and one-sided test statistics respectively:

7–

Birnbaum, Z.W. and Hall, R.A., "Small Sample Distributions for Multi-Sample

Statistics of the Smirnov Type," The Annals of Mathematical Statistics,

Vol. 31, No. 3, pp. 710-720, September 1960.

13



+ +

D(n1, m2, . . . . n-) Sup |F, (x) - F,G) y

X, i, j

D' (n1, m2, - - - .ne) Sup [F, (x) - F. Gol 2

x, isj

*
-

i,j = 1, 2, ... , c, where Fi denotes the empirical cdf for the ith sample.

II. COMPUTATIONAL METHODS. Under the null hypothesis, the c samples may

be considered as c successive drawings of n1, m2, . . . .ne observations from the

same population, with equal probability of each of the N1 ways of drawing the

ordered sample of size N. The values taken on by the random vector

IF (x),F}(x), - - - ,F,G)), for fixed x, after a component-wise transformation

ki - n, F. (x), establish a one-to-one correspondence between the combined ordered

samples and a path in c-space from (0,0, ... ,0) to (n1, m2, - - - , ne). The number

of distinct combined ordered samples (paths) is N!/(n1n2. - - - ne!), each of

which is equally likely to occur under the null hypothesis.

Introducing the notation

Q(k1,k2, - - - , ke) = number of paths from (0,0, ... ,0) to (k1,k2, . . . .k.),

the following difference equation is established:

Q(k1,k2, - - - , ke) - Q(k1-1,k2, - e. e. , ke) + Q(k1,k2-1, - - - , ke) * . . .

+ Q(k1,k2, - - - ,ke-1)

with initial condition Q(0,0, ... ,0) = 1.

For a given subset R C R = {(k1,k e - e. ,kg) 10 < ki < ni, i=1,2, ... , c),
2 ”

ke;R) = number of paths from (0,0, ... ,0) to (k1,k ,k-)1et Q(k1,k 2 . . . . C

2 ” - - - >

not containing points of R.

And, as before

Q(k1,k2, - - - , ke;R) - Q(k1-1,k2, e - e. , ke;R) + Q(k1,k2-1, - - - , ke;R) * . . .

+ Q(k1,k2, - - - ,ke-1;R)

with conditions

14



Q(0,0, ... ,0) = 1,

Q(k1,k2, e - e. , ke;R) = 0, for (k1,k2, - - - , ke) € R.

Under the null hypothesis, the probability that the samples determine a

path from (0,0, ... ,0) to (n1, m2, - - - .ne) which does not encounter any

point of R is

PR = Q(n1,m2, ... , ne;R)/[N1/(n1n2 e - - ne!)].

If our decision rule is to reject the null hypothesis whenever the samples

determine a path containing points in a given set R, then 1 - PR is the proba

bility of an error of the first kind.

The regions of rejection for the two-sided and one-sided tests, are

respectively

+

D(n1,m2, - - - , ne) > r and D (n1, m2, - - - •ne) > r,

which determine the corresponding sets R, R*

R = {(k1,k2, e - - ,ke)| : | njki - nik;| > ninjr),

+

R = {(k1,k2, - - - ,ke)| Sup (n;ki - nik;) > ninjr),

isj

where i, j = 1, 2, . . . , c.

The tables were computed by evaluating the difference equation for

00:1,k2, - - - , ke;R).

For sample sizes not included in the tables, the inequality

P[D(n1,n .ng) < r - PI sup, FIG) - F. Gols ri2 * * *

2 x,i,j

1 - P[sup|F.G.) - F;(x) > r for some i < j}

X

> 1 - E E...E PID(n, , n, , ... , n.) > r, k < c,
isjº..<k 1 J nk
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allows the tabled values for both equal and unequal samples to be used to

test the null hypothesis. The test will be conservative, but should prove

useful for the range of values of c for which it would likely be applied.

Asymptotic expressions are not available for extension of these tables.

As a matter of fact, Hodges” points out that asymptotic expressions

advanced for the case c = 2 are inaccurate to an extent that their usefulness

is questionable.

III. EXACT TABLES. In their paper, Birnbaum and Hall published the proba

bilities P[D(n, n,n) < r ) for n = 1 (1) 2002) 40 and r = k/n, k = 1, 3, ... , n, such

that the probabilities for each n range from less than .90 to more than .995.

The tables referenced here are an extension of the Birnbaum-Hall tables.

The first table contains the probabilities P[D(n, ... , n) < r) with the number of

independent samples of size n ranging from three to seven and the correspond

ing sample sizes taking on values from sixty for the three-sample case to

five for the seven-sample case. Birnbaum and Hall's values are a subset of

the first table as indicated in Figure 1.

Perhaps of more importance, the second table contains the quantiles that

allow the test to be applied to samples of unequal size, an option presently

3 < 25 and

4 < 15, are tables PID(n1, - - - .ne) < r) for r = 0. 1,0.2,

... , 1.0 as represented in Figure 2.

not available. Here for the useful cases c = 3, 2 < n1,m2,n

c = 4, 2 < n1, m2,m3,n

}

15 +

25

Figure 1 Figure 2

"Hodges, J. L., Jr., "The Significance Probability of the Smirnov Two-Sample

Test," Arkiv fur Mathematik, Vol. 3, 1957. pp. 469-486.
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IV. EXAMPLE. For purpose of illustration, consider four independent

random samples, of sizes five, seven, seven, and thirteen respectively.

Sample I –0.927, -2.243, 0.815, -0.341, -0.250

Sample II -0.451, -1.516, -1.447, 0.504, 1.645, 0.022, 1.098

Sample III 0.032, -1.772, 1.049, -0.073, -2.053, -1.123, 0.799

Sample IV 0.250, -0.185, -0.028, 0.004, -0.462, -0.032, 0.279, -1.053

0.597, 0.235, 0.510, 1.103, 0.241

The null hypothesis to be tested is that all four samples come from the same

distribution. Evaluation of the statistic D(5,7,7,13), ordinarily programmed

for machine calculation, can be carried out in the following manner:

1) Pool and order the samples

–2.243, -2.053, -1.772, -1.516, -1.447, -1.123, -1.053, -0.927

-0.462, -0.451, -0.341, -0.250, -0.185, -0.073, -0.032, -0.028

0.004, 0.022, 0.032, 0.235, 0.241, 0.250, 0.279, 0.504

0.510, 0.597, 0.799, 0.815, 1.049, 1.098, 1.103, 1.645

º:

2) For every x in the pooled sample, evaluate Fi(x), i = 1,2,3,4, and

+ *

calculate Sup |F, (x) - F;(x)|, i,j = 1,2,3,4

17



–2.243

-2.053

-1.772

-1.516

- 1.447

-1. 123

- 1.053

-0. 927

-0.462

–0. 451

–0. 341

–0. 250

-0.185

–0.073

-0.032

–0.028

0.004

0.022

0.032

0.235

0.241

0.250

0.279

0.504

0. 510

0.597

0.799

0.815

1.049

1.098

1. 103

1.645

* ºr + *

F1(x) F2(x) F30) F4(x) Sup

1/5 0 0 0.20

1/5 1/7 0 0.20

1/5 2/7 0 0.29

1/5 1/7 2/7 0 0.29

1/5 2/7 2/7 0 0.29

1/5 2/7 3/7 0 0.43

1/5 2/7 3/7 1/13 0.35

2/5 2/7 3/7 1/13 0.32

2/5 2/7 3/7 2/13 0.28

2/5 3/7 3/7 2/13 0.28

3/5 3/7 3/7 2/13 0.45

4/5 3/7 3/7 2/13 0.65

4/5 3/7 3/7 3/13 0. 57

4/5 3/7 4/7 3/13 0.57

4/5 3/7 4/7 4/13 0.49

4/5 3/7 4/7 5/13 0.42

4/5 3/7 4/7 6/13 0.37

4/5 4/7 4/7 6/13 0.34

4/5 4/7 5/7 6/13 0.34

4/5 4/7 5/7 7/13 0.26

4/5 4/7 5/7 8/13 0.23

4/5 4/7 5/7 9/13 0.23

4/5 4/7 5/7 10/13 0.23

4/5 5/7 5/7 10/13 0.09

4/5 5/7 5/7 11/13 0.13

4/5 5/7 5/7 12/13 0.21

4/5 5/7 6/7 12/13 0.21

5/5 5/7 6/7 12/13 0.29

5/5 5/7 7/7 12/13 0.29

5/5 6/7 7/7 12/13 0.14

5/5 6/7 7/7 13/13 0.14

5/5 7/7 7/7 13/13 0.00

18



3) Choose the largest number appearing in the final column; that is

D(5, 7, 7, 13) = 0.65.

A.

The critical level o is defined as the smallest significance level at which

the null hypothesis would be rejected for the given observations. The second

table shows that if the four samples were from the same population,

P[D(5,7,7,13) < .6] = 0.701.271 and P[D(5, 7, 7, 13) < .. 7] = 0.827140.

Therefore, P[D (5, 7, 7, 13) > .6] = 0.298.729 and P[D (5, 7, 7, 13) > . 7] = 0.172860.

Since, in this example, D (5, 7, 7, 13) = 0.65, g would be between 0.18 and 0.30.

V. APPLICATION. The test found application in a bomblet study conducted

at the Ballistic Research Laboratory. In this study, bomblets were supplied by

three different vendors. Fifteen bomblets from one vendor were filled with a

high explosive; thirty bomblets supplied by each of the other two vendors con

tained an inert substance. All bomblets were subjected to the same field test,

meant to simulate the dispensing of a bomblet by a type of munition; this

resulted in an out-of-round characteristic. A measurement was then taken in

order to determine the degree of ovalness. The experimenter wanted to estab

lish whether bomblets from all three vendors, filled with two different materials,

achieved approximately the same degree of ovalness.

This is tantamount to determining whether three independent samples come

from the same population. Thus, we were able to state a hypothesis, evaluate

the two-sided test statistic, compare it with the tabled values, and determine

whether or not to reject the hypothesis. The data and analysis follow.

Ho: All three samples of bomblets achieve the same degree of ovalness.

H. : At least one sample of bomblets achieves a significantly different

degree of ovalness.
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The data (measurement of ovalness) are as follows:

Wendor I 0.002 0.010 0.036 0.004 0.006

0.038 0.023 0.003 0.013 0.002

0.013 0.010 0.013 0.008 0.007

Wendor II 0.007 0.004 0.003 0.010 0.009

0.005 0.011 0.002 0.011 0.007

0.010 0.011 0.023 0.009 0.029

0.024 0.004 0.020 0.011 0.019

0.004 0.014 0.011 0.008 0.009

0.014 0.011 0.016 0.007 0.013

vendor III 0.007 0.001 0.072 0.013 0.001

0.025 0.007 0.010 0.028 0.004

0.002 0.014 0.020 0.041 0.018

0.011 0.010 0.007 0.035 0.001

0.015 0.008 0.008 0.007 0.007

0.047 0.015 0.054 0.010 0.020

The test statistic takes on the value D (15, 30, 30) = 0.2333. Quantiles of

D(15, 30, 30) are not tabulated, and so the computer program which generated

the table was rerun to obtain exact values. The results showed that

P[D (15, 30, 30) < .2] = 0.148915 and P[D (15, 30, 30) < .3] = 0.650.568.

Therefore, the critical level g would be between 0.35 and 0.86.

The data do not suggest rejecting the null hypothesis at a moderate

significance level. Therefore, the experimenter concluded that the

three bomblet samples achieved approximately the same degree of ovalness.
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I. Introduction.

When data are scarce, it is common to combine small samples from a

number of sources considered to be reasonably similar. When sample sizes are

extremely small, testing the assumption of similarity of sources is often only

attempted by subjective means. This paper provides a method to add quantita

tive risk assessments to the study of this assumption, using two observations

per sample.

In addition to general compatibility testing of the sources using

modified versions of Westenberg's Interquartile Range Test, and the Westenberg-Mood

Median Test, a new hypothesis test has been developed to aid in identi

fying whether one (or more) of the sources of data provides a substantially

larger or smaller set of values due to its underlying population.

Because the probabilistic risk assessments provided here address a

situation so commonly found in analyzing military operations as well as in test

and evaluation, details are provided to simplify the implementation of this

methodology. A major goal here has been that power analyses be described in

terms meaningful to the user and the decision maker. The new hypothesis test

makes use of simulation-aided power analyses.

The tests for general comparability, using modified Westenberg tests,

were first introduced in reference 2. The FORTRAN code for these tests is

given here in Appendix I. This program involves straight forward binomial

probabilities. The first format statement explains the variables and the null

and alternative hypotheses. It is written in terms of the interquartile range

of the combined sample, but could easily be written in terms of being above or

below the median of the combined sample. The null hypothesis (H,) and the

alternative (H1) are repeated here. "H.; Each sample has at least 100 x RA

percent chance of having one observation inside and one observation outside the

interquartile range. H1: Each sample has at least 100 x RB percent chance of

having both observations fall together either inside or outside." The null

hypotheses for the Westenberg tests thus indicate a general compatibility among

the data sources. If a set of data made up of pairs of observations from a

number of sources appear to be reasonably homogeneous as judged by these tests,

however, it may still be that one, or perhaps a few pairs of observations may

have been drawn from a source very different from the underlying population for

the majority of the pairs of observations. Therefore, a new test is needed due

to the inadequacy of the modified Westenberg tests to discern such a situation.

In order to determine whether a pair of observations may have values

appreciably larger, or smaller than the other observations, the probability of

having both members of that pair of observations be among the largest, or

smallest in the combined sample should be investigated. This is accomplished

here in the Length of Initial Run (LIR) Test. In this test, the larger value

in each pair of observations is labeled "A," while the smaller of the observa

tions from that source is labeled "B." If no pair of observations is drawn
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from an underlying population considerably different from the others (in

particular if no pair of observations is drawn from an underlying population

whose location is considerably larger, or smaller than the others) then the

length of the run of A's in the combined sample before the first B and the

length of the run of B's before the first A should not be too short. (Note

that run lengths can vary from one to n.)

II. Mathematical Theory of LIR Test.

Under the null hypothesis, that all pairs of observations were drawn

from the same or identical populations, the length of the initial run of A's is

identically distributed as the length of the initial run of B's. This discus

sion will only be couched in terms of the initial run of A's.

The probability of having an "A" as the largest value in the combined

sample is unity. The probability of having an "A" in the second largest

position, under Ho, is the number of observations not included in the sample

pair that the first A came from (2n-2), divided by the total remaining number

of observations available (2n-1). The probability of having a third A in a row

is the previous probability multiplied by the number of observations not

included in either sample pair that the first two A's came from (2n-4), divided

by the total remaining number of observations available (2n-2). Therefore, the

probability (under Ho) of having at least r of the A's before the first B is:

- 2n-4 2n-6 2n-2r+( 2n-2 ) ( &n=# ) ( &n=9 ) . . . . ( 2n-2rt? )

2n-1 2n-2 2n-3 2n-r-ţ-1

If exactly r of the A's preceed the first B, the probability of this occurrence

(under Ho) is the above expression multiplied by the probability that the r-1th

largest value is a B. This would be the number of B values whose corresponding

A value is among the members of the initial run (r), divided by the total

remaining number of observations (2n-r). Simplifying, therefore, the probabil

ity (under Ho) of having an initial run of length r is:

(2n-2) ' ' (2n-r-1)!r , where k!! = k(k-2)(k-4) . .

(2n-2r)!!(2n-1)! (stopping at 2 if k is even, or 1 if k is odd).

This further simplifies to

(ruleiterrulº - (m-ulatiºn-rur

(n-r)!2"T" (2n-1)! (n-r)! (2n-1)!

In general, if N is the number of observations per sample and n is the number

of samples, then the probability of an initial run of length r is:

(n-1)!N” (Nn-r-1)!(N-1)r

(n-r)! (Nn-1)!
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Simulations could be used for alternative hypotheses and for irregular numbers

of observations. This paper, however, is concerned with N=2 observations per

sample.

Simulations (see Appendix III) were used to determine the relative

frequency distribution of initial run lengths under various alternative hypo

theses. Each alternative studied assumed one pair of observations to be taken

from one underlying population and all others taken from a second underlying

population, with a few exceptions for sensitivity study purposes. The accuracy

of the simulations was examined in several manners. First, both underlying

populations were set identical and the results compared to the frequency

distribution for the null hypothesis. Agreement here demonstrated that the

closed form solution for the null distribution is correct and also that the

simulation was accurate to approximately three significant digits using 20,000

replications for the cases of interest shown in Appendix II, also under Ho:

However, under any alternative hypothesis, accuracy of the simulation is

degraded due to the fact that the distributional forms which the pairs of

observations are being drawn from are not exactly what they have been repre

sented to be. Table I, however, provides a set of chi-square "poorness" of fit

tests which show that, in the case investigated there, the distribution is

almost exactly as was represented. (Similar results were obtained using other

distributions.) Table II is used to demonstrate the small differences in

resulting output when inputs are varied to degrees that were found unlikely to

actually occur. (Note that the differences found in Table II were of only

approximately the same magnitude as in Table I.) From this, it is generally

concluded that only two significant digits should be used from the relative and

cumulative relative frequency outputs.

- In addition to the type of validation shown above, the simulation

results were compared to a closed form solution for the probability of a run of

length one when one pair of observations is drawn from one distribution and all

others from a second distribution. In order for there to be a run of length

one, both observations from the same pair must be the two largest (or smallest)

observations in the combined sample. Therefore, if p is the probability of a

run of length one, and we are investigating the initial run of A's, and only

one pair of observations is drawn from one distribution with all others drawn

from a second distribution,

p = | *...* | 91,2,1(t)dtdx

x=-co t=X

l co oo

* †T | 91,2,208) ſº...1984. -

X=-co t=X
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TABLE Ia

Random Nos.

True Generated From A

N(12,1) WS N(12,1)

CELL # #OBS CELL# #OBS CELL; #OBS CELL; #OBS

1 370 26 410 51 417 76 405

2 375 27 428 52 402 77 403

3 402 28 382 53 398 78 405

4 369 29 413 54 381 79 360

5 412 30 386 55 447 80 361

6 376 31 400 56 385 81 393

7 407 32 396 57 393 82 388

8 424 33 426 58 375 83 408

9 413 34 386 59 404 84 381

10 381 35 433 60 401 85 388

11 377 36 380 61 419 86 404

12 380 37 407 62 371 87 388

13 394 38 418 63 414 88 408

14 381 39 393 64 400 89 421

15 382 40 407 65 415 90 411

16 364 41 370 66 396 91 422

17 388 42 428 67 415 92 397

18 398 43 411 68 429 93 395

19 423 44 395 69 389 94 398

20 427 45 405 70 424 95 394

21 381 46 347 71 417 96 414

22 398 47 413 72 406 97 429

23 393 48 445 73 439 98 392

24 394 49 415 74 404 99 420

25 370 50 392 75 392 100 417

THE CHI-SQUARE WALUE FOR A N(12,1)

USING 40000 GENERATED RANDOM NUMBERS

TESTED AGAINST A N(12,1)

IS 94.56
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TABLE Ib

Random Nos.

True Generated From A

N(12,1) WS N(12,0.95)

CELL # #OBS CELL; #OBS CELL; #OBS CELL# #OBS

1 282 26 385 51 449 76 437

2 295 27 426 52 415 77 390

3 317 28 430 53 418 78 349

4 344 29 403 54 402 79 387

5 343 30 424 55 468 80 410

6 372 31 409 56 395 81 394

7 361 32 424 57 426 82 399

8 380 33 424 58 385 83 393

9 390 34 409 59 435 84 392

10 402 35 433 60 417 85 389

11 378 36 417 61 444 86 401

12 362 37 412 62 387 87 409

13 370 38 445 63 413 88 406

14 396 39 424 64 454 89 394

15 382 40 403 65 399 90 414

16 383 41 426 66 439 91 375

17 362 42 401 67 435 92 368

18 369 43 458 68 416 93 382

19 412 44 399 69 432 94 366

20 436 45 432 70 441 95 383

21 4.38 46 387 71 424 96 366

22 385 47 418 72 451 97 367

23 388 48 460 73 418 98 335

24 416 49 442 74 398 99 354

25 396 50 415 75 . 414 100 300

THE CHI-SQUARE WALUE FOR A N(12,0.95)

USING 40000 GENERATED RANDOM NUMBERS

TESTED AGAINST A N(12,1)

IS 302.45
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TABLE IC

Random Nos.

True Generated From A

N(12,1) WS N(12, 1.05)

CELL # #OBS CELL# #OBS CELL; #OBS CELL# #OBS

1 495 26 418 51 402 76 393

2 443 27 366 52 371 77 384

3 448 28 407 53 388 78 398

4 445 29 378 54 372 79 398

5 412 30 386 55 398 80 359

6 442 31 367 56 396 81 342

7 444 32 427 57 366 82 385

8 428 33 356 58 372 83 401

9 399 34 423 59 370 84 392

10 395 35 352 60 383 85 380

11 396 36 386 61 387 86 398

12 399 37 423 62 400 87 396

13 378 38 385 63 358 88 402

14 384 39 362 64 368 89 422

15 354 40 385 65 422 90 417

16 404 41 365 66 385 91 433

17 411 42 403 67 376 92 433

18 411 43 394 68 421 93 418

19 413 44 387 69 381 94 416

20 383 45 360 70 382 95 427

21 373 46 345 71 404 96 424

22 392 47 392 72 411 97 473

23 392 48 427 73 392 98 479

24 368 49 391 74 431 99 472

25 391 50 380 75 391 100 566

THE CHI-SQUARE WALUE FOR A N(12, 1.05)

USING 40000 GENERATED RANDOM NUMBERS

TESTED AGAINST A N(12,1)

IS 277. 28

29



TABLE IIa

Input distributions are N(12.00, 1.00) and N(10.00, 1.00). Number of samples

from each distribution is 1 and 9 respectively. The random number seed for

this run is 65557.

Test for the Length of the Initial Run of A's before the first B.

Number of replications: 20000

Length Observed Relative Cumulative

of Run: Frequency: Frequency: Frequency:

1 7275 0.363750 0.363750

2 4391 0.219550 0.583.300

3 2980 0.149000 0.732300

4 2123 0.106150 0.838450

5 1534 0.076700 0.915150

6 857 0.042850 0.958000

7 517 0.025850 0.983850

8 246 0.01.2300 0.996.150

9 67 0.003350 0.999500

10 10 0.000500 1.000000
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TABLE IIb

Input distributions are N(12.00, 0.95) and N(10.00, 1.00). Number of samples

from each distribution is 1 and 9 respectively. The random number seed for

this run is 65557.

Test for the Length of the Initial Run of A's before the first B.

Number of replications: 20000

Length Observed Relative Cumulative

of Run: Frequency: Frequency: Frequency:

1 7406 0.370300 0.370300

2 4480 0.224000 0.594.300

3 3018 0.150900 0.745200

4 2134 0.106700 0.851900

5 1419 0.070950 0.922850

6 806 0.040300 0.963150

7 469 0.023450 0.986600

8 203 0.010150 0.996750

9 55 0.002750 0.999500

10 10 0.000500 1.000000
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TABLE IIc

Input distributions are N(12.00, 1.05) and N(10.00, 1.00). Number of samples

from each distribution is 1 and 9 respectively. The random number seed for

this run is 65557.

Test for the Length of the Initial Run of A's before the first B.

Number of replications: 20000

Length Observed Relative Cumulative

of Run: Frequency: Frequency: Frequency:

1 7141 0.357050 0.357050

2 4273 0.213650 0.570700

3 2969 0.148450 0.719150

4 2119 0.105950 0.825.100

5 1611 0.080550 0.905650

6 958 0.047900 0.953550

7 556 0.027800 0.981350

8 284 0.014200 0.995550

9 78 0.003900 0.999450

10 11 0.000550 1.000000
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where 91.2 k(x) is the distribution of the k th order statistic out of 2

observations in distribution 1 (distribution 1 is, in general, the distribution

of larger location if the initial run of A's is being investigated); and 92.m.k

is the distribution of the k th order statistic out of m for distribution 2.

Since there are n-1 pairs of observations taken from distribution 2, m = 2(n-1)

= 2n-2, and therefore: -

1 1 1

m-1 2n-2-1 2n-3

The expression for p is based on the fact that if both observations of

a given pair have larger values than any other observation in the combined

sample, then the B value associated with the largest A has to be larger than

all other 2n-2 values.

Once again, use of this validation technique supported the conclusion

that two significant digits should be used in the results.

If fi (x) is the density function for distribution 1, and f2 (x) for

distribution 2, an approximation can be made for p when the number of observa

tions drawn from each distribution are equal, or nearly equal, and very small.

This approximation will be very poor unless the assumptions are enforced. In

general, however, the calculations are much easier than those in the previous

expression. In this case the approximation is as follows:

* - ſ , (x) ſ f(t)atax; - WG-:)
X = -oo t = x

© @ 2n-w 1

p (º)(GTºº) (Jºy)(viz.:-J-T)

Where v is the number of observations taken from the first distribution.

$ is the probability that if one observation were drawn from each of the

two distributions, the observation from distribution 1 would have a larger

value. The approximation is therefore a weighted counting procedure which doe:

not fully account for the shapes of the true distributions of interest.

The tables of Appendix II provide power information for a variety of

cases when the number of samples (of size two each) is 5, 10, 20, and 50. The

alternative hypotheses could have more than two underlying distributions (up to

n) but two are sufficient to illustrate what is being investigated here. The

importance of this test is to determine the likelihood of having one (or

possibly more than one) pair of observations drawn from an underlying popula

tion which is substantially different from the underlying population from which

the rest of the observations were drawn.
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If sample sizes are large, it is possible to reject Ho when the truth

is close enough to Ho for practical purposes, unless a specific H1 is used for

a power analysis. When sample sizes are small, as in the case here, one may

fail to reject Ho When the truth is not close to Ho: Power analyses would help

by completing the quantification of the problem. Without a power analysis, a

hypothesis test is only half completed. Null and alternative hypotheses work

in pairs analogously to confidence limits. In the present situation, a power

analysis is very important due to the unconventional nature of the problem.

(It is interesting to note that when the number of samples [of size two each]

increases, the power level at a given significance level remains apparently

approximately constant [see Appendiix III.)

This paper makes use of a much neglected application for simulation.

Simulation can be used as a check for a closed form solution when the develop

ment of such a solution was subtle, in addition to handling situations where a

closed form solution is difficult if not impossible.

III. Example.

Suppose that ten processes (or items of equipment, etc.) are to be

examined for a certain trait and that it is expected that they will all behave

similarly for that trait. Also, suppose that the expense involved in studying

those processes is great, or that for some other practical reason, the number

of observations per process (item, scenario, etc.) must be kept extremely

small. If two observations each are used, a combined sample size of 20 is

obtained. Whether or not these samples should be combined would then be open

to examination. In addition to any subjective arguments, the modified Westen

berg tests and the LIR test should be applied to assist in this examination.

Suppose (for use in the LIR test) that the larger value in each pair of obser

vations is labelled "A," and the smaller values labelled "B." Subscripts

"1"-"10" could be used to denote which process is being represented. (This

will be used in the modified Westenberg tests.) Suppose that when the values

for each of these observations are ranked from largest to smallest, the follow

ing result is obtained:

º |

|

As ºs " ", , ; *, * * * * *, *, *, *, *, *, *, *, *, *
!

The number of times that a pair of observations are both found on the same side

of the median, NZ, is 2. Also, the number of times that a pair of observations

are both found either inside or outside the interquartile range is NZ=2. Table

III shows results taken from the program of Appendix I. PA is the probability

level of the test associated with Ho, and PB is the probability level associ

ated with H1. An examination of this table shows that there is no good reason,

based on this ranked data and aside from subjective arguments, to conclude that

these samples should not be combined, but actually there is good reason to

conclude that such a combination is advisable. However, the LIR test can be

used to show that even though general compatibility appears evident, the
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TABLE III

RUN WC

HD : 1 Oc x

QºţE

EACH SAMPLE HAS AT LEAST R 1:5

ONE DESER', ATION INS = DE 13ſ. D

THE INTERGUARTILE RANGE.

A.Y. CHA:\:C5.

CPS:

EACH SAMPLE HAS AT 1–5AST 1 OOx RB7.

BOTH OBSER'', ATIONS FALL TOGETHER

EITHER INSIDE OR OUTSIDE

H1 :

inPUTs ARE:

Hå", º kilº

R','º', ICN, CUTS : BE

CHANCE OF HA'J ING

NS, THE NUMBER OF SAMPL: .

M. , , –15 NUMBER OF 2:ROES

RA ANA) R8 -

jºiLIMBER OF SA}^{PLES inHū5ETHE NUMBER OF ZEFDES IS THE

ARE FOUND TOGETHER

ENTER NS, NZ, RA, RB.

10, 2, 0, 95 , 0.50

PA =O. 2262 PB = O. 1875

Do you wish to run the test

Enter "Y" or "N".

Y

asa in f

ENTER NS, NZ, RA, RB:

10, 2, 0.50, 0.50

PA=O. 96.88 . PB=O. 1875

Do you wish to run the test

Enter "Y" or "N".

Y

asa in P

ENTER NS, NZ, RA, RB .

10, 2, 0.75 , 0.25

PA=O. 75.27 F9 =O. E328

Do you wish to run the test

Enter "Y" or "N".

N

FORTRAN

$

asa in P

STDP

Twſ,
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initial run of A's is extremely short (one) and this indicates that sample 8

may provide values too large in comparison to the other values. The LIR test

shows that if the null hypothesis (that all pairs of observations were drawn

from the same underlying distribution) is true, the probability of an initial

run of length one is 0.053 when the number of samples (n) is 10. This is the

probability of a Type I error. However, if the null hypothesis is "accepted"

here, the probability of a Type II error (for any alternative) is unity since

no amount of evidence against Ho would then suffice. If the values of the

observations here suggest that graph A is the result of a reasonable alterna

tive hypothesis, then the power against that alternative is of interest and is

approximately 0.56. Against the alternative used to arrive at graph B, the

power is 0.36, and the power from graph C would be 0.12. Note, however, that

the alternative shown here against which the power is lowest is for a situation

better investigated by the tests of Appendix I, program WC, originally found in

reference 2. Note also that even if all 20 observations here came from the

same distribution, that is a small sample to use to determine the form of that

distribution. Therefore, other alternatives involving distributional forms

other than normality may be needed to complete the analysis.

Suppose B8 and A7 were not as shown, but exchanged in position. The values

of NZ would remain the same, but the length of the initial run of A's would now

be two. If Ho is rejected when the observed run length is 2, the probability

of a Type I error is 0.158. Against the first, second, and third alternatives

mentioned above, the probability of a Type II error would be 0.44, 0.64, and

0.88, respectively, and the power would be 0.76, 0.58, and 0.34, also

respectively.

If a run of length 3 is considered, these figures are, respective to the

order given above, 0.307, 0.24, 0.42, 0.66, 0.87, 0.73, and 0.62.

Considering the above, when n=10 it could be deemed reasonable to

reject Ho when the run length is 2 or less, and "accept" it when it is 3 or

more.

In conclusion, if some of the observations in the example given earlier

are shifted in rank it may affect one or more or perhaps none of these tests.

Also, if the modified Westenberg tests greatly discourage the combining of the

samples, then the LIR test will probably not be very useful. In using the

modified Westenberg tests, if it is not possible to divide the observations

into groups of equal size (above and below the median and inside and outside of

the interquartile range), then apply the tests shifting the observation(s)

which are in question from one possible#. to the other and average the

results obtained. Finally, because the Bernoulli trials in the modified

Westenberg tests used here are not truly independent, these tests are

approximate. Also, some RA and RB values may be inappropriate. For example,

in Table III, RA could never be 0.95; however, it is used to illustrate the

strong conclusiveness of these particular results. A study of the null

hypothesis indicates that for RA = 0.5, the binomial distribution used for this
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test has thicker "tails" than warranted. (The exact null distribution is

described by

; (NS!/? *Y* . NS!/(NS-NZ) }.)

(2NS)1/2” [(NZ/2)]*

Also, the true null distribution is skewed to the right, but not appreciably

when NS exceeds 50. For smaller numbers of samples, WB 1 from reference 2 is

of use. The advantages in using program WC are that understandable

alternative hypotheses can be shown for decision making, and a large number of

sample pairs can be handled with very little computer time. All that is really

needed is a table of the cumulative binomial distribution. This test should be

considered "quick and dirty" as a preliminary to the implementation of the LIR

test. The LIR test is an exact test and is easily and meaningfully applied.
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APPENDIX I

FORTRAN CODE FOR Modified Westenberg Test

(Designed for n pairs of observations)

This program was referred to as "WC" in reference 2. Note that unlike the

other modified Westenberg tests of reference 2, which are exact, this one is an

approximate tost.
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CHARACT E R + 4 A*. Sw Ek

a FIT E (b. , 1 1 00) - -

1 100 FUR MA 1 (SX, * 10: EACH SAMPLE HAS AT LEAST 100x R A + CHANCE * ,

* ()F HAV I i G* , / , 9X, *) in E OBSERVATION INSIDE AND ONE *

* Ob SERVAT I J M () UTS 1 L E *, /, 9X, " T H E I., TER U UARTILE R ANGE. * ,

//, 5X, "H1': EACH SA” PLE H AS: A T LEAST 10 0x RB+ CHANCE * ,

* OF HAV I wº, * , /, 9X, * B O TH OBSER WAl IOinS FALL TOGETHE.R.",

/, 9X, "E.I.T.: E R tº S I C E UR OUTSIDE *, / / / / / / , 5x, * 1 NPUTS ARE: * ,

/, 5X, * NS, THE MUM BER OF SAMPLES’, Z,

5X, * NZ, T H E M UM BER OF ZEROES", -

/, 5X, * R A At D RB", //, 5X, “THE NUMBER OF ZEROES IS THE NUMBER OF * ,

* SAMPLES WHOSE TWO DBSERVATIONS", /, 5x, * ARE FUUND TOGETHER " )

1 O GO wk ITF (5,999) -

999 FORMAT ( //, 5 X, "ENTER NS, NZ, RA, RB " )

READ ( 5, *) r. S., t. 4, & A, RB

I =NS/2

J-NZ/2

PA = 0

PP = 0

, 5+ I

Y. GE. W. Guto 100

/(X - Y )

+ i

+ (X-T)

P/ (X - Y - T )

L=X•Y - T

IF (L. GT • 1 ) GOTO 5

IF (K, GT • J) GuTU 6 . . . . . . . . . . .

PB=PB+P* ( (RB + +K ) + ( ( 1 - KB) # * (I-K) ))

K=K+ 1 . -

IF (K, LE • J) GOTO 2

K=K-1 . .

6 PA=PA + P + ( ( ( 1 - R.A.) + + K.) + (RA+ + ( I-K) ))

K=K+1

3

100 Y=X → Y

GOTO 3

2000 w RITE ( 6, 2001) PA, PB

2001 FORMAT ( 1.x, * PA=”, F6. 4,5X, “PB=”, F6, 4)

__....... w RITE ( 6, 2002) - - -

2002 FOR;: A T (T2, "Do you wish to run the test again?", /,

/ T2, "Enter "Y" or "N", " )

READ ( 5, 2003 ) A v Sw ER

2003 FORMAT (A)

l F (ANSWER • EQ, "Y") GOTO 1 000

2010 STCP

END
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APPENDIX II

POWER TABLES FOR LIR TEST

The distributions from which the input is to be drawn for each of the

alternative hypotheses are shown here followed by histograms of the relative

frequency distributions for these alternatives. In all cases here, both of the

distributions from which the samples are drawn are of the same type but with

parameters which differ in some respect. The samples could have been drawn

from totally different distributional forms, and more than two such distribu

tions could have been used (up to n); however, what is used here is sufficient

to demonstrate this test under conditions which illustrate its usefulness.

In the case of the normal distribution, when standard deviations are the

same, the symmetric nature makes the relative frequency distribution for the

initial run of A's the same as that for the initial run of B's, if the number

of pairs of observations from each of the two input distributions is inter

changed. This is true in all cases where symmetric input distributions of

equal variance are used. Also, when two symmetric input distributions with the

same location, but unequal variances are used, this principle applies. When

ever this occurs, the output relative frequency distributions here are written

in terms of the initial run of A's.

The Church-Harris-Downton (C–H–D) method of testing the probability of

motor case rupture in missile testing, see reference 1, makes use of a statis

tic related to 4 (shown in Section II here). This statistic is

(A1 - A.)/(ºf + º, where the subscripts "1" and "2" refer to the two

input distributions. For any of the tables involving two normal distributions,

if / 1, A12, q1, and q2 are changed such that the above statistic remains con

stant, then the output relative frequency distributions given here are appli

cable.

In the case of the gamma input distributions, whenever the 8's (scale

parameters) are both multiplied by the same factor, the output distributions

are still applicable. For triangular input distributions, if all parameters

are added to, subtracted from, divided or multiplied by the same number, the

output distributions will not be changed.

The tables given here are for two normal distributions, two gamma distri

butions, two triangular distributions and finally, two beta distributions. The

parameters were picked, in many cases, such that the power against the alter

natives was approximately 0.5 when the significance level was approximately 0.1

to 0.15. This occurs for Ho, as shown in the following table:
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# of samples run length (probability level

of size 2 each under Ho under Ho)

5 1 ~ 1.1%

10 2 ~ 15%

20 3 ~ 15%

50 { 4 ~ 10%

5 ~ 15%

The following tables provide a variety of examples of alternative hypothe

ses and results obtained using them. It is hoped that this appendix is

sufficient to provide a working knowledge of the power of this test to its

users. When any specific alternative which the user is interested in investi

gating does not appear here, and the user does not wish to spend the time to

get the programs of Appendix III to run at a convenient facility, it is hoped

that the results can be interpolated from results provided here. Note that

following each graph of the distributions from which the observations are

hypothesized (H1) to have been drawn, only relative frequency distributions are

provided. The hollow bar graphs show the relative frequency distribution under

H .

O
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Ho: 10 pairs of observations drawn from the same distribution

H1: 9 pairs from N(x,1) and 1 pair from N(x+2,1)

Ho: 10 pairs of observations drawn from the same distribution

0.10

1. H H++

H
Hitti:
--------

--

Hi: 5 pairs from N(x,1) and 5 pairs from N(x+2, 1)
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0.30

o: 20 pairs of observations drawn from the same distribution

#1; 19 pairs from N(x,1) and 1 pair from N(x+2,1)

*- - ------- *-- - - - - - - - -

Ho: 50 pairs of observations drawn from the same distribution

H1: 49 pairs from N(x,1) and 1 pair from N(x+2,1"
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Ho: 50 pairs of observations drawn from the same distribution

H1: 49 pairs from N(x,1) and 1 pair from N(x+3, 1)l
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Ho: 20 pairs of observations drawn from the same distribution

H1: 10 pairs from N(x,2) and 10 pairs from N(x+5.2)
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10 pairs of observations drawn from the same distributionHo:

9 pairs from N(x,y) and 1 pair from N(x,10y)H1:
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N(x,y)
º

N(x,50y)

! ! . . . . . . . . .

T

Ho: 10 pairs of observations drawn from the same distribution

–––.
8

H1: 9 pairs from N(x,y) and 1 pair from N(x,50Y)
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0.40

5 pairs of observations drawn from the same distribution
Ho:

5 pairs of observations drawn from the same distribution

4 pairs from G(10,x) and 1 pair from G(17,x) (for LIR of A's)H1:

§©

0.50

0.40

4 pairs from G(17,x) and 1 pair from G(10,x) (for LIR of B's)

62



0.40 -

0.30 ++

0.20 ++

0.10 - ||

Ho: 10 pairs of observations drawn from the same distribution

H1: 9 pairs from G(10,x) and 1 pair from G(17,X) (for LIR of A's)

Ho: 10 pairs of observations drawn from the same distribution

H. : 9 pairs from G(l7,x) and 1 pair from G(10,x) (for L1R of B's)
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l 2 3 4 .5 6 7 8 9 10

Ho: 10 pairs of observations drawn from the same distribution

Hi; 5 pairs from G(17.x) and 5 pair from G(10,x) (for Lir of A's)

Ho: 10 pairs of observations drawn from the same distribution

Hi: 5 pairs from G(17.x) and 5 pair from G(10,x) (for LIR of B's)
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Ho: 20 pairs of observations drawn from the same distribution

Hi; 19 pairs from G(10,x) and 1 pair from G(17,x) - A's

o: 20 pairs of observations drawn from the same distribution

H1: 19 pairs from G(17,x) and 1 pair from G(10,x) - B's
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0.20

-------

it. -----

l 2 3 4 5 6 7 8 9 10

Ho: 10 pairs of observations drawn from the same distribution

#1: 9 pairs from G(10,x) and 1 pair from G(18,K) - A's

Ho: 10 pairs of observations drawn from the same distribution

Hi: 9 pairs from G(18, K) and 1 pair from G(10,x) - B's
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0.30

0.20 :

-

I

0.10 :

|

Hº

:

l 2 3 4 5

10 pairs of observations drawn from the same distribution

9 pairs from G(2,x) and 1 pair from G(4,x) - A's

Ho:

10 pairs of observations drawn from the same distribution

H1: 9 pairs from G(4,x) and 1 pair from G(2,R) - B's
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0.30

0.10

Ho: 10 pairs of observations drawn from the same distribution

Hi: 9 pairs from G(15,x) and 1 pair from G(23,2) - A's

0.40

0.30

0.10

Ho: 10 pairs of observations drawn from the same distribution

*1: 9 pairs from G(23,X) and 1 pair from G(15,x) - B's
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. T-1------TT

X+10)2
x+15

.

•+:-

H-----

---r-

T.

from T(x,x+10,x+5) and 1 pair from T(x+5irs

10 pairs of observations drawn from the same distribution

9 pa
-

Ho

H,

.20

... 10

0

0

20 pairs of observations drawn from the same distributionHo:

x+15,x+10)19 pairs from T(x,x+10,x+5) and 1 pair from T(x+5,H1:
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0.20

0.10

l 2 3 4 5. 6 7 8 9 l Q

H 50 pairs of observations drawn from the same distribution
o:

H1. 49 pairs from T(x,x+10,x+5) and 1 pair from T(x+5,x+15, x+10)
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0.40

0.30

0.20

0.10

1 0

•
ı

10 pairs of observations drawn from the same distributionHo:

9 pairs from T(x,x+10,x+15) and 1 pair from T(x+4,x+14,x+9)
H1
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! T(x,x*10,x+5) T(x+3,x+13, x+8) !

! E.G. E.G. !

s: T(57.67,62) T(60,70,65) : ;:
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t + + + + *
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© o o * > -

vºx -> rx -:

§ § §

Ho: 10 pairs of observations drawn from the same distribution

Hi: 9 pairs from T(x,x+10,x+5) and 1 pair from T(x+3.x+13 vº
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5 pairs of observations drawn from the same distribution
Ho

x+2) and 1 pair from T(x+5,x+15,x+7) - A'sx+10,4 pairs from T(x
H1:
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+
-
-
-
+
-
-
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-

+
-
-
-
-

,x+15,x+7) and 1 pair from T(x,x+10,x+2) - 8's4 pairs from T(x+5H1:
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10 pairs of observations drawn from the same distribution

Ho:

,x+10,x+2) and 1 pair from T(x+5,x+15,x+7) - A";9 pairs from T(xH1

<
>

u
r
a
e

<
>

J.20

10 pairs of observations drawn from the same distributionHo:

,x+2) - B',x+10x+15, x+7) and 1 pair from T(x9 pairs from 1(x+5H1:
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B(10,10)

* B(2,2) '

º g" . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - - - '' . -

-- +++++1+++++++ -

HH
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####

5 º

Ho: 10 pairs of observations drawn from the same distribution

H1' 9 pairs from B(10,10) and 1 pair from B(2,2)
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10

10 pairs of observations drawn from the same distributionHo:

H1: 9 pairs from B(1.5,5) and 1 pair from B(l.5,3) - A's

10

10 pairs of observations drawn from the same distributionHo:

9 pairs from B(1.5,3) and 1 pair from B(1.5,5) - B's
H. :
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B(1.5,3) B(3, 1.5)

•' . . • * *

..

- . ..

. ... º. 4. . . . . . . . . . . . . . . . . . . . . . . . .”

10 pairs of observations drawn from the same distribution

9 pairs from B(1.5, 3) and 1 pair from B(3, 1.5)
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10 pairs of observations drawn from the same distribution

9 pairs from B(1.5,5) and 1 pair from B(5,1.5)

Ho

H1:
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As stated in the introduction to this paper, if "A" is the larger value and

"B" is the smaller value of one pair of observations, then the probability for

the Length of Initial Run (LIR) of "A"'s or the probability for the LIR of

"B"'s can be used to indicate whether data has been drawn from the same

distribution or from two different distributions.

In most cases, determining the probability of a LIR equal to N (where

N=1,2,3,...) is impractical using analytical methods.

The purpose of this program is to use simulation to estimate the probabil

ity of observing a LIR equal to N for an alternative hypothesis that assumes

data has been drawn from two different distributions rather than the same

distribution (as the null hypothesis assumes).
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Ll ST (JF WAR 1 A tº LES

War i a cle S use o in Subprogram 1 N I T 1 AL I Z. E.

D 1 ST : Value , determined by input, whicſ, specifies the probability

d is trioution.

I R H P : input value to r the to tall number of replications to be per -

f Ormed ,

NF ILE : Logical unit a SS ignment based on input value ,

N AME = w ame of out put file ( when N F 1 L E = 8) .

D IS P : ) is position of output file at termination of program ( when

tº F 1 I, b = 8) .

IT E M : Value ( A or B) designating the type of run test to oe performed

LETT ER: Specifies the type of probability distribution; tı-normal,

G-qamma , B-beta , or T - triangular.

Variables used in subprogram. SUR T

S U M ; 'I he to tall number of samples draw I. ( N. SAM, P (1) + iv S A M P (2) ).

A R U R - Length of the initial run of "A 's before the first "t ".

8R U N - Length of the initial run of * B 's before the first " A * ,

ARESULT (SUM ) : Array wnich stores the number of times each " A RU tº *

lengtſh occurs during the entire Simulation .

B RESULT (SUM ) : Array w nich stores the nu moer of times eacn * B R U N*

length occurs d'Ur in q the entire simul at 1 on .

War i a bles used in Subprogram, RE Pt) RT

PERCE: N T (SU M ): Relative frequency destri put ion of the LIR

(ARES ULI (SU M ) / I H E P : Ex RE Su L'I ( Su M ) / I Rr. P ) .

CUM (SUM ) : Cumulative frequency distribution of the L I R.

A M S W E R 3 Input value which deter mines the status of bar graph

Output of frequency di Stri out ion ( p r in tº Y t S or ſv () ) •

War i a o le S used in Su tº program w U R M A L.

MU ( I ) : M ean for d is tributi on 1 .
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SIGMA (I) : Standard de Vilation for distripution I •

X 3 An independent identically distributed uniform

random number generated by the VAX 1 1/780 subprogram * r A N ".

T= (2X - 1) : A test value to determine accept a oil it y of the

generated random number S •

Y: N* (0,1) .

X1, X2: N* (M.U., SIGMA) ’s.

War i aples used in Subprogram GA M M A

ALPHA (I) I = 1 , 2 : Shape parameter.

BETA (I) I = 1, 2: Scale parameter .

R : An independent identically distributed uniform.

random number generated by the VAX 1 1/780 subprogram *RA is ".

TEST & W 3 Test Values used to determine acceptability

of the generated random numbers ,

Y : GAM" ( ALPHA (I), 1) I = 1, 2.

X (I) I = 1, 2 : GAM” (ALPHA (I), BETA (I)).

Variables used in Subprograin b El A

ALPH A ( I J) I, J-1, 2: Shape parameters .

R 3 An independent identically distributed unit or m

random number generated oy the VAX 1 1/780 subprogram * R A N ".

TEST & W 3 Test Values used to determine acceptability

of the generated random numbers.

Y : GAM" ( ALPHA ( I ), 1) I = 1, 2.

X 1 (I) I = 1, 2: GAM" ( ALPH A (l), 1 ) I = 1, 2.

X2 (I ) l = 1, 2: BET" ( ALPHA (I), ALPHA (J) ) I , J = 1, 2.

War iable S used in Subprogram T K I ANG

G : Miniſmum value . Location parameter ,

H 3 Maximum value , Max-Min=Scale parameter.

C : MOde • Shape parameter , -

R 3 An independent identically d is tributed uniform

random number generated by the W A X 1 1/780 subprogram * R A w ".
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X2, X 3 - TK I A N G" ( U , 1 , ( mode- m i n) / (max - m in ) ) .

X ( I ) l = 1 , 2 : TR 1 A tº G" ( m in, ſº ax, mode ).

War i ables common to Subprograms

NSA M P (I) I = 1 , 2 : Tre number of two-oose rvation samples

required for distri put i on I.

A (SU M ) SUM = 1, 14 SAF P (1 ) + NS AMF (2) : Array of greater Values of

each two -obser Vat i on S a triple froſſ the combined NSA M P ‘S.

E (SU M ) SU M = 1 , M S AM P (1) + r. SAP, P (2): Array of lesser Values of

each two -observation sample from the compined NS AMP’S.

CUU N T : Counter for current number of replications; simula

tion term in ateS win en C[] U N T = I REP,

11 : In it i al Value required for rangorii number generation,

PR UGRAM L 1 M ITA'I 1.0 w S

Su to proq r a m 1 R I A N G : The Mode "C" used to generate the

TRI A NG (0, 1 , C ), where C= ( mode - ſº in ) / (max - m in ), is restricted

t O U KC K1 .

Subp r C gram GA 14 M A : A 1. Phi AX 1 a

Subprogram tº ETA : A LPH A ( I, J.) > 1 1 = 1, 2 .

Input distri out lons must both be of the same type .

Input districution type is limited to normal, gamma, beta,

Or triar) gu lar.

T ne number of replications must be less than or equal to 100,000,
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<Eºſ ITN'ſTIALIZE

OUTPL IMULATION

-º-º-º-ºlº

FETTF-ºf-FITIE-HE

El T r T pr

If, CULTTE RELATI','ſ-

hºur cultul ATILE FREGUEncº

GRAPH OF THE REL

ATI','E tºND CUMULATI 1/E

FREGUENCY DIST

RIBUTION
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LEDT M.L. 1 SIGMA, AND

RJD. D.F. SAMPLES FOR

it tubi R Tºnu,

U-IIFDRM RANDOM

MLIMBERG (URN

USING URN '5

GENERATE TWO

STANDARD, NDRMALS

CDNVERT STANDARD

Lt. T - or

Hº-º-Li -

TD A ARRAY AND

SMALLER ND. TD ' B '

º

KTAI L EDIFº
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:* - :* ~*- : : * ~ * > . .

No. 0F samp

[. DIN [JRN [.

ENERATE A G" (os, 1 ) ,

USE BOTH URN 's TD

T JR NEX La

In D

flººſe Tº

: " 'o', 4') BEEN

ENERATED

:* e =

º - \l Avº R WU -

TD ' A * ARRAY AND

SMALLER NO. TD ' B '

92



D -a stra º

ND. OF SAMPLES

WIND D

–a–B-tutº

\! A a RTNU.

TD ' A * ARRAY AND

SMALLER ND. TD 'B'

ARRAY

no

TOTAL

WUMBER OF SAMPLE

GENERATED FOR EADH

DISTRIBUTION
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! tº th’ Lj}: ; 4. L. i. 5 - ib

--
GENERATE A

ria . b. c.

T! ID

T * a , b, c | GENE

V

ND. TD ' A ’

ARRAY AND

SMALLER NO - TD

SAMPLES GEN

ERATED FOR EAC

T for pnºt a 1 c : 1 a
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DR CURRENT REPL I CAT I Dº!

| EATEUTSTETTIF

F

( A-RUM AND B-RUNL}_

ADD CURRENTLIR:

TO RLINNING TOTAL OF

PREſ, IOUS DISTRIBUTIONS

(ARESULT AND E T
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# * * * * * * * * * * * * * * * * * * * * * *MAIN PROGRAM + 4 + 4 + 4 + 4 + 4 + 4 + 4 + 4 + + 4 + 4 + 4 + £ 4, & 4 tº£ tº

COMMON /ALG/A (50), B (50), SUM

COMMON /ALL/NFILE, IREP, ITEM - - - -

COMMON/QUT / ARESULT (50), BRESULT (50), PERCENT (50)

COMMOIV/FILE/NAME, DISP . . . . . . . . .-----

CALL INITIALIZE (DIST)

19 ... ... GOTO (1, 2, 3, 4), DIST.. ---

1 CALL NORMAL

GOTO 10 - - - -- --- - - -------- -

2 CALL GA M M A

GOTO 10 ---------------------------------

3 CALL BET A

GQT 0 1 0 . . - - - - - -- -- -- -------------- --

4 CALL TRI ANG

10 CALL REPORT - -- - - - - - - - ----- ----

STOP

Eil D. . . . . . . - - - -- -----------------------

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *ºrsº

*
- -- - - - ---------------------------------- -

º:

* Tris subroutine inputs the type of probability +

... ... . * - distribution and ... the number of replications a #

# &

############################################# * ** * * * * * * * * * * * * * * * * * * ** * *

SUBROUTINE INITIALIZE (DIST)

COMMON/ALL/NFILE, IREP, ITEM . . .

CUMMON /FILE/NAME, DISP

. ... CHARACTER+4. LETTER,CHQICE___.

CHARACTER+ 13 NAME, DISP

– 35. WRITE (6, 31 ) . . . . . . . . . . . . . . . .

31 FORMAT (T2, "Output may be written to a file and then printed * ,

/ " or printed at this terminal. ’, Z, T2, "Enter "F" for file or "T" ",

/ for terminal , " )

. . . . . . . READ [.5, 79).CHOICE . . . - -

IF (CHOICE. EQ, "F*) THEN

NFILE=8 . . . . . . . . ...-------' ----.

ELSE IF (CHOICE, EQ, *T*) THEN

NF I LE=6 - - ----- - - - - ---

GOTO 3

• *L** - - - --------------------------------

GOTO 3.5

END IF . . . . . . . . . . . .

12 FORMAT (T2, "Enter the name of the output file a ’)

READ ( 5, 17) NAME

17. FORMAT (A) . . . ... --...-------- ---

WRITE ( 6, 21 ) -

21 FORMAT (T2, "Select the disposition of the output file, *,

/ /, T2, "Type : KEEP, PRINT, or PRINT/DELETE, " )

- READ (6,27) DISP - -- - - --- - ---

27 FU R iſ AT ( A )

. . . . 0PEN ( 8, FILE=NAME, STATUS: "NEW", DISPEDISP).

3 ! RITE (6, 72) -

72 FORMAI (T2, " which type of test is to be performed?’, Z, T2,

/ " Enter "ARUN" if you wish to know the length of the A * ,

/ "run before the first B, * , /, " Enter "BRUN" if you wish the ’, ...
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/

/

79

1 3

10

2 3

92

9 3

91

* lent, thof the H run before the first A. *, /, T2, "Enter "BOTH" "

* if you would like the results of both tests. " )

REAL) (b. , 7.9 ) TES I

H U R M AT ( A )

IF ( i EST . EQ - "A R U tº * ) T H E tº

I Tb, M = 1

E. LSE IF ( I. F. S.T. ſ. Q. * B R UN ' ) T HEN

i T E M = 2

ELSE IF (TEST. E.G. " BUTH".) T H E tº

IT 5: Fº-3

E L St.

(;C I {} 3

E. f. t.) I F

* R II F. ( 6, 1 U )

FuR A'i ( i 2, "Select the type of distribution you would ",

* like . * , /, * Type the first letter of the name to make * ,

* your input. " )

REAL (5, 23) LETTER

F U R - AT ( A )

ſ F ( L E 1 ºf E. R. H. J . * N ' ) T H E iſ

D IS T = 1

F. LSE IF ( L ET'ſ F. K. F. G. . * G ' ) I H F is

DIST= 2

F. L. St. 1 F ( L. F.T.T. F. R. E. (J. * * * ) iſ tº F. N

D IS T = 3

F. LSE 1 F ( L ET’ſ F. R. E.G. . " T * ) T H E iv

DIST= 4

F L S.S.

GO 1 0 1 3

F. ſ. ſ] I Fº

* RI 1 E ( 6, 93)

F OR 4A I (T2, " Enter the number of replications * ,

* to be ter formed. " )

R K, A D (5, *) I REP -

IF (I FEP, GT, 1 () () () () () ) Gº)TU 92

R & 'I U R M

E NU

# 4 + + 4 + 4 + + k + 3 + 4 + 4 + 4 + 4 + 4 + 4 + k + + 4 + + 4 + 4 + + 4 + + # * * * * * * * * * * * * * * * * * * * * * * * * $ $

* #

* This sub routine generates random numbers *

k from the nor ºf a 1 d is tribution • *

* $

# * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

%

SU tº RC JT i : E I, () R MAI,

D 1 tº E V S I J & V ( 2), 4 U (2), S I Gº A (2) , fi SAMP ( 2)

CU".1U / ALG/A ( 5 ()), H (5 0 ) , SUM

CUMMſ) v / ALL/f FILE, IR EP, 1 IE *

CQ." tº G w/ F I LE/NA (4E, DJ SP

CH A R ACTER+ 13 NAME., I) ISP

R F. A L fºll

J & TE, GER CJU v. T., I 1 , S() ºn

CC. J.;W T = ()

IF ( 'w F I L. F., EQ s 6 ) GOTO b

(, PE t ( 8, FILE= N A “E, STATuS= *(, LD ' , D IS P=DISP)

PR IN T 5

FºjR AT ( 1 X, * Friter mu, sigma and number of samples",

* for the " , / , 'ſ 2,

* f irst normal distribut lon separated oy commas, " )
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READ (5,4) MU ( 1), SIGMA (1), NSAMP (1)

WRITE (6,17)

-- 17- FORMAT (T2, "Enter mu, sigma and number of samples”,

/ " for the *, /, T2,

—----/-..." second normal distribution separated by commas. " )

READ (5, *) MU (2), SIGMA (2), NSAMP (2)

__ ___...... WRITE (6, 19) . -

19 FORMAT (T2, "Enter a five-digit number for random”,

-------/. . . number generation. " ) .

READ (5, *) I1

_____ ___ WRITE (NFILE, 98) MU (1), SIGMA (1), MU (2), SIGMA (2), NSAMP (1),

/ NSAMP (2), I1

_ _98. FORMAT (T2, "Input distributions are N" (*, F5, 2, *, *, F5. 2, *) and * ,

/ " N* (*, F5, 2, *, * F5. 2, " ), *, /, T2, "Number of samples from each * ,

—-/ -- 'distribution is " . I2, * and * ,

/ I 2, respectively. " , /, T2, "The random number seed for this * ,

_____/ "run is ." . I6, *, *)

97 COUNT =COUNT+ 1

–––. J-9 –––. . . . .

SUM= 0

— 100 --- JFAlt1 ......... . . . . .

M =0

90 -T-0 . . . . . . .

DO 80 I = 1, 2

__X=RAN (I.1) . . .

W (I) = 2, 4 X = 1 .

——WFWCI) *W (Il-.... . .

T=T4 W

80 ... CONTINUE --...

IF (T, GT, 1 , ) GO TO 90

_____. Y1 =L09 (T) .

Y 2n = 2, #Y 1/T

—— Y=SQRT (Y2) ...---- ...

N= N + 1

_________. SUM=SUM+ 1 . . . . . . . . - -

.X1 = MU (J) +SIGMA (J) + V ( 1) + Y

_____. X2=MU (J) +SIGMA (J) + V (2) +Y
t IF (X1 - GT, X2) THEN

-——--A(SUMD FX 1. ---.............— … . . . . .

B (SUM) =X2

–––––––ELSE.----.......

A (SUM) =X2

________ B (SUM) =X1

END IF -

- IF (N - LT. NSAMP (J) ) GO TO 90

IF (J. L.T. 2) GO TO 100

--——--- CALL SORT . - --

IF (COUNT. LT, IREP) GOTO 97

_____.-- RETURN - - -

END

********************************************************** ************
----- + - - 4.

* This subroutine generates random numbers *

__-----.... * - from the gamma di S tribution, - *

* *

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

subROUTINE GAMMA

DIMENSION U (2), X (2), ALPHA(2), BETA (2), NSAMP (2)
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9 8

97

b ()

80

20

5 (.

30

ſ

CU”.4 [] iſ / AL G/A (50), H (50), SU ſº

Cú M - U M / A i, L / "I F I I, E, IR EP, Iſ E. M

C+}º M Cº. / F I LE/f. A tº E, Dl SP

Cr A R ACT ER+ 1 3 in a tº F., L ISP

I ... 'ſ E G B R C J U NT, I. 1 , SU tº

K E A i, L T H ETA, Liu Z

C Q U v. T E ()

I F ( , F I L r. . . ( .. 6 ) GOTU b

U P E & ( 8, F I L E = 1. AME, ST A T J S = “ U LD ' , D ISP=DISP)

| RI r T 1 (

F OR - A 1 (1 Å, * F.nter al pna, peta and number of samples to r * ,

* the * , /, l 2,

* first gaſ ma distribution separated by commas. " )

R E A D ( 5, *) A LPH A ( 1 ), H. F.T.A. ( 1 ), ; , S A M P (1)

IF (A LPH A (1 ) . L. E. , 1) GC I () 6

P RI - T 11

FUR 4 A'i ( 1 X, "Enter alpha, peta and number of samples for * ,

* the * , / , i. 2,

* second Jam T. a distribution separated by commas. " )

F E A U ( 5, *) A LPH A (2), h F.T. A (2), NS AMP ( 2)

J. F. ( AL PH A (2 ) . L. E . 1 ) GU'i U 8

Prº I . I 12

FC R A 1 ( 12, " Enter a five-digit number for random * ,

* num oer o eneration . " )

R E A J ( 5 , *) I 1

º, K I Tºl ( & F I L F., 98) A LPH A ( 1 ), H E TA (1), AL PHA (2), BETA (2), NSA M P (1),

f, S A P (2), [1 -

FUR 4A 1 ( 12, "Input distributions are G* (*, F5. 2, *, *, F5. 2, *) and *

* G" ( " , F 5. 2, “ , ” F5. 2, " ) . * , /, T2, "Number of samples from * ,

* each distribution is “ , I 2, * and * ,

12, respectively. " , /, T2, "The random number seed for this " ,

* run ls “ , I h , " . " )

T H E 1 A =4.5

I, T H ET A = L JG ( 4. b )

L = 1 • + LT ri E I A

F U U r = LOG ( 4 . )

CUU is T =CU U : , T + 1

SU w = 0

k = ()

K = K + 1

G 1 = 2 - 4 AL Prº A ( K ) - 1 =

G2 = o G R T ( G1 )

G= 1 . / G2

Q = A LP tº A ( , ) + G2

H - A L tº ti A ( K ) - F L L R

!, = ()

J = 0

J = U + 1

L. U 30 l = 1 , 2

P = P A tº ( 1 1 )

U (I) = H

CU in I I :, 1: F.

V l = U ( 1 ) / (1 ., - L (1 ) )

V 2 = L () G (W 1 )

W = C, 4 W 2

Y l = P, XP (V)

Y = A LP in A ( K ) + Y1

Z = 1. ( 2) # U (1 ) + U ( 1 )

w = H + Q & W - Y

T t < 1 = ... + 1, - t t c ſ A * Z.

J F. ( i + ST. Gr. Q - ) \, : . . . . . .
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40

L.f. Z=LGG (Z) -- - - -- - - --- - ---

IF ( W. G.E. L. M. Z) GO TO 40

GU TG 50 - - - -- ------ -----------------

X (J) =Y + BETA (K)

IF (J. L.T. 2) GO TO 20 - - -- -- - - -- ---------------- --

SUM=SU M+ 1

N= N + 1 - --- -- ----- - -- -

IF (X ( 1) . LT • X (2) ) THEN

A (SUM) =X (2) - -- - ----------------

B (SUM) =X(1)

E. LSE, - - - - --- - -- - - -- ---------- -- - - - --- -

A (SUM ) =X (1)

B (SUM ) =X (2) - - - - --- - - ------ - - -----

END IF

IF (N. L.T. NSAMP (K)) GO TO 80 . . . . . . . . . . . . . . -----...-------...— . . . . ---.

IF (K • LT .. 2) GO TO 60

CALL SORT - - - - - - -- - - - -- ---------- - ------

IF (COUNT - LT. IREP) GOTO 97

RETURN - - - - -- - - -- - -- - -- - - - --- ------- -

END

* --- s

* This subroutine generates random numbers. . ._*__ _ ____

X from the beta distribution • *

*
* ---

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * **

11

12

9 8

º

SUBROUTINE BETA - - - - - - -- - - - -- - - - - --- -----------------

D 1 MENSION X1 (2), X2 (2), U(2), ALPHA (2, 2), NSAMP (2)

COMMGN/ALG/A (50), B (50), SUM. . . --- - - ----------------------

COMMON/ALL/NFILE, IREP, ITEM

CQ & MGN/F ILE/NAME, DISP - - - - - - - - --- -- --------------- -----

CHARACTER+ 1 3 NAME, DISP

REAL LTHETA, LNZ -

I NTEGER COUNT, I.1, N, O, SUM

COUNT= 0 . . . - - - - - - - ---- - - - - --- - - - - -------- ---

IF ( !, FILE, EQ, 6) GOTO 3

OPEN (8, FILE=NAME, STATUS:- "OLD’, DISP=DISP) . . . . . . . . . .

PRINT 1 0 -

FORMAT ( 1 X, "Enter alpha1, alpha2 and number of samples " . . . . .

* for the *, Z, T2,

* first beta distribution. Separated by commas..."). --------------—

REAL (5, *) ALPHA(1, 1), ALPHA (2, 1 ), NSAMP (1)

PRINT 1 1 - - - - - - - - --- ------------------ - - -- -----

FJRM AT ( 1 X, "Enter alpha 1 , alpha2 and number of samples ",

* for the " , /, T2, - - - - - - - --- - - -----

* second beta distribution separated by commas. " )

REAL (5, *) ALPHA(1,2), ALPHA (2, 2), NSAMP (2) - - - - ------...-----------

PRI W T 12

FORMAT (T2, "Enter a five-digit number for random', .

* number generation, " )

REAL (5, #) I 1 - - -- - - - -- ----- - - - - - --

w RITE (NFILE, 98) ALPHA(1, 1), ALPH A (2, 1 ), ALPHA(1,2), ALPHA (2, 2),

M. SAMP (1), NS AMP (2), I 1 - - - - - - - - - -- - - - ------ -- -- ------ - - - - -- --

F UR 14 AT (T2, "Input distributions are B" (*, F5. 2, *, *, F5. 2, *) and * ,

* 8" (*, F5. 2, *, * F5, 2, *) • * , / , T2, "Number of Samples from",

* each distribution is “ , I2, * and * ,

I 2, * respectively. “, Z, T2, "The random number seed for this “ , .

100



/ "run is “ , I b , " . " )

1 ti H. T A = 4 - 5

L T H E T A= L iſ G ( 4, 5)

ſ = 1 = + i. T H E TA

H U U R = i. (1G (4 .. )

97 C J U iſ T =CU U N T + 1

C = {}

SU A = ()

i) (, 90 I, + 1, 2

[] = 1)+ 1

L Q & 0 M = 1 , |. SAMP (f. )

SU MESU N, + 1

CQ 70 L = 1 , 2

[] ... h Q K = 1, 2

G 1 = 2 * *ALP HA ( K, N ) - 1 .

G2 = S \, ti I (G1 )

G= 1 . / (s2

G= A LP r1 A ( K. , t ) + G2

H =ALF:A ( K, M, ) - H G UK

50 DC 30 J = 1 , 2

R = F A S ( I 1 )

U ( I ) = r

30 CUF 1 I is Ut.

V 1 = L ( 1 ) / (1 ... - U ( 1 ) )

V 2 = Lºſ)(3 (v1 )

W = G + V 2

Y 1 = c XP (V)

Y = A LPH A ( K, ti ) + Y1

Z= i. ( 2) # U ( 1) # U ( 1 )

w = H + (J & W - Y

TE.S.T. = }, + [ - T H E I A * Z.

I F (TES'; ... GE. . ( . ) GO T G 4 ()

L!, Z = LCG (Z)

I F (w = GF • L tº Z ) G() TU 4 ()

GC T C 5 U

40 X 1 ( K. ) = Y

60 CG ti I. J R U El

X 2 (L.) = X 1 (1 ) / (X 1 ( 1) + X 1 ( 2) )

70 CQ \ } liv Ut.

I F (A2 ( 1 ), GT • X 2 ( 2) ) THE is

A (SI; M ) = x 2 ( 1 )

P. ( SU M ) = X2 ( 2)

F. L. St.

A (SU P. J =X2 ( 2)

H (SU tº ) = x 2 ( 1 )

F. W. D. I. F.

8 () CL ſº I I v UE

90 C () i. 1 I : U L

C Al, L S [] KT

I F ( C flu N'I. LT, J REP) GU'I'U 9 /

F ET L H fº

E *. I,

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# *

* This Sub routine generates random numbers +

* from the triangular distribution. $

* ×

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + 4 + 4 + 4 + 4 + 4 + + 4 + 4 + + 4 + + 4 + +
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SUBROUTINE TRIANG

DIMENSION-X[2] , GC2), H(2), C (2), NSAMP (2)----------------------

COMMON / ALG/A (50), B (50), SUM

- ... . . COMMON/ALL/NFILE, IREP, ITEM

COMMON/FILE/NAME, DISP

- - - - CHARACTER+13 NAME, DISP

INTEGER COUNT, I.1, SUM

COUNT=0–...--------------------- - - - - - -

IF (NFILE, EQ. 6) GOTO 9

____________OPEN ( 8, FILE=NAME, STATUS:- "OLD", DISP=DISP)

9 PRINT 5 ()

_________50-----FORMAT (1X, ‘Enter minimum, maximum, mode and number of * ,

/ " of samples from the “, Z, T2,

--- - ‘first triangular distribution separated by commas. " )

READ (5, *) G(1), H (1), C (1), NSAMP (1)

–––––13---—PRINT 51 - - - - - - - - - - -

51 FORMAT (1X, "Enter minimum, maximum, mode and number of * ,

A * of samples from the " , /, T2, - - - - - - - - - - - - - - - -

/ 'second triangular distribution separated by commas, " )

—READ(5*+ 2G(2) - H(2) • C(2), NSAMP (2) -------------------------.

IF (G (1 ), GT • H (1) • OR, G ( 1). GT • C ( 1) • QR, C ( 1 ), GT • H (1)) THEN

–––WRITE (6 - 72 ... ------- - - - - - - - -

7 FORMAT (T2, "INCORRECT PARAMETERS ON DISTRIBUTION. * ,

_____ Z * TRY AGAIN. " ) - - - - - -

GOTO 9

—ELSE.iF(G(2) - GT. H. (2) • OR. G (2) • GT • C (2), OR.C (2) • GT • H (2) )THEN

WRITE (6, 7)

——G010-13------------------- ~~~~

ELSE

—PRINT-52------------------------ -- - - - - -- -- -- - - - - -

52 FORMAT (T2, "Enter a five-digit number for random number",

/ 1 generation - ? )--...--------------------...----- ---

READ (5, *) I 1

—--——ENP-1F -------------------------- - - - - -- -- - -- - --

WRITE (NFILE, 98) G(1), H (1), C ( 1 ), G (2), H(2), C (2), NSAMP (1),

–––––. Z. NSAMP (2) , I 1 - … "…------ - -- - -- - - - - - -- -

98 FORMAT (T2, "Input distributions are * ,

—Z–1.Tº Cº., F.5 - 2, ". . . . F5 - 2, "... 1. F5-2, * ). and", --- -- - ------------ -

/ " T" (*, F5. 2, *, *, F5. 2, *, *, F5. 2, *). *,

/__Z, T2, "Number of samples from each distribution is “ , .

/ I2, * and *, I2, * respectively, * ,

_______/ /, T2, "The random number seed for this run is “ , I6, *, *)

97 COUNT=COUNT+ 1 -

SUM= Q ------------ -- - - - - --- - - - - - - -- --------- - - -- -- ------

DO 30 I = 1, 2

_____________T=H (I) - G (I)

COMP= ( C ( I ) -G (I) ) /T

_COMP1 = 1 = -COMP - - - -

DO 20 L= 1, NS AMP (I)

-——------SQM+SUM*1..… . . . .

DO 10 Ja 1, 2

____ UFRAN ( I 1 )

IF ( U , LE, COMP) THEN

X1 =COMP +U

X2=SQRT (X 1)

-...------------..…. - X (J) =G (I) + T *X2

ELSE

X1 =COMP 1 + ( 1, •U)

X2=SQRT (X 1)

- X3 = 1 ... • X2 -
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10

20

X (J) =G (I) + T*X 3

8, ND IF

CO’NT I v UE

IF (X ( 1 ), GT • X (2) ) T H E in

A C S J M ) =X(1)

B (SU R" ) =X ( 2)

ELSE

A (SU M ) = K ( 2)

B (SUP, ) =X (1)

END IF

CCN TINUE

CJN T IN JE

CAL L SI)RT

I F ( CO UN. T. LT, IREP) GU'ſ O 97

RETU R v

E v. D

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * + k + k + k + + 4 + 4 + 4 + 3 + 4 + 4 + 4 + 4 + 4 + 4 + 4 + k + 4 + 4 + 4 + 4 + 4 + +

& #

$ T ni S S u or out i ne per for ms a pubble Sort • *

* 4.

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

12

25

27

SUBRCUTINE SQRT

ſ] I M.S. N S IU is A A (2), BB (2)

CUMMCN/ALG/A (50), B (50), SUM

CJM M C N / ALL / N F I LE, 1 REP, ITEM

CJM w. U.N./JG T / ARESULT (50), BRESULT (50), Pt. RCENT (50)

CJK & Q is / F I LE/* A ME, DISP

CHARACTER + 1 3 NAME, DISP

[ MT El GER A R U tº , 8 RU tº, SUM

I NT B. R A = 1

D0 I = 1, (SU M-1 )

IF (A ( [ ] , GE, A (I* 1 ) ) GOTO 25

AA ( 2) = A (I)

Ai, ( 1) = A ( I + 1 )

A (I) =A A (1)

A ( I + 1) = A A (2)

INTERA=0

CONT I tº UE

F. In D DU

IF (I N'ſ ER A, EQ = U ) GCTC) 12

J. : W TER H = 1

DU J = 1 , (SU M- 1 )

I F ( B (J), GE • B ( J.4.1 ) ) GOTO 27

H R (2) = B (J)

8 b ( 1) = B ( J # 1 )

R (J) = B 3 (1)

* (J # 1 ) = P B (2)

I N TER tº E ()

CO N T L NUE

FM D D, O

I F ( [ N T H R B . EQ . ()) GOTO 9

A R U W = 0

H R U W = ()

D J 1 = 1, SU -

I F (A ( i ) . GT • B ( 1 ) ) 'I r" tº N

A H U is : A R U tº + 1
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18

Do I = 1, SUM

ELSE, - - - --- - - - - - --- - -- - - - -

GUT () 7

END IF

END DO

CONTINUE -- - - - - - - - - - -- - - ---------------- - .

DU L =SUM, 1 , - 1 - -

IF ( B (I) • LT's A (SUM) ) THEN - - - --- - -------- - ------ - - -

BRUN =BRUN+ 1 i

ELSE -- - - - -- - - - -- - ------- -

GOTO 18

END IF - - - - - - - - -

END DU

CONTINUE

# * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

* End of replication bookkeeping 1 &

* This part of the subroutine stores 4.--_______________.

* the statistic "# of runs of length & - l

# X" in the array RESULT (X). º ſ

* + k + k + k + k + k + k + k + $ $ $ $ 4, 4 + 4: $; $ $ $ $ $ $ $ $ $ $ $ $ $ l

IF (ARUN, EQ, I ) ARESULT (I) =ARESULT (I) + 1 .

IF (BRUN, EQ. I )BRESULT (I) =BRESULT (I) + 1

END DO -- -- -

RETURN

END --- - ------

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * * * * * * * * * * * * * * ** * * * *

* &

* This subroutine generates the output of * -

* the simulation, &

* ------ §

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *ºr

11

37

39

1 3

42

/

/

IF (NFILE • EQ, 6) GQT0, 11....... --------

SUBROUTINE REPORT . . . . ._ _ _ _ _ ___

DIMENSION AA (2), BB (2), CUM (50), INT (50)

COMMON / ALG/A (50), B (50), SUM -

COMMON/ALL/NFILE, IREP, ITEM

COMMON/QUT / ARESULT (50), BRESULT (50), PERCENT (50). -

COMMON/FILE/NAME, DISP

CHARACTER+ 1 3 NAME, DISP, ANSWER .

INTEGER SUM

OPEN (8, FILE=NAME, STATUS= "OLD", DISPs:DISP)

IF (ITEM. EQ. 1 . OR, ITEM, EQ, 3) THEN... . . . .

ASSIGN 37 TO IOUT

ELSE - - - -

ASSIGN 39 TO IOUT

E.N.D IF --

WRITE (NFILE, IOUT)

FORMAT ( / / / , T2, "Test for the Length of the Initial Run of * ,

* A * *s before the first B, *, / )

FORMAT ( ///, T2, "Test for the Length of the Initial Run of * , ---

* B " 's before the first A. *, A )

WRITE (NFILE, 1 3) IREP ... ----- - ---------- ---------> ----------------- ------------------------

FORMAT (T 2, "Number of Replications : " , I6, Z)

I F (ITEM, EQ = 1 . OR, ITEM, EQ, 3) THEN -- -- ---

WRITE (NFILE, 42)

FORMAT (T2, "Length *, 4X, "Observed *, 4X,

----- --- r
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/ * Relative *, 4X, "Cumulative” )

WRITE (NFILE, 44)

. . 44. FORMAT (T2, "of Run: " , 4X, "Frequency: " , 4X,

/ * Frequency: * , 4X, "Frequency: " )

TsIREP

CUM (0) =0 = 0

D0 Is 1, SUM

PERCENT (I) =ARESULT (I) /T

_____. ... CUM (I) =CUM (I-1)+PERCENT (I)

END DO

DO I = 1, SUM

INT (I) =ARESULT (I)

. . . . WRITE (NFILE, 17) I, INT (I), PERCENT (I), CUM (I)

17 FORMAT (T2, I 3, T 12, I6, T28, F 8, 6, T42, F 8, 6)

...— ....... - END D0 - - -

WRITE (NFILE, 6.2 )

... 62 ... ... FORMAT (T2, ſ , / ; / , / )

CALL GRAPH

IF (ITEM, EQ. 1) GOTO 57

ITEM= 2

... ... GOTO 11.

ELSE

___ _ _ WRITE (NFILE, 42)

WRITE (NFILE, 44)

... . . . . . T-IREP

CUM (0) = 0 = 0

------------. D0 I*1, SUM. -

PERCENT (I) =BRESULT ( I ) /T

CUM (I) =CUM (I-1 ) +PERCENT (I)

END DO

... . . . . . D0 I = 1, SUM

INT (I) =BRESULT (I)

_________'. WRITE (NFILE, 17) I., INT (I), PERCENT (I), CUM (I)

END DO

WRITE (NFILE, 6.2 )

CALL GRAPH

. . . . END IF

57 CONTINUE

—— . . RETURN ........

END

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

* *

_________. . $ _ _ This subroutine generates the relati Ve and *

* cumulative frequency distribution *

* function graphs , *

* &

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

SUBROUTINE GRAPH

DIMENSION TEST 1 (50), CUM (50)

COMMON /ALG/A (50), B (50), SUM

COMMON/ALL/NFILE, I REP, ITEM

COMMON/OUT/ARESULT (50), BRESULT (50), PERCENT (50)

_________... COMMON/FILE/NAME, DISP

CHARACTER+ 1 3 NAME, DISP, ANSWER

INTEGER SUM

IF ( in FILE, EQ, 6 ) GOTO 13

OPEN ( 8, FILE= NAME, STATUS:- "OLD", DISP=DISP)
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13 1 F (l'ſ E.M. E.G. 2) THEN

A SS J. G. N. 99 T 0 L

ASSIGN 88 TO K - - -- - -- --------------

ASSIGN 84 T Q M

ELSE - - - - - -- -

ASSIGN 98 TO L

ASSIGN 86 TO K - --- - - -- -

ASSIGN 82 TO M

END IF - - - - --- ------ --

w KITE ( 6, L )

98 FORMAT (T 2, “For this test of the length of the run of *,

* A * *s before the first B, * , /, T2,

"do you wish a bar graph of the relative and * ,

* cumulative frequency distributions?", /, T2,

* Enter "YES" or "NQ", " ) - -------

99 FUR M A T (T2, "For this test of the length of the run of *,

* B " 's before the first A, *, /, T2, - - -- ---

* do you wish a bar graph of the relative and * ,

* cumulative frequency distributions?", /, T2, ... ...

* Enter "YES" or "N0" . " )

REAL (5,91) ANSWER - -- - - - - ---------

91 FGR M AT ( A )

IF (A N S w ER • EQ , "NO") GOTO 89

w K I 1 E. ( N F I L E , 27 )

27 FUR; AT ( * 1 " )

w RI'ſ E ( N F I LE, K)

86 FORM A1 (T5, "Relative frequency graph", ... ------...--—...--

/ " for the Length of the Initial Run of * ,

/ " A * *s before the first B, * , / )

88 FORMAT (T5, "Relative frequency graph”,

* for the Length of the Initial Run of " . . . .

* B “ ”s before the first A. ", / )

w RI TE (NFILE, 37) - - - - - - - - ------- -------

37 FQRM AT (T5, * 0.00", T1 0 , " . 04", T 14, " , 08", T 18, *, 12°, T22, *, 16" ,

/T 26 , " .. 20 * , T 30, * , 24", T34, " .. 28 °, T38 , " , 32°, T42, *, 36°, T46, *, 40°,

/T50, *. 44 °, T54, " .. 48’’, T58, ". 52', T62, ". 56*, T66, *. 60", T70, " .. 64",

/T74, " .. 68 °, T78, “ . 72°, T82, *, 76°, T 86, *, 80 *, T90, *, 84* , T94, *, 88°,

/T98, “ . 92 *, T1 02, "... 9.6 °, T 106, * 1, 00 °)

31 w R II F. ( N FILE, 33) - - - - - -- -- - - - - - ------------

3.3 FURMAT (T 6, * + - + - + - + - + - + - + - + - + - + - * ,

/ " + - + -t- + - + -t- + - + - + - 4 - + - + - + -t- + - + - + - + - 4 - 4 - * , ...

/ " + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - + - 4 - + - + °)

C U M ( 0) = 0 = 0 -- - - - - - ---------

DO I = 1 , SUM

TEST 1 ( 1) = (PERCEMT (I) + , 0.05) + 1 000 . . . . . . . . . . .____.......— .

J-TEST 1 (I) / 1 0.

IF ( J. EQ = 0 ) THEN - - -- --- ---------------

ASS 1 GN 4 3 TU I OUT

F. LSE - - -- - - - - --- - - -------

ASSIGN 4.1 TO I OUT

END I F -- -------------------

CUM ( 1) =CU M ( 1 - 1) + PERCENT (I) -

w RITE ( NF l LE , I OUT) I , PERCENT (I) - - - - -- - - - - - --------

!

ſ

ſ

41 FOR MAT ( * 0 °, T3, I2, T6, *-*, KJX (1 H+), 2X, F 8. 3.)

43 FORMAT ( * 0°, T3, I 2, T6, *-*, 2X, F 8, 3) -- -- -- ---*

END DU,

WRITE ( , F J. L.E., 27 ) - ------- --------

a RITE (NFILE, M )

82 FUR - A 1 (I 5, "Cumulative frequency graph * , - - - - - -

/ " for the Length of the Initial Run of * ,

/ " A * *s before the first B. * , / )
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84 FORMAT (T 5, 'Cumulative frequency graph * ,

/ " for the Length of the Initial Run of * ,

... . / .” B " 's before the first A. * , / )

WRITE (NFILE, 37)

WRITE (NFILE, 33)

DO I = 1, SUM

TEST 1 (I) = (CUM (I) + , 0.05) # 1 000,

JsTEST 1 (I) / 10,

... IF (J. EQ, 0.) THEN

ASSIGN 43 TO IOUT

...ELSE

ASSIGN 4.1 TO IOUT

END IF -

WRITE (NFILE, IOUT) I, CUM (I)

END DC

WRITE (NFILE, 27 )

... 89 CONTINUE

RETURN

END

... * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
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ADDENDUM

After listening to the presentation of this paper, Dr. W. J. Conover of Texas

Tech, commented that perhaps a rank test based on the rank sum of the A's or

some other appropriate measure might be used as a more powerful test of overall

compatibility among the samples with emphasis on shift of location. In view of

the weakness of the modified Westenberg test for the median which is given

here, and the generally high power of rank tests, this suggestion seems

promising. I would still, however, suggest the LIR test for the purpose for

which it is intended: It emphasizes the improvement which can be obtained by

exclusion of a particular sample. However, beware of repeated deletions. The

probability levels of the test change step-wise with each application.
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IN-MINEFIELD EFFECTIVENESS MEASURE FOR BREACHING VEHICLES

Mark S. Adams

Systems Employment Branch, Countermine Laboratory

US Army Mobility Equipment Research and Development Command

Fort Belvoir, Virginia

I INTRODUCTION

The development of realistic models is required to assess the military worth

of countermine systems in mine warfare scenarios. Explicit closed form solutions

delineating countermine equipment effectiveness are being developed to become

modular components of a more complex War game modelling mine warfare.

This report develops a closed solution to measure the effectiveness of

armored vehicles proceeding through cleared lanes. An e. tuation is derived to

determine the expected number of mines a vehicle will encounter in a scenario.

The expected number of mine encounters is used to calculate a measure to

compare the value of changes in tactical methods and countermine materiel.

A discussion of the applicability of the effectiveness measure to support

mine and countermine studies is also presented. A set of mine warfare situations

are formulated as an example of the ease of using the expression derived in

this report.

II BACKGROUND

In June 1980, USAES requested MERADCOM to perform analyses determining

what marking systems could be used with mine-clearing rollers. MERADCOM tasked

HEL who, in turn, subcontracted Armament Systems, Inc. and the final report,

"An Investigation of Requirements for Cleared—Lane Marking Systems (CLAMS) for

Hasty Breaching of Minefields with Mine-Clearing Rollers," was completed in

March 1981. Section 5.0 of this report, "Assessment of the Problems Associated

with Traversing and Marking a Minefield," thoroughly discusses doctrine,

literature and field test data. and reports on requirements of the width of

a cleared lane. The requirements established in sources such as FM 90-7

"Cbstacles" (which states a u meter wide vehicle assault lane may be used for
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the nasty breach), and, the final report by the USA Armor and ºngineering Board

of JT Il testing of the Mine-Clearing Roller (that notes the width of the lane

cleared by one tank with a roller is inadequate to allow safe tracking by

other tanks and personnel carriers), are not driven by , or directly related

to, mobility mission requirements or effectiveness. Some procedure is necessary

to aid translating mission requirements into equipment performance requirements

and the converse. With the expression developed here, postulated systems

performance functions can generate values of in-minefield effectiveness as

the measure of the expected number of mines a vehicle will encounter.

III OBJECTIVE AND SCOPE

The objective of this report is to derive an equation to calculate expected

mine encounters of vehicles crossing a minefield, and describe methods in

computing and applications of results of the equation to determine in—minefield

effectiveness (IME) measures of various systems.

The mathematical scope of the derivation extends to an integral calculus

Statement, :

ſ (density function) d(AREA) = units (1)

AREA

For the applicatiºn here, this translates to: the integral of the density

function in mines per square meter over the area swept out by a vehicle passing

through a minefield is equal to the number of mines the vehicle will encounter.

This would be exactly true if mines were a continuous phenomenon. But since

they are point located, or at best disjoint, this equation is an approximation

to the expected number of mine encounters. This method does not calculate

where a venicle will encounter a mine, only the expected number of encounters

that are found in the area used in the calculation. This expected value is

the identical concept to the average, or mean value.
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Actual mine location will vary under a host of conditions (mine laying

procedure, minefield layout, etc.), so there is a possiblity that, though the

expected value of encounters in an intended path is positive, actually transversing

the minefield will result in no mine encounters.

Under rather standard assumptions of randomness, the occurrance of mine

encounters can be treated as a Poisson process. Arguements to independent and

identical distributions are not very serious because, firstly, the calculation

derived is an approximation, and secondly, the performance measure relates

to the probability of no occurances, so the memoryless criteria of such a

process is robust. According to a Poisson distribution, the probability of n

occurances, Pr(n), given that the expected number of occurances is A, is given

by equation 2.

Pr(n) = Neº (2)

n! ,

The probability of encountering no mines (n=0) given the expected number of

encounters, A, to be E(N) is

-E(N)
Pr(0 mines) = e (3)

This probability is the in-minefield effectiveness measure.
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Included in the IME equation derived within is a parameterized

function that describes the venicle path and a probability distribution function

of random play about the path. The resulting product of functions provides a

flexibility in the quantifiable description of countermining situations. Moreover,

the results are immediately and inexpensivly obtained compared to simulations

and war games of similar scope.

IW DERIVATION

Let 6 (x,y) be the minefield density function over some Cartesian coordinate

system; typical units for such a function are mines per meter squared (w/º).

Take, for example, a situation at FIG l. In this example, a mechanically

emplaced minefield of 3 rows of pressure AT mines with an inter-mine spacing of

four meters would require 300 mines. Since the area of this minefield is 20,000

square meters, the overall density of the minefield is 0.015W/mº. An alternate

representation of this minerleia could partition the mine rows into separate

minefields. Using the variables defined in the figure, the expected number of

mines, E(N), a vehicle would encounter is 2 - (ote-ite) - d - 6. The difference,

in meters, from the outer track edge to the inner track edge (ote-ite) is one

track—width. For this ex .mple, E(N)=2 (ote-ite) -50 -0.015=1.5. (ote-ite) or

1.5 times a track-width of the vehicle (in meters). This calculation is simply

the area swept out by the vehicles tracks times the constant minefield density.

In integral form, however,

= x - (dſ ſw/2-ite sº. ... a. . ſw/2+ote st. ... a. l!E(?I) = ſ: ſº: ô (x,y) dx + jw/2+ite ºn º dy (u)

Since 6 (x,y) = 0.015 M/m3 for 0<x<w, 0<yºd, we have,

* * * ſd ſw/2-ite ſw/2+ote w

E(N) = |0 0.03(ſº: dx + Jw/2+ite as) dy

ſ: ( (0.015-2) (ote-ite))dy

0.030(ote-ite)d

(1.5) (ote-ite) (5)
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This is the identical result obtained eariler.

Consider now that the vehicle goes through the minefield on something

other than a straight line path. Define P(m) = (X(m),Y(m)) as the parametrical

representation of such a path, where m ranging from 0 to 1 relates to the

amount of the mission complete (i.e., m-0 is the start of the mission, mºl

the end). The areas swept out by tracks of a vehicle are no longer simple

rectangles, as shown at FIG 2. Incorporating this parametrical path represen

tation, equation (3) becomes

E(N) = ſ: (#: ô (x,y) (dy/dm).dx + ſ: sº avºie) dm

where olx = outer left-track x = x(m) - ote/J1+s”(m)

ilx = inner left-track x = x(m) – ite/JTºsº(m)

irk = inner right-track x = x(m) + ite/JIrs’(m)"

orx = outer right-track x = X(m) + ote/JTºsz(m)"

y = Y(m) + s^{m}(X(m)-x)

s(m) ==# (6)

Analytically, this integral represents the summation of partitioned rectangles

that make up the area traced by the vehicle tracks, as shown in FIG 3.

Thus far, vehicles are restricted to following the prespecified paths

perfectly. . A probability distribution function of play about the path is

inserted to account for effects of vehicles not able to follow precise paths.

This play function, Q(z,m), is dependent upon distance from the path, z,

and the mission parameter measure, m. The final form for the expected number

of mine encounters is

E(N) = ſ: frºm (#: 6(x,y) (dy/dm)dx + ſ: ºwavana) dz dm
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where olx = x(m) - (ote-2)/Jºsºn)

ilx = x(m) - (ite-z)/VITsz (m)

irk = x(m) + (ite+z)/JTºsz(m)

orx = x(m) + (otetz)/Vlºsºm)"

y, s(m) as defined in equation (6). (7)

Once E(N) is calculated, the probability of the vehicle traversing the path

P(m) with play function Q(z,m) through a minefield density 6 (x,y) without

encountering a mine is given by equation (3) :

Pr(0 mines) = e^*(*)

The Pr(0 mines) is the in—minefield effectiveness (IME) measure for breaching

vehicles. Being a probability, the IME measure will always fall between 0 and l,

the latter designating a certainty of no mine encounters. The closer the IME is

to one, the better the chances a vehicle will successfully cross the minefield.

W APPLICATION

This section presents sample applications of the IME measure equation.

The intent of this section is to demonstrate the flexibility of the model; it

is not an exhaustive list of the capability of the procedure. The situations

to be studied will dictate the forms of three functions: minefield density,

vehicle path, and path play.

Let us choose as a problem measuring the ability of follow-on vehicles

to breach a minefield first cleared by a single lead tank equipped with a mine

clearing roller and cleared lane marking system.

A minefield density function to represent this situation must be formulated.

Consider the mechanically emplaced minefield of 300 mines in a liO0 meter by 50

meter rectangle discussed earlier. Before any neutralization, the density could

be taken as a constant 0.015W/mº. As the lead tank equipped with a roller

passes through the minefield and detonates mines, the density of the minefield

is lowered. Assuming perfect capabilities, and a straight line breach
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perpendicularly through the center of the minefield, the density of the minefield

drops to zero within the two rectangles traced out by the signature of the roller

banks. A representative minefield density function before and after nuetralization

is shown at FIG 11. The after-neutralization minefield density function is used

to determine the expected number of mines encountered by follow-on vehicles.

The algebraic expression of this density function is

= |0.0 0.93|x–200|<2.0 -

ô (x,y) & otherwise, 0<x<100, 0<y:50 (8)

Physically, equation (8) models a lead tank that crossed the minefield at

mid-front (x=200 of the 100 m minefield), with 2 mine-clearing roller banks l. l m

wide separated by l. 8 meters.

The second of the three IME functions, the vehicle path, models the attempted

path of follow-on vehicles making full advantage of neutralized zones. In this

instance, the intended path for such vehicles is to retrace the straight line

path of the lead tank guided by some marking system. The parameterized form of

this path is

P(m) = (X(m),Y(m)) : X(m) = 200

Y(m) = 50 - m (9)

At the start of the mission, the vehicle is at P(O) which is (200, 0) on

the Cartesian system employed. By the end of the mission (m=l), the vehicle

has travelled in a straight line to (200, 50); this is the same path as the

roller equipped lead tank.

However, döe to many conditions, follow-on vehicles cannot exactly duplicate

the lead tank path. A family of play functions is postulated and implemented

to model the ability of these follow-on vehicles to stay on the intended path.

The play function can be interpreted as the capability of the driver of a follow-on

vehicle to stay on the intended path based on his skills, training, driving aid

devices, and/or marking systems. A perfect path follow—on vehicle could be

thought of as one whose play never strays off the intended trace (i.e., the center

118



M
i
n
e
-
C
l
e
a
r
i
n
g

R
o
l
l
e
r

E
f
f
e
c
t
s

O
n

a

O
r
i
g
i
n
a
l

M
i
n
e
f
i
e
l
d

6
0
(
x
,
y
)
=
0
.
0
1
5

M
/
m
”

M
i
n
e

F
i
e
l
d

D
e
n
s
i
t
y

0
.
0
1
5

M
/
m
”

d
=
5
0
m

U
n
i
f
o
r
m

D
e
n
s
i
t
y

W=4
0
0
m

M
i
n
e
f
i
e
l
d

F
i
e
l
d
.

A
f
t
e
r

M
i
n
e
r
o
l
l
e
r

00
.
9
s
|
2
0
0
–
x
|
<
2
.
0

6
,
(
x
,
y
)
=

-

-

0
.
0
1
5

O
t
h
e
r
w
i
s
e

M
i
n
e

F
i
e
l
d

D
e
n
s
i
t
y

0
.
0
1
5

M
/
m
”

F
i
g
u
r
e

4
.
M
I
N
E
F
I
E
L
D

D
E
N
S
I
T
Y

B
E
F
O
R
E

A
N
D

A
F
T
E
R

N
E
U
T
R
A
L
I
Z
A
T
I
O
N

É



o. the follow-on vehicle exactly retraces the center of the path of the lead

vehicle). As conditions drop from less than perfect, follow-on vehicles have

higher probabilities to stray away from the intended path. The sample play

functions used in this application are at FIG 5.

The discontinuous nature of 6 (x,y) and several of the QCz,m) functions lead

to cumbersome arithmetic calculations. To ease this problem, a computer program"

was written to readily analyze the expressions. Table I is a summary of sample

applications of the IME methodology. Column four of this table shows the IME

measures for the postulated systems. The effective path width listed in Column

five is the sum of the range of play allowed and the width of the follow—on

vehicle.

The IME measures change significantly over the set of play functions. For

test run l, the IME is l.00, meaning 100% chance of crossing the minefield without

mine encounter. This is a reasonable result, for this trial is with no play;

the follow-on vehicle path exactly matches the lead tank path, and the tracks

of the follow-on vehicles will always fall between the bounds of the safe

zones cleared by the rollers. Allowing the vehicle to sway + 0.5 m from the

perfect lane (trial 2) drops the chance of encountering no mines 5 percentage

points. Normally distributed play functions perform better than triangularly

distributed ones of equal range (trial 3 vs 5 and 1 vs 6) because the normal

distributions have a greater central tendency (they hug the line better) than

the triangular distributions.

The IME measure indicates that a reduction in play of 1 meter betters the

probability of no mine encounters by 0.13 (trial 6 compared with trial 5). The

chance of encountering no mines jumps from 72% to 85% when the follow—on vehicle

*A listing of this program, written in SISCRIP: II.5, is in the Appendix.
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Test Description Range (m) Q (z,m) Comment

pdf

Perfect Tracing

Of Path.

1 No Play. 0.0

—1.0 0 1.0 Z

pdf meters

2 Triangular Distribution 1.0 M
—1.0 0 1.0 Z

meters

pdf

3 Triangular Distribution 2.0 —ts—
—1.0 0 1.0 Z

pdf meters

4 Triangular Distribution 3.0 →ts—
—1.0 0 1.0 Z

meters

pdf

+30 = p = 0.0

99.97% i O = 1/3

5 Normal Distribution 2.0

—1.0 0 1.0 Z

pdf meters

+30 =

99.97% M =0.0

2 S o = 1/2

6 Normal Distribution 3.0

- —1.0 0 1.0 Z

pdf meters

+30 = M =0.5

99.97% o = 1/3

7 Normal Distribution 2.0 " V\ (Right Bias)

—1.0 0 1.0 Z

meters

Figure 5. SAMPLE PLAY FUNCTIONS USED IN THE IME APPLICATIONS
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Assumptions:

Minefield:400x50m

3RowsofATMines4.0mApart

TrackTrack

HBellyH

.7m2.2m.7m

InnerTrackEdge=ite=1.1m
OuterTrackEdge=0te=1.8m

Follow-OnWehicle

TrackSignature:3.6TotalMeters

Neutralization:StraightPathThroughMinefieldCenter

withRoller

2ClearedZones1.1mEach,1.8MetersApart

ClearedUn-Cleared

HClearedH

1.1m1.8m1.1m

IME=a-F(N)

d

EN)=ſ'.ſ”Q(z,m)...ſ"300#d:..ſ"40,0;4,dzdm

d

00.9s|x–200|<2.0

d(x,y)=

0.015otherwise

Results:

Q(z,m)E(N)=Expected|ME=Prob.

TestPlayFunctionNumberofofEncounteringEffective

RunAboutPathMineEnCOuntersZer0MinesPathWidth

1None0.0001.003.6m 2Triangular,Range=1m0.0540.954.6m 3Triangular,Range=2m0.2560.775.6m 4Triangular,Range=3m0.4400.646.6m 5Normal,Range=2m0.1650.855.6m 6Normal,Range=3m0.3210.726.6m

7Normal,RightBias,

Range=2m0.4730.625.6m TableI.SUMMARYOFSAMPLEAPPLICATIONOFTHEIN-MINEFIELDEFFECTIVENESSMEASURE
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restricts its deviation about the path a half meter on each side. This translates

to a potential benefit due to increased survivability. This benefit can be

realized through increased driver skill, improved training, and/or cleared-lane

marking system, any approaches to result in less play of follow-on about a clear

path.

The following section describes a study done to evaluate marking systems

and how IME could have been employed to achieve meaningful results.

VI DISCUSSION

The Concept Evaluation Program of CLAMS (3 December 1981, TRADOC ACN 52725)

compared the operational performance of chemiluminescent candles to highway

safety flares in marking a breach through a minefield. Trial runs were scored

as successful if a vehicle stayed within predetermined path widths 88% of the

time during a breach. Measurements were taken as the vehicle passed each

marker. Results from this test were non-conclusive. Only 7 of 203 attempts

by M60 tanks to negotiate a 11 meter path were successful. The binary nature

of the outcome of a trial (labeled success or failure) contributed greatly

to the insensitivity of the results of the field experiments. Moreover, the

outcome labels had little to do with mission success or failures of vehicles

breaching hypothetical minefields as those simulated by the tests. Failure to

maintain a four meter path in the test did not directly equate to failure to

breach the simulated minefield, and the same is true for success. There was

no reference to a real military worth.

The IME equation provides the means to combine minefield density, vehicle

track signature and path into a quantitative assessment of military worth. The

example results show the gains in terms of higher survivability by achieving

narrower vehicle path tracings. Field experiments taken to measure vehicle path

functions can be translated into quantitative measures attributable to the

military worth of the marking systems through the IME.
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W CONCLUSIONS

The IME measure is an easily calculated, yet sensitive indicator of the

performance of mine and countermine systems. Elements of mine/countermine systems

can be modelled by the various data and function inputs to the IME equation, as

listed in Table II. Complex functions can be evaluated with a computer program

specifically designed to solve IME equations. The IME measure is a useful

index because it translates system performance characteristics of alternative

mine/countermine systems into survivability figures. The IME process can

quantify benefits of new developments, whether organizational, operational, or

materiel in nature. IME measures can also be used as input to higher level,

larger scope war games where previous data were randomly generated or estimated.

Examples of other uses of IME are:

a. Mixed mine type minefield effectivness. The different mine type

densities and corresponding track or vehicle signatures can initially be

separated out and later combined for an aggregate effectiveness measure.

b. Smart mine design parameters. The parameterized path function can be

time normalized and probability of mine/vehicle encounter based on duration of

exposure as well as area.

c. Countermine systems mix analyses. Single systems and combination

can be studied.

d. Wide area countermine systems analyses. Hypothetical countermine

system performances can be compared as to how well they neutralize threat

minefields for follow on vehicles.

124



MINE/COUNTERMINE ELEMENT

MINE DETECTION

MINE NEUTRALIZATION

MARKING SYSTEMS

FUZING/TANK SIGNATURE INTERACTIONS

MINE LAYING PATTERN

TRAINING AND DOCTRINE

IME EQUATION COMPUNETS THAT MCCE: E. E.E.T.

6 (x,y)

Q (z,m)

6 (x,y)

P(m)

P(m)

Q (z,m)

P(m)

6 (z,m)

ite

ote

6 (x,y)

6 (x,y)

P(m)

Q (z,m)

Minefield density

Play

Minefield density

Path

Path

Play

Path

Play

inner track edge dimension

outer track edge dimension

Minefield density

Minefield density

Path

Play

TABLE II. IME EQUATION COMPONENTS MODELLING MINE/COUNTERMINE ELEMENT
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USAES

M/m2

:

:
Ote

ilx

olx

Orx

P(m)

X(m)

Y(m)

dy/dm

s(m)

E(N)

Pr(n)

ô (x,y)

X

O

2(z,m)

CO

ABBREVIATIONS

Antitank

Cleared-Lane Marking System

Fuel-Air Explosive

Human Engineering Laboratory

In-Minefield Effectiveness

Operational Testing

U.S. Army Engineer School

meters

mines per meter squared

SYMBOLS

depth of minefield (meters)

width of minefield (meters)

mission parameter osmºl

position within minefield along the width (meters)

position within minefield along the depth (meters)

deviation from prescribed path (meters)

inner track edge; the distance from the center of a vehicle

to the inner track edge (meters)

outer track edge; the distance from the center of a vehicle

to the outer track edge (meters)

inner left track edge integrand

inner right track edge integrand

outer left track edge integrand

outer right track edge integrand

parameterized path function

X component of path

Y component of path

first derivative of X(m)

first derivative of Y(m)

slope of vehicle orientation at m

the expected value of the number of mine encounters

the probability of n occurances

delta, the minefield density function

lambda, the mean

mu, the mean of a normal distribution

Sigma, the standard deviation of a normal distribution

Omega, the play function

infinity
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APPENDIY

CO: PUTER PROGRAM LISTING FOR THE TE EQUATION

INDE Al

LISTING A2 – AH

TEST RUN 1 PLAY FUNCTION AND INPUT FILE A5

TEST RUN 1 OUTPUT A6

TEST RUN 2 PLAY FUNCTION AND INPUT FILE A7

TEST RUN 2 OUTPUT A8

TEST RUN 3 PLAY FUNCTION AND INPUT FILE A9

TEST RUN 3 OUTPUT AlO

TEST RUN iſ PLAY FUNCTION AND INPUT FILE All

TEST RUN l OUTPUT Al2

TEST RUN 5 PLAY FUNCTION AND INPUT FILE Al3

TEST RUN 5 OUTPUT All!

TEST RUN 6 PLAY FUNCTION AND INPUT FILE A15

TEST RUN 6 OUTPUT A16

TEST RUN 7 PLAY FUNCTION AND INPUT FILE A17

TEST RUN 7 OUTPUT A18

Al
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CDC6600ca:1SIHSCRIPTII.5VERSION/4.5-0.0/'NOS-BEi12/22/611%.,16.05,PAG

FUNCſIONX•POS(AN

RETURNWITH200.0

EWDCGX•POSFUNCIION

:

coc6600CACISIMSCRIPTII.5VERSION/4.5-00/NOS-BE112/22/611%.16.05,PAGI

Fun:ſ1onv.Posta,

REIURNWITH50a0*A

END5&YePOSFUNCTION

:

CDC6600CACISIMSCRIPTII,5VERSION/4.5-00,NOS-BE112/22/611%.16.05.PA(

FUN2ſI0N0Y,OM(AM

REIURNWITH50,0

EN0&6DY,OHFUNCTION

:

CDC6600CACISIHSCRIPTII•5WERSION/I,,5-00/NOS-BE112/22/8114.16.05.PA

Funct1onslope(A,B)

REſurnwitH2.0

END&GSLOPEFUNCTION

:

All
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ROBUST RANGE MEASUREMENT PREPROCESSING

William S. Agee and Robert H. Turner

Mathematical Services Branch

Data Sciences Division

National Range Operations Directorate

US Army White Sands Missile Range

White Sands Missile Range, New Mexico

ABSTRACT

The RMS/MTTS instrumentation system located at MacGregor Range is a range

measuring, multiple target tracking system. In order to obtain a vehicle

trajectory from this system, the range measurement from several receivers

are processed by least squares. Since the measured vehicle trajectories

are often low altitude, the resulting nonlinear least squares equations

are ill-conditioned. In addition, this measurement system is plagued by

outliers, sometimes by dense burst of outliers. The combination of

ill-conditioning and outliers is lethal and attempts to robustify the

nonlinear least squares processing have failed. An alternative is to

preprocess each of the range measurement sequences, eliminating the

outliers and replacing them if necessary. Each sequence of range measure

ments is preprocessed by robustly fitting a cubic spline using iteratively

reweighted least squares. Due to the nature of spline fitting and the

possible dense bursts of outliers, the choice of a good set of initial

weights for use in the iteratively reweighted least squares is

important to the efficiency of the method. These initial weights are

determined using robust, local fitting techniques. Several robust techniques

have been tested for this local fitting application. The robust spline

preprocessing is illustrated with some especially troublesome data sequences

and the relative performance of several robust methods for choosing the

initial weights is compared.
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INTRODUCTION

The RMS/MTTS instrumentation system located at MacGregor Range is a range

measuring, multiple target tracking system. In order to obtain a vehicle

trajectory from this system, the range measurements from several receivers

are processed by least squares. Because the measured vehicle trajectories

of interest are often low altitude and because of the geometry of the re

ceiving stations, the resulting nonlinear least squares equations are often

ill-conditioned. In addition, this measurement system is subject to out

liers, sometimes dense bursts of outliers. This combination of ill-condition

ing and outliers is lethal and our attempts to robustify the nonlinear least

squares estimation process have failed. An alternative is to preprocess each

of the range measurement sequences, identifying the outliers, and replacing

them if necessary. The ill-conditioned least squares problem can then be

treated without being troubled by outliers.

Suppose we preprocess the measurement sequence, R(t), i = 1, N. For typical

aircraft trajectories the measurement rate is 10/sec with a time of interest

of 40 - 120 sec so that N is often in the range 400 - 1200. The purpose of

the preprocessing may be to detect outliers, to precompute measurement variances

for future least squares processing, or to synchronize several different dis

crete measurement sequences. The preprocessing of the range measurement

Sequence, R(ti), is done by fitting a cubic spline to the discrete measurements

using iteratively reweighted least squares (IRWLS). Specifically, at the kth

iteration we minimize,

N

}, w!” (R(t) - ; b%,(t))', (1)
j=l l
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where B, (-) are the cubic B-splines and s!) are the spline coefficients to

be estimated. The weights, wº are computed from the Hampel U-function

using the spline fit from the (k-1)* iteration.

R(t) - \{*'' 8,0t,)
Ü) k-l

(k) S;
WY " ' = (2)

J (k-1)

R(t) - } B, (ts)

k-l

$3

where

x |x|<a

a-sgn (x) as |x|<b

U(x) = (3)

a(***) belx|sc

O |x|>c

Ü(x)
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sº estimates the dispersion in the residual, R(t) - ) **, *). The

i

value of sº can be computed either locally or globally from the residuals

at the (k-1)* iteration. The dispersion sº is a MAD estimate obtained

from

s (k-1) - (k-1)

*j = median R(t,n) - } b; B;(t)!/.6745 (4)
meT.J T

If the Set T; is in some sense the set of points close to ti, the estimate

s(k-1)
J

- - - - - (k-1) e (k-1)
is global. For the present application only the global estimate S; = S

Will be used. If a very long data sequence, say about one hour, a local

is local . If the Set T; is the set, Ti - {tm m = 1, N} the estimate

estimate would probably be preferable to the global estimate.

CHOICE OF KNOTS

Let {Ti, i = 1, M) be a set of knot times. These knot times are used to define

the cubic B-splines, B (tº). Of most importance in the choice of the knot times

is their spacing, which determines the ability of the cubic spline to fit the

data. However, for each additional knot time there is one additional spline co

efficient to be estimated, thus increasing the computational load. Thus, we want

to have as few knots as possible and the rules for their choice simple and yet be

able to adequately represent the data. With this simple philosophy for selecting

knots we will try to assign a fixed number of data points, NPTO, to each knot in

terval. The first four knots are placed at the first data. The last knot inter

val may have more than NPTO points but fewer than 2 - NPTO data points. If there

is a large time break in the data, a knot is placed at the beginning and end
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of the time break. The interval between these two knots has zero data points

and the interval immediately preceding the time break may have more than

NPTO points but fewer than 2 - NPT0 points. If immediately after a time break

there is a second time break before NPT0 points have been read, the few (less

than NPTO) points read between the two time breaks are discarded. If a time

break occurs while reading points for the first knot interval, the few (less

than NPTO) points are discarded and the first four knots repositioned at the

first data time after the time break. If a time break occurs during the last

interval, the portion of the last interval contiguous to the previous interval

is kept and the remainder of the points in the last interval are discarded.

If there are at least NPT0 points kept, these points form the last interval.

If there are less than NPT0 points kept, these points are appended to the pre

vious interval so that the number of knot intervals is reduced by one. The

time difference between successive data points which is used to define a time

break is named FITBRK. FITBRK is dependent on the sample rate. The time dif

ference between successive data points used to define a time break in the first

and last knot intervals is FITBRK/5. This smaller value is used in the first

and last interval because it is critical to obtain a good fit in these intervals.

The flow chart on the following pages more clearly defines the logic for select

ing the knot times. The following define the variables in the flow chart:

NOTS = number of interior knots R(...) = array of range measurements

KR = number of knot intervals NPTS(-) = array of point counts for

knot intervals

TT(*) = array of knot times

IBRK = logical denoting the occurrence

NCQUN = total data point count of a time break

T(*) = array of data times STA = data start time

ETA = data end time
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IBRK = F

NOTS = 1

NCOUN = 0

NPT = NPTO

NP m 0

NCOUN=NCOUN+l

T(1)-TlxFITBRK

And

NOTS2]

* ELSE IF

NOTS = 1

AND

T(1)-Tl2.2*FITBRK

TL • T(1)

TT(k) = T(I),K-1,

STA = T(I) -

f DO FOR I = 1, N

NPTS(NOTS-1)-NPTS(NOTS-1)+NP

TT(NOTS+3) - TL+EPs

IBRK • T

NP = 1

TSAWEs {{}}
TL = T(1)

NCOUN = NCOUN - NP

TSAVE = T(I)

TL = T(I)

NP = 1

TT(K) = T(I),K=1,4

NP = 1

NCOUN = 1

STA = T(I)

TL = T(I)

NOTS = NOTS4-l

|TT(NOTS+3) = T(1) + EPs

NPTS(NOTS-1)= NPT

NP = 0

TL = T(I)

NOTS * NOTS-l

TT(NOTS+3) = TSAVE

NPTS(NOTS-1) = 0

NOTS * NOTS+1

TT(NOTS+3) = T(I)+EPS

NPTS(NOTS-1) = NPT

NP = 0 -

IBRK * F

TL = T(I)



ETA = TT(NOTS + 3):

[NCOUN = NCOIN - NP,

TT(NOTS + 3) = TL + EPS

NPTS (NOTS - 1) = NPTS (NOTS - 1)+ MP h

ETA __ _ = TL | |

|

-

KR = NOTS - 1 _)

INDX = NCOUN - NPTS(KR) -—-----

TL = T(INDX + 1) |

-

:

F- — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — .

| DO FOR K = 2, NPTS(KR) i

|

| IF IF IF | |

| |

t - |

INDX + K) > .2*FITBR K-1 4 NPT): Ittº-Wors - Nors: |->

|

|

: 'ELSE ELSE |

w

. | NPTS (KR) = K-l KR = KR - 1

! i NDTS(KR) = nots(KR)+k-1||

| f* >– :

i : 7 |

i TT (NOTS + 3) = TL + EPS |

| ETA = TL

| - |

| W i

| TL = T(INDX) + K

| |

–
|

TT T - - -- - - - - - - - - - - - - - - -- - - - - - - - - - —l

U
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THE LEAST SQUARES IORMAL EQUATIONS

At the kth iteration of the fitting procedure the weighted sum of squares

(k (k)

ſh "; tº tº ºpy (5)

is minimized. The least squares normal equations are obtained by differentiating

(5) with respect to s!). The least squares normal equations are

:
(k) T. c(k). . .(k)

l W; B(t) B (t;) b\ ^* = #. W} B(t) R(t) (6)

j

where b'(t) is the vector of cubic B-splines

T

B'(t) - IB, (ti) B.(t;) - - - B,(t)] (7)

Due to the nature of the B-splines the positive definite matrix on the left of

(6) is banded with three bands above and below the main diagonal. To conserve

storage the four distinct diagonals of this matrix are stored as columns of a

vertical matrix. The dimension of the vector §(k) is NOTS + 2 where NOTS is

the number of interior knots. The banded least squared normal equations are

solved by a banded Cholesky decomposition algorithm. The sums of both sides of

(6) are performed sequentially so that all of the ranges and weights are not

needed in core simultaneously. The IRWLS can be continued for a fixed number

of iterations or until the fit has converged.

INITIAL WEIGHTS

In many situations the IRWLS procedure works successfully when all of the

initial weights are set to one, i.e., the iteration is started with an ordinary
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unweinhted least squares solution. We have found that the use of the unweight

ed least squares start will usually result in convergence of the IRWLS cubic

spline to a good fit with outliers correctly identified, but that many fewer

iterations are required if a robust choice of initial weights is used. When

outliers are present in either the first or last intervals, the choice of

initial weights in these intervals is most important.

The initial weights for the robust cubic spline fit are chosen on a localized

basis. Let R(t), i = 1, NPTS(K) be the range measurements in the ºth knot

interval. To determine the weights wº), i = 1, NPTS(K) in the Kth interval a

linear curve is robustly fitted to the measurements in the interval. Several

methods for robustly fitting the linear curve have been tried, including the

nested median method of Siegel [ ] ], the method of Theil ſ 21, a modified Theil

method, and an M-estimate using a Hampel ()-function. Most methods performed

about equally well on the data sequences tested. The results of some of these

tests are given in Appendix A. Because of its simplicity, the modified method

of Theil was selected for routine application. This method is described in the

following paragraph.

Let R be the median of the observations in the ºth knot interval.

R = median (R(t,)}

i = 1, NPTs' (K) (8)

Let t be the time corresponding to R. The median R can be represented as the

average of two observations,

R = (R(tº) + R(t,))/2 (o)

where m i = m2 if NPTS (K) is odd. Define the set of slopes {sº}
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- R(t,) - R i =

s, - ºil - " i = 1, NPTS(K) (10)

t; - t i + m1, m2

Let S be the median of the slopes,

s = median {S}}

i # m 1, m2

Let f be the residual,

F, - R(t) - 5(t) - t), i = 1, NPTS(K) (12)

Let r be the median of these residuals,

r = median {F}

i = 1, NPTS(K) (13)

Now compute the residuals,

r; - F; - r, i = 1, NPTS(K) (14)

The initial weights, w!”. are computed from these residuals using a Hampel

U-function.

r

l!) l

w!") - º ) i = 1, NPTS(K) (15)

(#)Sk

Where Sk is the robust dispersion parameter,

sk ** {r,ſ}/.6745 (16)

Since the main concern in setting the initial weights is to protect the cubic

spline fit from the gross outliers, the break points of the Hampel p-function

are set at a = 2, b = 3, c = 4.
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SOME EXAMPLES

Several hundred data passes have been run with the fitting procedure described.

Since there is an average of maybe five receivers on each data pass, the

robust preprocessing method described has been used on more than one thousand

measurement sequences. The method has performed successfully on all of

these sequences. Most of these sequences are rather uneventful, having only

a few isolated outliers. There have been some sequences which have some

rather dense bursts of outliers. These sequences best illustrate the ability

of the method described to detect outliers. Fig 1 presents a range measurement

sequence and Fig 2 the robust cubic spline fit to this sequence. Note that the

outliers in Fig 1, which have been darkened, occur in many sizes. The

outliers at the top of the graph were added by hand since they all occurred

far off scale at the top. The sequence of Fig 1 has about 10% outliers.

All outliers have been successfully detected and removed by the robust spline

fit. The measurements in Fig 1 have two dense burst of outliers, one in the

interval (62356.6, 62.359.5) and another in the interval (62367.2, 62375.4).

The measurement sequence in Fig 3 has outlier bursts in the intervals (62358.4,

62362.6), (62374.4, 62.376.4), and (62379.7, 62382.4). The sequence in Fig 3

has about 15% outliers. The sequence in Fig 5 has bursts of outliers

during the intervals (631.17.8, 63122.6) and (63128.2, 63131.5). Any points

away from the main curve should be considered outliers in Figs l, 3, and 5.

Note also in Figs 1, 3, and 5 that there are time breaks in the measurement

sequences, another important consideration in preprocessing. The cubic

spline fit to the sequence of Fig 1 is given in Fig 2. The cubic spline

fit to the sequence of Fig 3 is given in Fig 4 and the cubic spline fit
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to the measurement sequence in Fig 5 is given in Fig 6. The knot intervals

in Figs 2, 4, 6 are designed to contain twenty data points. Note that some

of the time breaks have been filled with fitted data points. The filling

of the time breaks is controlled by the length of the time breaks in

relation to the sample rate and the proportion of outliers found in a

knot interval. The robust cubic spline preprocessor has deleted all

outliers from the measurement sequence, generated measurements during the

time breaks as desired, and synchronized different measurement sequences

if desired. In addition the measurement variances are available for

further processing. The IRWLS cubic spline fit converged in 3 - 4

iterations for the examples displayed. This fairly rapid convergence is

dependent on a robust method for choosing good initial weights. Surprisingly,

the IRWLS cubic spline iteration for these examples also converges using an

unweighted least squares start, but at the expense of more iterations.

For the measurement sequences displayed here the IRWLS cubic spline fit

converged in 7 - 8 iterations using an unweighted least squares start.

Thus, at least in these examples, a good choice of the initial weights

results only in a significant improvement in computing efficiency and not in

an improvement of fit. Besides a good selection of initial weights, another

important choice is the number of data points per knot interval, NPT0.

NPT0 must be large enough so that is likely that only a fraction, say less

than one fourth of the data points in any interval will be outliers. On

the other hand, if NPTO is too large, the robust linear curve fit may not

be a good enough representation of the variation of the data in the interval.
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APPENDIX

This appendix describes several methods of choosing the initial weights

for the robust cubic spline preprocessing and compares the results of using

these methods on several data sets. Each of these methods robustly fits a

linear curve in each of the knot intervals and then computes the initial

weights from the curve fit residuals using a Hampel p-function. Let

R(ti), t; = l, NPTS (k) be the range measurements in the kth. knot interval.

Theil Method

Define the slopes *ij

R(t , ) - R (t.

S. . = *(*) - "(ti) j>i

1 J -

t; ti

Let S be the median of these slopes,

S = median [s. ... }

i,j l J

j>i

Define the residuals fi,

r; - R(ti) - sti

Let r be the median of the residuals, f

r = median {F}

i-l,NPTS(k)

Then the residuals r; = r - r are used to compute the initial weights with a

Hampel p-function.
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Nested Medians

Nested or repeated medians is a robust regression method recently described

by Siegel [1]. Siegel shows that this method has the highest breakdown

method of any known method. This method is particularly easy to apply for

a linear fit. It is similar to the Theil method and modified Theil

method already described.

Define the slopes sij,

- R(t) - R(ti)
S , , = izj (A-1)

ij t; - ti

Define Si by

S. = median {ss s ] A-2
i jºi...ºrs(k) ‘’id (A-2)

jzi

and further let S be defined by

s = median {s}} (A-3)

i-1,NPTS(k)

Similarly, let ai be the intercepts
j

R(ti)tº - R(t )ti tº - -

aij = ++++-ti jºi (A-4)

Define ãi aS

a. = median {as , ) - R

' j-i, NPTS(k) '9 (A-5)

jºi
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and further define a by

a = median {5}} (A-6)

isl,NPTS(k)

Let ri be the residuals

r; - R(t) - a - S ti, isl, NPTS(k) (A-7)

The weights w!”) are computed from these residuals using a Hampel

V-function.

The following data sets were taken from the knot intervals of the data

sequences used previously to illustrate the application of the robust

range measurement preprocessing. The first data set, shown in Fig Al is

taken from the measurement sequence given in Fig 1. The measurements in this

set are from the time interval 62356.6 – 62359.5. The second data set,

shown in Fig A2 is taken from the measurement sequence in Fig 5. The

measurements in this set are from the time interval 63128.2 - 63131.6.

In each of the data sets the weights are calculated from the residuals ri by

v(ri/s)
wº) = (A-8)

(ri/s)

where W(*) is a Hampel W-function with breakpoints 2., 3., 4. In both of

those data sets there are eight outliers in the sample of twenty. Each of

the robust linear methods seem to have no difficulty in identifying the

outliers in these data sets.
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*lllllll

RANGE 94462 50859 59606 63825 122290 58359 7.9974 50699 50584 1697.37 50472 50387 50335 50275 50223 501.31 50085 500]3 499.47

4990]

MODIFIED THEILRES

4307]

-465 8411 12696 71226

749]

291.72 -2 -21 1191.96 -3 –22 -9 -3 9

NESTED

MEDIANRES

43013 -521 8362 12649 71182 7456 29139 -29 –45 1191.75 -21 -38 –22 -13 2

FIGUREA2

THEIL

RES

42937 –594 8297 12588 71125 74.10 29097 -64 –77 1191.48 -45 –58 –38 –26 -6 –26 32

MODIFIED

THEILWEIGHT

NESTED

MEDIANWEIGHT

THEIL

WEIGHT

5.
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HOW GOOD IS GOOD - A FIELD EVALUATION OF CAMOUFLAGE

GEORGE ANITOLE and RONAL D L. JOHNSON

U. S. Army Mobility Equipment Rese arch and Development Command

For t Belvoir, Virginia 22060

ABSTRACT

In development of prototype camouflage, performance characteristics are

determined by field evaluations. The ultimate camouflage being that of a

target with no restrictions on time or manpower in its erection or retraction,

using standard materials and methods. This ultimate condition is not normally

measured in field studies where prototype camouflage is evaluated against a

base line target. Percentages of camouflage improvement in detection and iden

tification rates by the prototype over base line conditions are identified.

This paper concerns a real field study designed to allow the camoufleur to

measure relative improvements of prototype camouflage against both base line

and ultimate conditions. The camoufleur then as certains true values of the

prototype camouflage, or How Good is Good.
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1.0 INTRODUCTION

The development of camouflage involves many phases arid evaluations. In

all cases, the developers goal is to produce the best camouflage possible within

the restraints of time and manpower. One method of camouflage evaluation is

through the conduct of field tests. The resulting data is analyzed, enabling

the developer to determine the effectiveness of his product. The problem with

this method of evaluation is that while it provides a good estimate of the

prototype camouflage performance, as compared against the base line camouflage

condition, no information is available for a comparis on against the ultimate

camouflage condition. The ultimate camouflage condition is defined as having

no restrictions on time or manpower in its erection or retraction, using stan

dard materials and methods. Such a multiple comparis on would allow the develop

er to determine the virtues of additional prototype refinement to approach

the ultimate camouflage condition. This paper concerns a real field study de

signed to allow the developer to objectively measure the relative effectiveness

of prototype camouflage against both the base line and the ultimate camouflage

conditions.

2.0 TEST SITE AND EQUIPMENT

2.1 Test Site

• The test site was located at the USAF, Avon Park Bombing Range near

Avon Park, Florida (60 miles south of Orlando, Florida). This range had an

average elevation of 68 feet above mean sea level, and is flat in topography

with mixed Oak, Pine, and Palmetto tree hammocks dispersed in sawgrass. The land

is primarily swampy in nature and displays a light green color throughout.

2.2 Test Equipment

The equipment tested consisted of two trailers with a prime mover

and were over 40 feet long, 7 feet high and 8 feet wide. The equipment was

tactically emplaced along a tree line (one was emplaced outside the tree line

and one was partially concealed by the tree line).

3.0 CAMOUFLAGE CONDITIONS

3. 1 Pattern Painted (Base Line)

The two test items were pattern painted the tropic color blend in

accordance with TC5–2001/. This color blend consisted of 45 percent forest

green, 45 percent dark green, 5 percent light green and 5 percent black.

3.2 Pattern Painted with the Addition of Prototype Camouflage

The second camouflage condition was a chieved by the addition of

camouflage kits to the two patterned vehicles. These camouflage kits were

constructed of special supports, and modified lightweight net screening.
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3.3 Pattern Painted with the Addition of Standard Camouflage Screens

and Techniques (U1timate)

The third camouflage condition was obtained by using the U.S. Army

Standard Lightweight Camouflage Screening System deployed over the vehicles.

The screens were erected in accordance with TM5-1080-200-102/. Camouflage im–

provements were made to the screens by tying natural foliage to the support

systems, around the screen edges, and protruding through the screens. Oak leaf

mulch was dispersed around the edge of the camouflage screens to break up the

straight line edge effect. Palmetto fronds and sawgrass clumps were placed

over the batten spreaders of the support system to reduce shine and were woven

into the camouflage screens to simulate the appearance of natural foliage.

4.0 TEST IMAGERY

The site was photographed using 9 inch strip color, aerial film at

scales of 1:5,000 and 1: 10,0003/ each with 60% forward overlap. The target

location was identical for each camouflage condition. The end product was

three strips of imagery at each of the scales of 1:10,000 and 1:5,000. The

1: 10,000 scale of imagery was 17 frames long while the 1:5,000 scale imagery

was 5 frames in length.

5.0 TEST PROCEDURES

The subjects consisted of 99 pairs of operational Image Interpreters

(II's). They were instructed on the purpose and tasks to be performed. Each

team had three-quarters of an hour to detect targets on one of the strips of

imagery scaled 1: 10,000. At the end of this time period, the II's were given

the corresponding strip of imagery scaled 1:5,000 and a set of equipment keys

that they studied in an attempt to identify the two targets of interest. They

were allowed 15 minutes to determine an identification. No team of II's

viewed more than one camouflage condition.

6.0 RESULTS

The percentages of detection for each of the two test items were deter

mined for each of the three camouflage conditions. A statistical"/ analysis

of the data revealed that of the two items investigated, the item embedded in

the trees indicated no significant differences between the percentages of detec

tion for the three conditions of camouflage identified in Section 3.0. The

item not as deeply embedded in the trees was identified by more II's and yielded

significant differences between camouflage conditions as follows:

o The pattern painted item was detected significantly ( 0 = 0.025)

more often than the pattern item with standard camouflage screens. (Ultimate

Condition)

o The pattern painted item with prototype camouflage was detected

significantly ( 0 = 0.025) more often than the pattern painted item with stan

dard camouflage screens. (Ultimate Condition)
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The percentages of identification for each of the two test items were

determined for each of the three conditions. A statistical analysis of the

data revealed that both target items yielded significant differences between

camouflage conditions as follows:

o The pattern painted items were identified significantly ( 0 = 0.025)

more often than the pattern painted items with the addition of prototype camou

flage.

o The pattern painted items were identified significantly ( O = 0.025)

more often than the pattern painted items with the addition of camouflage

screens and techniques. (Ultimate Conditions)

7.0 DISCUSSION

The results of the study indicated that the design of the experiment was

successful in statistically evaluating the base line camouflage condition against

both the prototype camouflage condition and the ultimate camouflage condition.

A look at the detection data indicates that for the item not embedded in the

trees, the prototype camouflage yielded significantly (G = 0.025) less detec

tions than the base line camouflage condition. However, it was detected signi

ficantly more than the ultimate camouflage condition. This finding tells the

camoufleur, that while the prototype camouflage for the item has decreased de

tections, more development is required to bring it up to speed with the ultimate

camouflage condition. However, the trade off of the amount of time and manpower

required to decrease the number of detections must be considered. The number

of detections for the item embedded in the trees is so low that no further develop

ment is necessary.

The experimental design was also successful in statistically evaluating

the base line camouflage condition against the prototype and ultimate camou

flage conditions for the task of item identification. In this study, both the

prototype and ultimate camouflage conditions yielded significantly ( 0 = 0.025)

less identifications than the base line condition. There was no significant

difference between the number of identifications for the prototype and ultimate

camouflage conditions. This fact would indicate to the camoufleur that no ad

ditional refinement is required to reduce rate of identification.

8.0 SUMMARY

The purpose of this study was to design the field evaluation of a camou

flage system in such a manner that the camoufleur could statistically differen

tiate between the base line, prototype, and ultimate levels of camouflage for

both rates of detection and identification. With this information, the camou

fleur could determine the feasibility of additional prototype development to

approach the effectiveness of the ultimate camouflage condition. The ultimate

camouflage condition was defined as having no restrictions on time or manpower

in its erection or retraction using standard materials and methods. This

study was conducted in Avon Park, Florida. The results from the data, using

operational II's showed that the desired experimental discrimination between

camouflage levels was achi eved.
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ESTIMATING MEAN LIFE FROM LIMITED TESTING

Donald W. Rankin
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ABSTRACT. Exact probability formulae are developed, with no restrictive

assumptions, for use with tests which produce data of the constant failure

rate type. Although universally valid, the formulae are particularly apropos

when straitened test circumstances are dictated. Programming suggestions are

included.

1. INTRODUCTION. This paper is a sequel to the one entitled Estimating

Reliability from Small Samples and presented before the twenty-second

conference on the Design of Experiments in October 1976 [4].

The Poisson distribution is treated in a manner parallel to that afforded

the binomial distribution in the earlier paper.

2. DEFINITION OF EVENT. Probability statistics require the

identification ofTa unit commonly called event or trial. Often this

identification is self-evident. Suppose a test consists of drawing a sample

of specified size (m, say) from a larger population of similar items, then

determining the number of defective items (k) in the sample. It requires no

stretch of the imagination to say that drawing that sample of size n

constitutes an event or trial and that the failure ratio k/n is the result of

that event. It is to be noted that the failure ratio is dimensionless; i.e.,

k and n are measured in the same units.

Identification is not always so clear-cut. For example, suppose an

operator of heavy trucks notices that in the preceding six months, he has

experienced 13 major mechanical breakdowns--one every two weeks, on the

average. The definition of failure is obvious, but what is a success? To

what do we add k to get n, the sample size? The mathematical answer is that n

+ 2. But this is also a useless answer; no realistic test design could

require an infinite sample size.

To avoid facing this dilemma, let us arbitrarily define event in some

convenient unit different from that in which k is expressed. As a

consequence, we no longer have a failure ratio. In its place we substitute a

failure rate--of k per event. Thus the failure rate depends upon an observed

k, but upon a defined event.
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To return to the truck operator, let us say that examination of the log

books reveals a total operating mileage of 267150 for the period in question.

This figure (267.150 miles) is taken as the definition of event. The observed

failure rate then becomes

####- = 0.0000486667 failures per mile.

It is sometimes regarded as preferable to express the reciprocal of the

failure rate, calling it mean life. Thus we would have

£150."llè - 20550 mean miles between failures.
T3T3TTFES

The term event can be defined in any of a variety of units--area, volume,

weight, time--almost anything that can be measured.

3. POISSON PROBABILITY. Consider the well-known Series

* - Y - (< - 0, 1, 2, 3, . . .) (1)

k=O |k

This series converges for all finite values of x, provided only that x remains

constant. Multiplying by e-X produces

k --x
1 = X" e

3. |k (2)

Poisson noted (1837) that if x is a constant failure rate and k is a non

negative integer, the probability of observing exactly k failures during an

event is given by the appropriate term of the above expansion; i.e., by

k --

p(k) = <!-erº

|k (3)

This last expression, then is a probability function in the discrete variable

k. Unfortunately, however, it does not suffice. In most test designs, it

will be possible to define event arbitrarily and to observe the value of k

exactly, but nothing will be known about x. Usually, in fact, x will be the

principal value sought. A probability function in x is required.
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Now x can take on any non-negative value; i.e., it is a continuous

variable within the limits 0 < x < *. Necessarily

1 = 7. f(x) dx

defines f(x) as the required probability function in x, whatever form it may

take. With k fixed, the expression

xk e-X

|k

becomes a density function in x (though not necessarily a probability func

tion). It is necessary to evaluate the definite integral

* ..k --x

I = ſ X-8— dx

k O |k

Since k is constant, |k. can be taken outside the integral sign, leaving

|k I = xk e-X dx = r (k + 1

- k !, ( )

but also, k is an integer, hence |k = r (k + 1).

It is seen that I k= 1, and therefore that

is the required probability function in the continuous variable x.

It is helpful to inspect graphs of the probability function

f(x) = *** (4)

|k.

Several are depicted in Figure 1 for various integer values of k. Among

features which should be noted are the following: -

1) When k = 0, the function degenerates to

f(x) = e^* (5)

and is most easily treated as a separate case.
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1 k-1 2-x

2) tºo - † (kxk-1 e-K - e-8 xk} =*— ( - ) (6)

Thus a maximum occurs when x = k.

k-2 2-x

3) f"(x) =*— = {k(k-1) - 2kx + x2} (7)

A point of inflection is found whenever

x2 - 2kx + k (k - 1) = 0,

i.e., when x = k + /k. For some programming purposes, when k = 1, the origin

may serve as the missing point of inflection. The slope there is unity.

4) Every curve crosses every other curve exactly once, and in

consecutive order.

5) Two consecutive curves intersect at the maximum point of the

second, since the only non-trivial solution of

& ** = xkºl erº

|k |k+1

occurs when x = k + 1.

4. TRANSFORMING THE PROBABILITY FUNCTION. If the Case k = 0 is treated

separately, the transformation w = x/k suggests itself. Letting x = kw,

dx = kow and it is seen that

oo k ...-k

ſ (kw)º erº" kdw = 1,

kW=O |k

since merely employing the transformation will not affect the value of this

definite integral. But the probability function in w is

g(w) = **** (8)

Basically, this transformation rescales the abscissae by 1/k, and hence

the densities (ordinates) by k, thereby preserving area. Several graphs of

this function are shown in Figure 2. Notice that every curve has its maximum

point at w = 1. Also, w 1. Points of inflection occur at 1 + 1//K.
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- Although the transformation is useful for studying this family of

functions, it matters very little whether levels of confidence are computed

from

z/k

f(x) dx or ſ g(w) dw.

O W=O
f

X

In this paper, the form in f(x) will be used.

5. INTEGRATION BY PARTS. When a function is defined by (or can be

described as) a definite integral, very frequently it will be found that

repeated integration by parts will produce an expansion suitable for

computing. In fact, as in the instance at hand, it may be possible to expand

in either ascending or descending factorials (or powers, as the case may be),

thereby producing two different expansions, both of which are valid. Usually,

one will appear in the familiar form of a power series which converges more

rapidly for smaller values of the argument. The other will be the associated

asymptotic expansion. If the parameter which appears in the factorial part of

the probability function can be restricted to integer values only, the asymp

totic expansion becomes finite in length and is an exact expression.

The sought probability integral can be stated

Z Z k ..-x

P(z) = ſ f(x) dx = ſ *= dx (9)

x=0 X=0 -

and gives the probability that x does not exceed the (perhaps arbitrary) value

Z.

xk e-x

Can the indefinite integral ſ dx be evaluated by parts, k being a

fixed, positive integer?

- k

Let u = e^* and * - # e.

k+1

Then du = -e”dx and v = —A-.

|k + 1

k ..-x -x J.K+1 -x J.K+1

Thus ſ *—S- dx = -8–Å + ſ 5–A– dx

|k |k+1 |k+1

It is apparent at once that the second integral is like the first, save k

has been augmented by unity. It is clear that the process can be reapplied

endlessly, yielding

k a- -x J.K. 4 i

ſ & sº dº - . **H-, (i = 1, 2, 3, . . . ).
|k i£1 k t_i
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Passing to the lower limit of the definite integral (x = 0), the sum vanishes,

since x factors every term. (It may be more correct to say that the sum

reduces to the constant of integration.) Thus

k --x oo -z -k+i

A-8– dx - *—4– (10)
P(z) =

o |k. i:l |k * iX
ſ

The term-to-term recurrence ratio is z/(k + i). Since z is constant while

(k + i) increases without bound, the series will (eventually) converge for all

positive values of z.

Now let u = and dv = e^*.dx. Then

#

k-1 k-1

du = ** dx = #: dx and v = -e”, whence

k k-1 2-x

dx = -e * + ſ^+-

|k - 1

Noting that -e” will factor every term, we can write the result in the form

k -- - k k-1

ſ Are * d = -e-. }: + X + . . . * * + x + 1

|k |k K - 1 2

At the lower limit (x = 0), the right-hand member becomes

,”, “ (::) -- ()--.

The definite integral thus is given by

Z k --x k k-1

P(z) = X-8- dx = 1 - e."” )4- + 4 + . . . z + 1 11

(*) - ..., “I |K K - 1 (11)

Are the two solutions equivalent? Is it true that

= 1 - e.7% } . . . . . . . . .
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Multiplying by e4 and transposing, it is seen that

1 + z + . . . 4. zk + . 2k+i Z

|k iž1 |k + i.

is the well-known Maclaurin series for e4. Therefore the two solutions are

indeed equivalent.

It is a fact that if the upper limit of integration be taken at the

maximum (w = 1; i.e., z = k), the level of confidence will always be less than

1/2 and hence of little statistical interest. (See Table 1.) However, the

aroument z = k has an important use of a different sort. It enables us to

select a series for computinq whose terms are known to decrease monotonically.

This results in worthwhile economy for larger values of k. There are two

cases to consider.

First : Let 0 < z < k. The series

co -z.,k+i

p - S-tº
(z) ill |k + i (10)

is chosen for use. Obviously, the term-to-term recurrence ratio is given by

z/(k + i). Under the stated conditions, this is always less than unity.

Second: Let z > k. The formula

-z (.k -

P(z) = 1 - e * \z" zk-1

|K K - 1

+ . . . 4. # + 2 + | (11)

is used. The recurrence ratio is

H–1, (i = 1, 2, 3, . . ., k)
Z

which aqain is less than unity. For large values of k, the interior series

can be summed as though it were an infinite series, thus achieving a laudable

saving in the number of terms required.

6. COMPUTING A LEVEL OF CONFIDENCE (z > k). The value of z may be

derived from any source, or it may be arbitrarily specified. The proper

formula, as we have Seen, is

P(z) = 1 - e-4 (4 + + . . . 4. z + 1 (11)
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TABLE 1

CONFIDENCE LEVEL AT MAXIMUM ORDINATE

k

1, f(x) as

iii

i

.000000

.264241

. 323324

. 352768

. 371.163

. 384039

.393697

. 401286

. 407453

. 412592

. 416960

. 424035

. 431910

. 440907

. 451648

. 462483

. 473438

.481206

. 486706

. 491591
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When k is small (k K 12, say), the resulting finite expression submits

easily to direct computation. But when k is very large, two difficulties

arise.

First : The number of terms becomes excessive. If the Series is

summed as though it were an infinite series--i.e., the relative size of each

new term is observed-–the process can be truncated when additional terms no

longer affect the result in the computer.

Second: Large factorials will overflow the computer. To circumvent

this, the first term of the series is computed by logarithms. Stirling's

formula (k > 11) is given by

1

ln |k = 0.91893 85332 + (k + +) lm k

e - 2 e

+ || -- ( 2

" ' " T2. )* 30.2 -#): . (12)

e-Z zk

|k

k lnez - z - lmelk, which should not cause overflow within the range of useful

number S.

The first term is (disregarding sign) ; hence, its logarithm will be

7. COMPUT ING z WHEN A LEVEL OF CONFIDENCE IS SPECIFIED. (L = P(z) > 0.5)

No new formula is available for the inverse. Instead, successive approximations

zo, z1, z2, . . . are computed until a steady state is reached. Newton's

méthod serves very well. See the discussion in [4] pp. 279-280.

For any zi, compute P(zi), f(zi) and f′(zi). The required incremen
tal area is of course p\%) - fil4). We approximate this area with a

trapezoid of width Az whose ordinates are f(zi) and f(zi) + Azf (zi).
We have seen earlier that the first term of the wanted series for }(zi) is

- Z 3 k

e ‘l Zi

|k
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The approximating trapezoid is given by

P(z) - P(zi) = Az {f(zi) • *; t-z,]]

which can be solved for Az.

Az = -f(zi) + W [f(z)]?" 2f" (zi) [P(z) - P(zi)]

f" (zi)

Since ultimately Az + o, it is apparent that the positive square root yields

the true solution. Noting that

f(zi) - Zi

f'(zł) k - Zi

the formula can be simplified to

Az - – - - (# ) , *[*(*) - P(zi)] (13)

Z -zi- k i f" (zi)

The process is stable when started from the right-hand point of inflection;

i.e.,

zo = k + W. (14)

8. THE BEST ESTIMATE OF THE FAILURE RATE.” For a specified level of

confidence L, the general solution of the probability integral is

S

L = { f(x) dx.

There are, of course, an unlimited number of solution pairs (a, s) which

satisfy this equation. Up to this point, we have concerned ourselves with the

case a = 0. This form properly is used to test for compliance with an imposed

Standard.

Sometimes, however, that standard is absent, unrealistic, or even

erroneous. Put it is still required to make a meaningful statement about the

failure rate. In this situation, the Best F8timate is recommended.

Essentially, that solution pair (a, s) is chosen which minimizes the

difference s - a |.

*See [4] pp. 267-270.
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Values of a and S thus determined are designated by a tilde (a, s).

Some properties of the Best Estimate of the Failure Rate are:

a. § - a is minimum, by definition.

b. The limits of integration lie on opposite sides of the maximum;

i.e., a K k < S.

c. The ordinates at à and s are equal; i.e., f(a) = f(s).

d. The solution is unique.

There are several steps in the solution.

Step One. For any si, compute f(si), f" (si), P(si).

(To begin, set so = k + /K.)

Step Two. For each si, solve for the value a < k such that f(a) = f(si).

For any aj, compute f(ağ) and f' (a;).

Then

f(s;) - f(a;

* : ***. (15)

f*(aj)

The process is repeated until f(a) and hence a is found to the desired

accuracy. This value of f(a) is then associated with f(si) by appending the

subscript # . (The subscript # is dropped, being no longer necessary.) For

every new value of si, the a-process is begun afresh by setting

a; = k - /K.

Step Three. The value f(a;) = f(si) having been found, compute

P(ai). (The values for a; and #4 (a) will already have been computed.)

The desired incremental area is L - P(si) + P(ai)

Step Four. The incremental area always will appear in two separate

parts. The ratio of these areas can be estimated quite closely by the slopes.

Thus

f* (as

( - P(bi) + re)(#)

will appear on the right. It is convenient to express the ratio in terms of

the Ordinates. -
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*—. (**) f(ai)

fº (ai) - f' (si) ( - !) f(ai) - (#) f(si)

i i

But since f(a;) = f(si), this value can be cancelled from numerator and

denominator, leaving

fº (ai) si(k - ai)

f*(a;) - f" (si) - k(si - ai)' (16)

Thus a suitable approximating trapezoid is given by

{ - P(si) + "(s) (#) - As {f(si) + #f-(s)} (17)

which can be solved for As by the method of Section 7, above.

9. EXPRESSING RESULTS IN TERMS OF MEAN LIFE. It Should be noted that

the methods developed in this paper are virtually independent of the

definition of Event. (Event often will be synonymous with Duration of Test.)

Suitable values of a and s (or z, as the case may be) having been found, it is

apparent that they should be expressed in the units failures per event. If at

this point the definition of event is imposed, the results can be expressed in

failures per mile or failures per hour or whatever.

Now the simple reciprocal converts to mean life. It should be remembered

that taking the reciprocal reverses the sense of inequality signs.
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APPENDIX A

CHI-SQUARE AND OTHER POISSON-RELATED FUNCTIONS

Let us define the following special functions:

Incomplete exponential function:

e ( X )
-

1 + X +

;
+ +

:

The Series consists of n + 1 terms.

Gamma function:

• -t x-1

T(x) = ſ. e t dt (x > 0)

Go —t X

Thus r(x + 1) = ſ. e tº dt.
O

Incomplete gamma function:

* -t x-1

Y(x,z) = ſ. e t dt (x > 0)
O

and, of course, o K z < ce.

Prym's function:

—t x-1

T(x,z) = |ſ e t dt (z > 0)

Immediately it is seen that

Y(x,z) + r(x,z) = T(x)

and that dividing both sides of this equation by T(x) will produce a

probability relationship.

Thus we can State

- Y(x,z) - T(x,z)

P(x,z) = T(x) 1 - T(x)
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Now for any particular problem, x and hence T(x) will remain fixed. In terms

of Prym's function we can write

x-1

1 e-t t dt.

T(x)

P(x,z) = 1 -

It is easy to develop T(x,z), using repeated integration by parts.” It is

found that

T(x,z) • e- ,2-1 y (x - 1) (x - 2) . . . (x - s)

S=O Z
S

is a valid asymptotic expansion for fixed x and large z.

When x is an integer, the series terminates.

When x is not an integer, the terms of the series alternate in sign after

s > x. The series diverges after s > x + z.

Let us replace x with k in the formulae in order that x can be employed

as a variable of integration. Thus the formulae restated appear as follows:

P(k,z) = 1 - tººl - 1 - + [ek-1 (z)]
T(k) e?

P(k,z) - 1 - ******—il–tº–a–tº–al
9 T(k) sto zS

When k is a positive integer.

This case of k being a positive integer was studied at length in its

application to sampling distributions by Helmert (1876) and K. Pearson (1900).

Thus arose the statistics of the x2 distribution. The exponent 2 in x2 has

little significance beyond ensuring that the parameter is non-negative.

-v-

*See [3] p. 66.
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The x2 probability function* is defined by:

1 X? /2)-1

P(x2 IV) =— j (t) (v/?)-1 e-t/? dt
2v/2 r(w/2) 0

1

2v/2 r(w/2) º

Q(x2|v) =

P(x2|v) + Q(x2 |v) = 1

Comparing this to the earlier-derived

1

T(k) T(k)

P(k,z) = e-8 xk-1 dz,
f

X=

it is seen that the only differences are in the scaling of the parameters.

For let v = 2k. Then

1 x* k-1 -t/2
t e

2kr(k) "o

2 k-1
1 X* /t 1 -t/2

rº, ſo (#) (; ) dt

Now let t = 2x, from which dt = 2dx. Replacing the variable of integration,

P(x2|2k)

1 2x=x” k-1 -x

P(x212k) = − ſ X e dx

T(x) ºx=0

and it is seen that x2 = 22 properly scales the limit of integration.

When v = 2k is an 0DD integer, two things happen. T(k) contains the

* (k - 1) (k - 2) . . . (k - s)

factor /7 and ) does not terminate. The

S=O zS

behavior (accuracy) of the asymptotic expansion near z = k - s must be

investigated.

*See [1] 26.4 page 940.
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APPENDIX B

PROGRAM PLANNING - POISSON

1. INTRODUCTION. As a general rule, the only variable of observation

will BETK, the TUmbèTof failures. The variable of integration will be x,

with z one of its extreme values (limits of integration).

It is necessary to define event in some suitable unit (time, distance,

mass, volume, etc.); e.g., event = 4240 hours. Fvent often is synonymous with

Duration of Test.

Many formulae of interest are greatly simplified if expressed as

functions of f(x) or of f(z). Thus

X

ro-(º-º-º: . ) tox2 X

co -z k+i

P(z) = e Z (i = 1, 2, 3, )

( ſh |k + i

- T. + 1, + 1, + + T +

T = —# f(z) and

1 k +

T = —#— T
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Also, 1 - P(z) = T + T + 1, . . . . . . . . .

T = f(z)
O

T = k = i T

j+1 Z j

This latter series terminates when k = i.

For large values of z, compute f(z) by logarithms.

line f(z) = k lnez - z - lne|k

Stirl inq's formula for inelk is useful here. If k does not chande, it need be

computed but once.

2. COMPUTING L (z specified). Equations (4), (5), (9), (10) and (11).

Enter data

yes

Subroutine for zero failures

In O

Compute ln |k. (If k > 15, use Stirlinq's formula.)
e –

Compute k l n Z - Z.

€

Compute f(z) = 4–G– = T

|k O

Z

Compute L = ſo f(x) dx from one of the methods in the previous paragraph.

-z k+i

If k > 15 and z < k, use L = 8—?—

- i£1 |k t i
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3. COMPUTING z (L specified). To the above, add equations (6), (7) and

(13).

Enter data

yes

— Subroutine for zero failures

nC)

Subsequent portion of method assumes L X !.

Assign zo – k + /KT

Label

Z
O

Apply method of paragraph 2 above to compute L = ſ. f(x) dx
O O

Compute f" (zo) - (:: - j f(zo) and

Zo

Assign z = zi+ Az
i4-1

Return to Label [i].
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4. COMPUTING REST FSTTMATE of THE FAILURE FATE (L specified.)

Enter data

yes

Employ paraqraph 3, above.

nC)

Assign s = k + /KT
O

Label

S -

l

Compute ſ, f(x) dx by method of paragraph 2 above.
O

Compute fº (si) = (; - } f(si)

i

yes assign a = f(si)
O

nC)

|- assign a = k - /KT
O

Label

Compute f(a;j) and f' (a;)

f(s) - f(a)
Compute Aa =p A f' (as)

Compute and store a . 1 a 3 + A a

j+
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no + Return to Label E.

yeS

d

i

Compute ſ, f(x) dx by methods of paragraph 2 above.
O

d - a k+i

( k > 15, ſ f(x) dx = ) *—4—
O 1 =

1 k t_i

The needed increment of area is

s al

A = L - ſo f(x) dx + ſo f(x) dx

The approximating trapezoid yields (momentarily dropping subscripts for

convenience)

S. = s. * As
i+1 l

Return to Label
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An Efficient Method for Determining the "A" and "B" Design Allowables

DCNALD NEAL AND LUCIANO SPIRIDGLIOZ ZI

Army Materials and Mechanics Research Center

Watertown, Massachusetts, USA

ABSTRACT

Suggested statistical procedures for obtaining material "A" and "B" allow

ables from both complete and censored samples are outlined in this paper. The

allowables represent a value determined from a specified probability of sur

vival with a 95% confidence in the assertion. The survival probabilities are

.99 for the "A" allowables and .90 for the "B" allowables. Both parametric

and non-parametric statistical models are evaluated with respect to their

desirability in obtaining the allowables. Exploratory data analysis proce

dures are introduced in order to determine acceptable distribution functions

for representing the data in addition to recognizing outliers (bad data) or

multi-modality. It is demonstrated from a variety of materials test data that

allowable determinations require prior application of exploratory data analy

sis procedures in order to assure acceptable results. The analysis also

provides a process for recognizing either poor testing procedures or inferior

material processing.

The two parameter Weibull, normal, lognormal distribution functions are

the proposed statistical models for computing the allowables (when non

parametric methods are not applicable). They will usually provide an accept

able range of possible allowable values. The Informative Quantile Function is

applied to the test data in order to select the function that best represents

the data. In determining the allowables, the desirability of the Weibull

function application is shown when limited number of probability ranked data

values are available in the primary region (lower ranked numbers) of

interest. The required conservatism in this region is satisfied while also

satisfying criteria for acceptability of the data representation. The exist

ence of multi-modality or gross outliers in the data set, will in some

instances introduce excessively conservative estimates of the allowables when

the Weibull function is applied. If the multi-modality case is a reality then

a suggested procedures using the Penalized Likelihood Method is used in con

junction with Cramer Rao lower bound estimate for the 95% confidence values.

Extensive tables for samples sizes (5 (l) loo) have been developed for

computing the allowables using the Weibull function. Use of the Monte Carlo

Method in conjunction with maximum likelihood (ML) relations describes the

procedure used in obtaining the necessary values in determining the allow

ables. A simple computer code has been made available so that ML estimate of

Weibull parameter can be determined thereby resulting in direct computation of

the allowables.

In order to demonstrate the desirability of the method, allowables have

been determined for Kevlar, Graphite, and Glass composite materials subjected

to shear, tensile, and compressive loads. Most of the test data was obtained

from the MIL-HDBK-l'7 (USA Army Materials and Mechanics Research Center)

project for composite material applications in aircraft structures.
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Introduction

The work described in this report is part of a continuing effort to

provide statistical procedures for determining the "A" and "B" allowables for

the MIL-HDBK-l'7 (Handbook for Composite Material in Aircraft Application) .

The preparation of this handbook is a prime mission of the Army Materials and

Mechanics Research Center, Reliability Mechanics and Standardization

Division. The current statistical procedures used in the MIL-HDBK-5 is not

considered applicable in the determination of the allowables for composite

materials.

The selection of an adequate statistical model (parametric or non

parametric) for representing material strength data can result in either a

conjectural approach or a costly test program. Often times the normal distri

bution will be selected since the allowables can be readily determined from

tables. Most conventional tests for determining model acceptability will

rarely reject the normal function. Unfortunately, selection of the normal

distribution can result in erroneous allowable estimates due to extrapolation

beyond the lower ordered test results. A quote from Hahn and Shapito [1]

which says, "Although many models might appear appropriate within the range of

the data, there might well be in error in range for which predictions are

desired," adequately summarizes this important issue. This complicates the

issue with respect to allowable computations, therefore possibly requiring an

extreme value distribution representation which will compensate for the uncer

tainities in the lower tail region.

The non-parametric method is not realistic, for example, if an "A" allow

able were needed for a specific material, the 300 tests would be required.

This could result in an extremely costly test program, in that, control of

environment and the manufacturing process of composite material must be

precise.

In order to address the allowable computation problem more rigorously, the

authors have examined the relative merits of 4 distinct distribution functions

including the Penalized Likelihood Method [*] for multi-modal case. In InOst

instances the 2 parameter Weibull function is recommended. This extreme value

function will usually provide acceptable estimates of the allowables. Either

precise, or slightly conservative estimates will be obtained. According the

Freudenthal and Gumbel [*], the use of the Weibull distribution to represent

the distribution of the breaking strength of materials has been justified by

using extreme value theory. In order to recognize the most desirable

function, the authors examined the Root Mean Sequence error (function vs.

ranked test data) in addition to the Informative Quantile (IQ) Function [4]

plots of the data. The IQ results provided an excellent description of test

data in terms of a specified distribution function.

In applying the Weibull distribution it is important to recognize data

with outliers in vicinity of higher ordered values in addition to multi-modal

behavior. Data contaminated in this manner will usually reduce accuracy in

the Weibull allowable computation. The Quantile Box Plot [5] was used in

determining outliers and multi-modality. This method proved to be more

reliable then the conventional robust procedures [** 7, 8, 1 currently being

suggested for determining outliers. If there is not a rationale for removing

outliers then they should remain in the data set, otherwise erroneous

estimates of the allowables will result. In the multi-modal case, careful

examination of test procedures and material processing should be made prior to
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acceptance of this phenomena. It is possible that in testing certain com

posite materials, bimodal behavior could occur. In exploring some recent test

results from Kevlar, Graphite and Glass composites in addition to ceramic

materials resulted in occasional bimodality behavior. In most cases errors in

testing or materials conditioning and processing have accounted for this

situation.

The following robust method for applying exploratory procedures in the

examination of outliers was used primary as verification of the Quantile Box

Plot results. The methods singular advantage is that visual inspection is not

necessary in recognition of, the outliers. The disadvantage results from

arbitrariness in selection of scale and the tuning constant. In some

instances where a large amount of skewness or a small data sets exists, then

the Quantile Box Plot will be dispersion.

Robustness Method

The outliers are determined in a formal manner by applying a robust method

involving application of the ML estimation where the residuals are weighted in

a systematic manner. The computed weights describe the relative importance of

the data points. For example, a zero weight should indicate exclusion of a

point. The removal of outliers (bad data) will essentially define robust

data. The robust procedures applied in this paper involves using both the

M-estimating technique of Huber [6] and Andrews [7]. Initially the Huber

technique is applied in order to determine a robust location parameter

(weighted mean). The Andrew's function is then applied using location para

meter estimated from the Huber result. It should be noted that this robust

method requires a uni-modal distribution of the data, therefore initial appli

cation of the Quantile Box Plot should be made inorder to establish uni

modality.

The Huber m-estimation technique which involves defining the likelihood

funtion

*(*) - + f(x,-º), ---, -- (l)

is 1

where f is a contaminated normal distribution,

Xi = data,

6 = location parameter and

N = sample size

by maximizing log L (6 ) such that

rv(x,-3) = O, (2)

where p = f'Af

A

then the solution of (2) is ML estimates of 6 designated as 8 . In order to

represent iſ in scale invariant form, equation (2) can be rewritten as
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X,(º) s 0

(3)

with d equal to the estimate of scale. The scale is often defined as

d = median | Xi - median (xi) /.6745

or simple M.A.D./. 6745 (4)

This estimate is considerable more robust than using the complete samples

which could result in poor respresentation of the actual scale.

By solving

N

XC w;(x1-8) s 0

is 1 (5)

where W. s *i-" ( x1-9

i-V (++- d

r | If | < C

W = £, sign (r) iri > 3; ,

c., is defined as the tuning constant and
l

:-(+)
An iterative process is then used in the solution of (5) such that when

the differences in Wi become negligible therefore providing the necessary

criteria for an acceptable solution for the 6 and Wi values. For c1 =

1.345 the Huber's W function provides a 95% efficiency.

A

With estimate of 6 determined from the solution of (2) the iteration is

continued where the iſ function is now defined as

- cºinſr/c ), Irſ s ſic
TWr(r) - O l o irisic;

(6)

This new function is called the Andrew's wave equation. In order to obtain

the desired robust data for this iſ function, the tuning was adjusted to

Cl = l. 345 and the scale defined as in equation (4).

It should be noted that Andrew's function was selected for its ability to

describe outliers as data with essentially zero weights.
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Quantile Box Plot

A general description of the Quantile Box Plot is shown in Figure l.

Where the quantile function is defined as

q (u) - f' (u), 0 = u = 1 (7)

that is, if the random variable x with distributiºn function given by F(x) ,

then the root of F(x) = u, 0 s us l is the p quantile of F (x). From

the ordered statistic *1 = *2 = . . . . . . . .ºn; Q is defined as piece -

wise linear function with intºval (O, l) divided into 2n subintervals.

Therefore representing Q as

21 - 1\ .

q(# ) • *; , j = 1, 2, ... . n. (8)

In order in interpolate

u e (#, #)

Q(u) - fi (u - #) *3.1 * * (# - u ) x.

(9)

where n equals the sample size.

The -box boundaries are defined as

Q (.25) to Q (.75)

Q ( . 125) to Q (.875)

Q (.0625) to Q (.9375)

The Quantile function Q (u) is useful for detesting the presence of out

liers, modes and the existince of two populations. Flat slots in Q(u)

indicate modes. Sharp rises in Q (u) for u near 0 or l suggest outliers; sharp

rises in Q (u) within the boxes indicate the existence of two (or more) popu

lations. The obvious bimodality shown in figure 2 is represented by the

Quantile Box Plot displayed in figure 3. In figure 4 (lower ordered value)

the gross outlier is suggested by the extended vertical line at lower left

region of graph in figure 5. The results shown in figures (2, 3, 4, 5) are

not representative of typical data sets. In many instance multi-modality and

outliers are not obvious from routine examination of the data.
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1.0

STRES5 DATA EVALUATION PRO RR:

Figure 2 Probability of Failure vs Strength
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Informative Quantile (IQ) Function

The objective of the IQ function [4] is to identify familar distribution

such as normal or Weibull to which the statistical ranked data belongs. This

method provides an accurate and simple approach to the problem of identifying

which function should represent the data. With the identification completed

then more elaborate procedures are recommended inorder to provide verification

of the assumed model. If one of the conventional distribution cannot be

established as an acceptable model then the Maximum Penelized Likelihood (MPL)

approach is suggested. The details of MPL will be discussed later in the

text. Applications of the IQ method to a random selection of small sample

sizes (N < 50) from large sample of 300 has resulted in an accurate identi

fication of the parent population distribution. Similar results were also

obtained from larger samples of 1000 with samples of 25 and 50.

The Informative Quantile Function is simply defined as

29]— 20, 2) r

IQ (u) = 7 [Q (.75) = QT25)]

(lC)

where Q (u) was previously defined in equation (8). An example of IQ vs U plot

for normal distribution is shown in figure (6). Note, at U = .02 the cor

responding IQ should be approximately -. 8. The straight line joined at IQ of

-. 5 and . 5, represents a uniform distribution. This is introduced in order to

provide for an easier identification of the unknown distribution. In figure

(7) the Weibull distribution is identified, where U = .04 and IQ = -. 8.

Figure (8) describes the form necessary for identif tying the exponential

distribution. By generating a set of IQ's and U's from equation (10) and

plotting these according to the figures, identification of the proper models

can be made.

Normal Distribution Function

2 l
l - 2

F., (z) - 7; fº F. dv

where z = * * *x

Oſ

X

and x, mx and ox are strength data, mean value and standard deviation

respectively. FX (z) can be simply and accurately evaluated using the

following polynomial representation,
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- l -16

Fx (z) = 1 + # (l º diz 4}. d,” º as” sº «» dº.” * E (z)

-7

where E (z) < 1.5 X IO (ll)

«» d," 4 d

and d1 = .049867847

d2 = .02ll410061

d2 = .0032776263

d4 = .0000380036

d5 = .0000488906

d6 = • 000005383

Lognormal

The lognormal 2 parameter distribution function is evaluated by using

Equation (11), where the maximum likelihood method estimates the mean (mx)

and standard deviation ( 9x ),

I

where -, -; XD lºn (xi)

- > *. Cºp' - ( X , ap/s)
Gy sº

X N

1/2

2

and

(12)

Xi - data values, N - sample size

The unbiased estimate of g, is (v0-1) •.)

By defining x1 - 1, x, then

z - 5 - ".

1/2

Gy

* Weibull Distribution Function

The ML method is applied in order to obtain the two parameters of the

Weibull function

- 1 - In

f(x) - # (#" ºr t- (#) (13)
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The method requires defining the likelihood function [9]

m-l m-1

L = sº {: (#) exp [ć] } (lA)

is 1

where Xi = data,

M, p = shape and mormalizing parameter and

N * sample size,

By solving the following log likelihood equations

3 L. L.

n = 0 and

3 u

9 L

|-n = 0 (15)

9 m, A

determines and m and ku values.

Equation (15) must be solved in an iterative manner by using the computer

code listed in Appendix A. The unbiased m and 1 and their corresponding

confidence intervals are obtained from Tables by [10] .

It can be shown that:

- A

A l°A or9B = u (ln (# 2) /m

S (ló)

where * A or * B = the allowable, depending on P"s.

P*s = tolerance limit on Pºs (probability of survival) determined from

application of Monte Carlo method. In Tables l and 2 the results for A and B

allowable and Pºs computation is tabulated. Parametric determination of

three parameter and censored data requires a more elaborate analysis. These

procedures will not be outlined in this text. The (* ) represents a biased

estimate.

Non-parametric method. Non-parametic procedures [11] are usually more

desirable than parametric ones, since they provide the exact probabilities.

In the parametric case, the reliance is on an assumed distribution function

which provides extrapolated results for the probability of survival values.

The penalty for applying the non-parametric method is the need for relatively

large amounts of data (e.g. , 29 values for the "B" allowable and 300 for the

"A" allowable). The lowest ranked value describes the corresponding allow

able. In the case where lC0 data values are available, the sixth lowest

ranked data value determines the "B" allowable. The use of loo values in

obtaining the "B" allowables prevents any erroneous estimates if lowest

ordered strength values are incorrect. Table 3 shows which ranked data value

should be used for a particular sample size. The importance of using sample

sizes greater than the required 29 for the "B" allowable is shown in figure

9. For example, if all data is included, the allowable will be "4"; however,

this could be erroneous if data value 4 was an outlier. By removing the

outlier, the allowable is 4.6.

—`
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TABLE 1 P_* VS. SAMPLE SIZE N FOR "A" ALLOWABLES

*

Ps

S

*

Ps

. 998.214

. 9981 30

. 998048

. 997968

. 997891

. 997816

. 9977.43

. 997673

. 997606

. 997541

. 99.7479

. 997.420

. 997363

. 997.309

. 997.257

.997.207

. 9971.59

. 997113

. 99.7068

. 99.7025

. 996982

. 996940

. 99.6898

. 996857

*

Ps

. 996816

. 99.6776

. 996736

. 996697

.996657

. 99.6619

.996580

. 9965.43

. 99.6505

. 996468

. 9964.32

. 996396

. 996360

. 996325

. 996290

. 9962.56

. 996222

. 996189

. 99.61 56

. 996.124

. 996092

. 996061

. 996030

. 996000

.999999

. 999992

.9999.72

. 999930

. 99.9859

. 99.9780

. 99.9713

. 99.9650

.999579

. 99.9500

. 999420

. 99.9340

. 9992.56

. 999.160

.999050

. 9989.40

. 9988.43

. 998.760

. 998684

. 99861 3

. 998.540

. 998.463

. 998.382

. 998298

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

8]

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

*

Ps

. 995970

. 995940

. 99.5911

. 995883

. 995855

. 995827

. 995800

.995773

. 99.5747

. 99.5721

. 995695

. 995670

. 9956.45

. 995620

. 995596

. 99.5572

. 99.5548

. 995.525

. 99.550.2

. 995479

. 995456

. 99.5434

.995.412

. 995.390
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TABLE 2 Ps” WS. SAMPLE SIZE N FOR "B" ALLOWABLES

. 99880 29.0 . 95991 53.0 . 94499 77. O .93884

. 99.783 30.0 .95930 54.0 . 94468 78.O .93861

. 99651 31.0 .95861 55.0 . 94.437 79.O .93838

. 99.450 32.0 . 95785 56.0 . 94.407 80. O .93815

. 991 70 33.0 . 95703 57.0 . 94.377 81.0 . 93.792

.98900 34.0 . 9561 7 58.0 . 94.349 82. O .93769

. 98716 35.0 . 95528 59.0 . 94.321 83. O . 93747

. 98.540 36.0 . 954.38 60.0 . 94.293 84. O . 93724

.98287 37.0 . 95.349 61.0 . 94.267 85. O .93702

. 97992 38.0 .95261 62.0 .94241 86. O . 93680

. 97.720 39.0 . 951 78 63.0 .94.215 87. O .93658

. 97517 40.0 . 95.100 64.0 . 941.90 88.0 .93636

. 97358 41.0 . 95029 65.0 . 941 65 89. O .93614

. 97200 42.0 . 94.963 66.0 . 941 40 90. O . 93593

. 970.13 43.0 . 94904 67.0 . 94116 91. O . 93572

. 96820 44.0 . 94850 68.0 . 94092 92.0 . 93552

. 96653 45.0 . 94,800 69.0 .94069 93.0 . 93531

. 96.514 46.0 . 94755 70. O . 94045 94.0 . 93511

. 96400 47.0 . 94.712 71 - O . 94022 95. O . 93492

. 96.306 48.0 . 94.673 72. O . 93999 96.0 .93472

. 96228 49.0 . 946.36 73.0 . 93976 97. O . 93454

. 96.16.1 50.0 . 94-600 74.0 . 93953 98.0 . 93435

. 96102 51.0 .94566 75. O . 93.930 99. O . 93417

. 9604.7 52.0 .94532 76. O . 93907 100. O . 93400
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TABLE 3. Ranks, r, of observation, n, for an unknown distribution having

the probability and confidence of A and BTVäIues:

A Basis B Basis B Basis B Basis

—u— — — n r n —#- —u— —-

300 . l 29 l 321 24 1269 ll.0

480 2 46 2 345 26 l276 l20

630 3 6l 3 368 28 1483 l30

780 4 76 4. 391 30 1590 l40

920 5 89 5 413 32 1696 150

1050 6 103 6 436 34 1803 150

ll.90 7 ll6 7 459 36 1909 l'70

l320 8 129 8 48l. 38 2015 l80

1450 9 142 9 504 40 2120 190

1570 10 154 l'O 560 45 22.30 200

1700 ll 167 ll 615 50 2330 210

1820 12 179 l2 671 55 24.30 220

1950 l3 191 l3 726 60 25.30 230

2070 l4 203 l4 78.1 65 26.30 240

2190 15 215 15 836 70 27.30 250

2310 16 227 l6 890 75 2830 260

2430 17 239 17 945 80 29.30 270

2550 l8 25l. l3 999 85 3000 277

2670 19 263 19 1053 90

2790 20 275 20 ll.07 95

29.10 2l 298 22 ll6l 100
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Multi-Modality- If...the bimodality displayed in figures le 2, and 3 is a

reality, not the result, processing or testing errors then the current avail

able parametric procedures usually will not provide acceptable representation

of the data. A non-parametric method [?] is suggested having excellent

approximation properties, for estimating an unknown probability density

function from a random sample X1, . . . , XN

The estimator optimizes a criterion function which combines the maximum

likelihood principle and a penalty term for smooth (i.e., not bumpy) behavior.

The criterion function is a discrete approximation to

2

at]

where f(t) is any probability density function; that is, f(t) is nonnegative

and intergrates to l. Equivalently, we may maximize the Ln[L (f)] which

separates into two terms - a log likelihood plus a log penalty term.

N

L (f) = T x(i) exp [-eſ
i-l

after

at” (17)

The penalty term contains an unknown positive constant a which deter

mines the amount of smoothness in the resulting estimator. Values of G that

are "too small" result in bumpy estimates while G. "too large" oversmooths.

In practice, use an o as small as possible without introducing excessive

bumps. Several values of G that differ by factors of ten should be tried and

graphically displayed and compared to a histogram or parametric assumption.

Numerical integration determines the cumulative density values

(probability of survival) for the prescribe percentile, 90 or 99 depending on

the desired allowable.

Confidence limit on these estimates say R. 90 or R. 99 can be determine

from the Cramer-Rao lower bound which determine the variance on R. The con

fidence limit L is determined iteratively from

L. - R - U ſy l W2
i Y (li - )] o i - 2, 3- - - (18)

where"Y is the Y percentage point (95%) of the normal distribution.

Initially, *:

Li - R - Uyſv (R).)

w8) - * (in ºf {1,109 - .314 la (-law). .sos (la (-lary')/a
Subsequent interation in equation l8 requires substitution of Li for R in

equation l9.

Where, (19)

Pooling of Data- In obtaining the allowables, test data should be ob

tained from a number manufacturers (e.g. composite materials from various

aircraft industry representatives). All test data should be pooled inorder to

obtain an allowable consistent with a general population of that specific

materials strength values. If a significant difference exist among the manu

facturer then an investigation should be made regarding the cause of this

situation. The tests recommended for determining significant differences are

the conventional t or Mann-Whitney Test, and two non-parametric tests for the

K - sample case. The Kruskal-Wallis [12] multi-sample test for identical

populations is applied such that H is corrected for ties. The null hypothesis

(identical populations) is rejected at the 28 level. The other distribution
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free test, is the Jonckheere's [12] k sample trends test against the ordered

alternative. Where ties are removed by applying a randomization process. The

null hypothesis of randomness is rejected at the 28 level, that is, acceptance

of difference in populations at this level.

Statistical Evaluation of Data (Graphical Display). In Figure 4, a plot

of probability failure (Pf) versus failure stress (see marked circles) of

empirical failure data were shown. The Pf values were determined from the

R3 ranking. The four candidate functions are listed on the graph with their

corresponding line form representations. In addition to obtaining a visual

inspection of best fit, the RMS error provides a quantitative evaluation for

the three rankings and the density functions. The sample evaluation for the

three rankings and the density functions. The sample means and standard

deviations are tabulated with their corresponding 90% confidence interval.

The Weibull shape and normalizing (Char. value) parameters are tabulated with

confidence intervals. The 99t origin represents one percent probability of

failure with 95% lower confidence limit for that number. This representation

is the A allowable. If one wants to increase or decrease origin percentage,

it can be done by applying methods described in (2). The word "origin" will

equal zero if two parameter Weibull function was considered, otherwise, three

parameter Weibull function was used. In the radical parameter tabulation, A,

B and C are coefficients obtained from a least squared fit routine. Exp B (N)

and Exp C (R) are the corresponding exponents determined in the fitting of the

data. Sig I and Sig F are the two cut-off points. That is, the smallest and

largest projected values determined by the function.

In applying the robust procedures, it is important to have a rationale for

ignoring the determined outlier, otherwise, erroneous estimates of survival

probability computations could result. The robust scheme can be applied to

data from relatively small size specimens, where errors in machining, testing,

etc. , greatly effect strength determination. The authors have noted consider

able improvement in ceramic material failure predictions of large specimens

(13 in3) from knowledge of small specimen (.03125 in3) strength results

when the outliers are removed from the original data. Non-parametrics solu

tions, are applied to the code (see Figure 4), can provide information regard

ing confidence levels for A and B allowables, with respect to the number of

data points. The code can be altered to include other allowables by using the

simple relationships outlined in (ll). In the last three boxes the allowable

estimates are tabulated for the Weibull, normal and lognormal functions.

Results and Discussion

In figure 4, the results of tension tests on Kevlar composite material

(Hexcel Co.) are shown, they are similar for all three functions. This is an

ideal situation, since selecting allowables from any of the functions will

provide acceptable results. In figure 9, the results from another manu

facturer using Hexcel material are shown. The RMs error indicates the Weibull

funtion would be an acceptable representation of data. In figure 9a, a IQ

plot of data from figure 9 test results also indicates data should be repre

sented by a Weibull function. The results shown in figure lo, describe the

existence of an outlier at highest ordered value. See figure ll display of

Box Plot for verification of outlier value (26.5). It is obvious from figure

10 that Weibull function does not represent lower tail region particularly

well. The resultant design "B" allowable of 10.9 determined from Weibull

computation differs from non-parameter solution by 2. l a l9% difference. The

"A" allowable result, Weibull vs. normal is different by 2. l. Since the
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non-parametric result is an accurate measure then the Weibull function has

produced an error of approximately 19% for at least the "B" allowable and

possible more for the "A" allowable. In figure lz, the outlier has been

removed from the data displayed in figure lo. Note the substantial increase

in the Weibull shape parameter from 5.66 to 7. 22 by removing one outlier

(highest ordered value). These results indicate need for exploring data prior

to applying functional representation. If the outlier actually exists, then

allowable obtained from normal distribution should be considered. Deter

mination of acceptable Weibull parameters from the ML method depends on the

absence of outliers at highest ordered values. Since the vulnerability of the

ML method has been exposed in the above example, it suggested that the Best

Linear Unbiased Estimate procedure also be used in order to determine the

Weibull parameters, thereby providing flexibility in the selection of para

meter estimating procedures.

Figure ls describes the statistical results from compression tests on

Kevlar material obtained from the three manufacturers. In figure la , the

results from pooling original three manufacturers data, with a forth manu

facturer (submitted data at a later date). An approximate 6% reduction in

allowable estimate with addition of the forth data set. The are two fund

amental issues involved one is the need for a substantial number of manu

facturers participating in the allowables computation program and secondly the

possible reliance on an extreme value type (Weibull) distribution in order to

introduce conservatism when accounting for the uncertainties existing from a

limited number of pooled samples in representing the population.

The Kruskal-Wallis test for determining K - sample difference indicated

the forth monufacturer data differed significantly from the other samples at

.0l levels. At present, the MIL-HDBK-l'7 recommends pooling all samples unless

a rationale has been established for removal of sample.

Even though, homogeneous data is not available for determining allowables,

the committee considers it more important to represent the difference among

manufacturers, particularily so for composite materials.

In figure lº, the higher ordered values appeared to be from a different

mode of failure. The Box Plot example shown in figure l is a display of this

data which essentially confirms the existence of bimodality. It should be

noted in figure l8 that none of the candidate functions adequately represent

the ranked data. The allowables are too conservative, particularly for the

Weibull and normal representative. A suggested alternative in determining

allowables for this data is the Maximum Penalized Likelihood Method [?]

described in the text. The results are shown in this figure are an excellent

representation of the ranked data including the sizable bump. The allowables

of 5.04 ksi for the "A" and 5.5l ksi for the "B". The "B" allowable agrees

within .5% of the non-parametric solution. At present, the authors consider

this the most acceptable method for determining allowables where multi

modality exists in the data. Examination of other methods, such as consid

ering upper mode as censored data or application of the mixed Weibull distri

butions to the data, proved to be inadequate. The later method may have merit

if selected percentiles of the distribution are matched with the corresponding

ranked values in a manner that guaranteed a good fit. In figure l6 another

example of bimodality is shown. In this case, representation of Weibull shape

parameter value of 6.75 is extremely low. The results from MPL method are

also shown in the figure including tabulation of the allowables. Manufacturer

of this material has recently indicated that lower mode data was incorrectly
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added to upper mode data due to different autoclaves used in processing of

material.

Figure l7 shows the results from Tension test on Kevlar material (Cycom

Co.). The allowable computations differ by at most 7% for the three

functional representations. Allowables determined from normal computation

would be selected for this material and test.

Figure l8, shows data evaluation of Composite graphite material. The

existance of bimodality displayed in the sample was a common occurance among

several of the graphite test samples.
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10.

Conclusion

Exploratory Data Procedure should be applied prior to acceptance of

statistical model used in the allowable computation.

Quantile Box Plot provides an excellent summary of test data results

in addition to location outliers and multi-modality in the sample.

The authors recommend using the Weibull distribution function for

obtaining the allowables, if outliers (higher ordered values) or

multi-modality, do not exist in data set.

An extreme value distribution (Weibull) provides a degree of security

if pooled samples do not represent general data population. (a

common occurrence).

Normal distribution is recommended for allowable computation if

outliers exist in data set at upper tail region.

In multi-modality case, the Maximum Penalized Likelihood Method

is suggested for the allowable determination.

At present the authors recommend pooling all samples made available

even though significant difference test indicated otherwise. If

a sample contains modality then this data set would be excluded.

The development of tables 1 and 2 required a considerable amount

of effort (most complete tabulation for the Weibull function). With

the aid of computer code listed in appendix A and tabulated Pº values,

the reader should be able to obtain a simple and accurate computation

of the allowables when the Weibull function is considered.

Non-parametric procedures are always the most desirable in obtaining the

allowables for the given sample if properly applied.

A sufficiently large number of sources in obtaining test data is more

important in determining allowables than size of individual sample.
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:

1 O

WEIBULL PARAMETERS M AND U

READS IN AMOUNT OF DATA AND THE DATA

DIMENSION T (2OO)

IMPL ICIT DOURLE PRECISION (A-H 90-Z)

READ ( 5 p. 1. ). NPTS <-------------SamPle Size

READ ( 5 p. 1 ) (T ( I ) , I = 1 2 NPTS) <---------Data

DETERMINES M BY MAXIMUM LIKELIHOOD

AsO, O

NaO O

DA=1 ... O

XNUM=O & O

XMINUS=O O

PROD1 =O - O

PROD2=O e O

A=A+ UA

SUMATIONS CALCULATED FIRST

DO 1 O I = 1, NPTS

XNUM=T ( I ) xxA+XNUM

XMINUS=T (I) ++AxLOG (T (I) ) +xMINUs

PROD2=LOG (T (I) ) +PROD2

A1 =NPTSXXNUM/ (NFTSXXMINUS-XNUMxPROD2)

IF (A-A1 ) 2 v 5 p 3

N=N*1

IF (N-5) 4 ; 4 p. 5

AsA-DA

DA=1 . / 1 O & XXIN

A=A-DA

GO TO 2
- -

WRITE ( & P 1 ) A <--------------n

DETERMINES U ’HAT *

BSUM=O , O

DO & I= 1 P NPTS

BSUM=T (I) XXA+BSUM

B= ( 1./NPTSX. BSUM) x* ( 1./A.) . -

WRITE (6 p 1 ) B K-------------------U

FORMAT ( )

END

Appendix A Computer Code for Determining Weibull Parameters
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CHOICE OF RESPONSE SURFACE DESIGN

AND ALPHABETIC OPTIMALITY

George E. P. Box

UNIVERSITY OF WISCONSIN - MADISON

MATHEMATICS RESEARCH CENTER

ABSTRACT

It is argued that the specification of problems of experimental design

(and in particular, of response surface design) should depend on scientific

context. The specification for a widely developed theory of "alphabetic

optimality" for response surface applications is analyzed and found to be

unduly limiting. Ways in which designs might be chosen to satisfy a set of

criteria of greater scientific relevance are suggested. Detailed considera

tion is given to regions of operability and interest, to the design information

function, to sensitivity of criteria to size and shape of the region, and to

the effect of bias. Problems are discussed of checking for lack of fit,

sequential assembly, orthogonal blocking, estimation of error, estimation of

transformations, robustness to bad values, using minimum numbers of points,

and employing simple data patterns.

Sponsored by the United States Army under Contract No. DAAG29-80-C-0041.
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lice of Response surface Design and Alphabetic Optimality.

George E. P. Box

University of Wisconsin - Madison

1 - INTRODUCTION

There seems no doubt that of all the activities in which the

statistician can engage, that of designing experiments is by far the most

important, since it is here that the actual mode of generation of scientific

data is decided.

The importance of practice in guiding the development of the theory of

experimental design [45] is clearly seen from the time of its invention.

Fisher was engaged by Russell [16] on a temporary basis at Rothamsted

Experimental Station in 1919 "to examine our data and elicit further

information that we had missed." Records were available from the ongoing

Broadbalk experiment in which particular combinations of fertilizers had been

consistently applied to 13 plots for a period of almost 70 years. In his

analysis ( [22], [24] ), Fisher attempted to relate yield to fertilizer

combination, to weather, and in particular, to rainfall. The method he used

was multiple regression with distributed lag models, involving an ingenious

employment of orthogonal polynomials which led to important advances in the

theory of regression analysis, and in particular its distribution theory.

Sponsored by the United States Army under contract No. DAAG29-80-C-0041.
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With only the crudest of computational aids, the work must have been

burdensome, making it all the more frustrating to discover that, however

ingenious the analysis, the inherent nature of the data ensured that the

answers to many questions were inaccessible. A comprehension of the logical

problems in drawing conclusions from such analyses led naturally to

speculation on how some of the difficulties might be overcome by appropriate

is ::: i , Jin. 'I'll':::: i , i.e. 1:; wº: rº: ſur Lhºr :; Linula ted by the Analysis of Variance,

which Fisher introduced in 1923 with W. A. Mackenzie [23] for the elucidation

of what was clearly a most unsatisfactory design which he had had no part in

choosing. Thereafter, as Fisher gradually acquired more influence in the

setting up of field trials, the principles of replication, randomization and

their application to randomized blocks, latin squares and factorial designs

quickly evolved out of the actual planning, running, and analysis of a series

of experimental designs of increasing complexity and beauty.

The practical context of scientific experimentation continued to

produce important theoretical advances when Yates came to Rothamsted in 1931,

leading in particular to important developments in the design and analysis of

complex factorial designs and their associated systems of confounding ( [44],

[46] ) and to the introduction of incomplete block designs.

My own experience with experimental design began during the Second

World War. I worked at the Chemical Defense Experimental Station in England

with a group of medical research workers who were attempting, using animals

and volunteers, to find ways to combat the effects of poison gas and other

toxic agents. At this time it was believed that these agents might be used

not only against the military, but also against the civilian population. It

was important therefore that our work should progress as rapidly as

possible. I found myself a part of evolving investigations which employed
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sequences of experiments which I designed and whose nature needed to adapt to

changing needs at different stages of the study. The designs employed were

randomized blocks, balanced incomplete blocks, latin squares, and

factorials. Later, during my eight years as a statistician with Imperial

Chemical Industries, my role was again as a member of various scientific teams

tackling evolving problems with sequences of designs. Many of the problems

were similar to those I had previously encountered, and again employed the (by

now) standard designs of Fisher and Yates. However, some investigations

directly concerned with the improvement of chemical processes at the lab,

pilot plant, and full scale, seemed to require additional methods, which

however, still drew on the fundamental principles laid down by the originators

of experimental design. This led to the development of what has come to be

called response surface methodology. See for example [4], [14], [15], [30],

[31 ), and [39].

Suppose some response n of interest is believed to be locally

approximated by a polynomial of low degree in k continuous experimental

variables X E. (x1, X2, • e o p xx)'. To fit such a function we need appropriate

experimental designs. Let us call a design suitable for estimating a general

polynomial of degree d a dith order design in k variables. Thus a design.

suitable for fitting the function

2 2

* * *o t 81%, * 82%2 + 8, 1x. + 822x2 + 312x. x2

would be a second order design in two variables.

One route for choosing such designs, which has generated an enormous

amount of mathematical research over the last twenty or so years, we shall

refer to as the "alphabetic optimality" approach. For reasons I will explain,

240



I have reservations about the usefulness of this approach so far as response

surface designs are concerned. For completeness, a brief summary of some of

the main ideas are set out below ( [32], [33], [34], [35], [36], [42], [43]).

2. SOME ASPECTS OF OPTIMAL DESIGN THEORY

FOR CONTINUOUIS EXPERIMENTAL VARIABLES

Consider a response n which is supposed to be an exactly known

function n = x'ſ linear in p coefficients 8, where

x = (f1(x), f2(x), • e • * fºx))' is a vector of p functions of k experimental

variables X. Suppose a design is to be run defining n sets of k experimental

conditions given by the n x k design matrix {Xu} and yielding n observations

{y}, so that

n = x." B (u = 1, 2, . . . , n)

where Yu - "u E. *u. is distributed N(0,0°) and the n x p matrix X - {x}}.

The elements of {ei}} - (xx)" are proportional to the variances and

Covariances of the least squares estimates 3. Within this specification, the

problem of experimental design is that of choosing the design {Xu) so that

the elements °ij are to our liking. Because there are "/?p(p+1) of these,

simplification is desirable.

A motivation for simplification is provided by considering the

1

confidence region' for 3

1 - - - - - - -

Obviously there are also parallel fiducial and Bayesian rationalizations.

241



(3 - £)''x's - 3) = Constant

- - -

defining an ellipsoid in p parameters. The eigenvalues A ^2. • * ~ * *p of

1 *

(xx)" are proportional to the squared lengths of the p principal axes of

this ellipsoid. Suppose their maximum, arithmetic mean, and geometric mean

are indicated by "max" X, and A. Then it is illuminating to consider the

transformation of the # p(p+1) elements C to a corresponding number of

ij

items as follows:

(i) D = |x'x| = X-p (so that DT'/* = XP/2 is proportional to

the volume of the confidence ellipsoid).

(ii) H, a vector of p - 1 homogeneous functions of degree zero in

the A's, which measure the non-sphericity or state of ill

conditioning of the ellipsoid. In particular we might choose, for

two of these, H, = W/A and H2 -: *-ax /\ , both of which would

take the value unity for a spherical region.

(iii) "/2 p(P-1) independent direction cosines which determine the

orientation of the orthogonal axes of the ellipsoid.

It is traditionally assumed that the "/2 p(p-1) elements concerned with

orientation of the ellipsoid are of no interest, and attention has been

concentrated on particular criteria which measure in some way or another the

sizes of the eigenvalues, measuring some combination of size and sphericity of

the confidence ellipsoid. Among these criteria are

|x'x| = TAI' = ATPD
-

-

A = EA, -: trø'x)" E. g’ºvar (3, ) = pAH,

E >

max{A} - AH2
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The desirability of a design, as measured by the D, A, and E criteria,

increases as X, Ah, and *H, respectively, are decreased. But in practical

situations, each of these criteria will take smaller and hence more desirable

values as the ranges for the experimental variables X are taken larger and

larger. To cope with this problem it is usually assumed that the experimental

variables Šu may vary only within some exactly known region in the space of

X, but not outside it. I will call this permissible region RO.
- - -

Another characteristic of the problem which makes its study

mathematically difficult is the necessary discreteness of the number of runs

which can be made at any given location. In a technically brilliant paper

[37], Kiefer and Wolfowitz dealt with this obstacle by introducing a

continuous design measure & which determines the proportion of runs which

should ideally be made at each of a number of points in the X Space •

Realizable designs which most nearly approximated the optimal distribution

could then be used in practice.

A further important result of Kiefer and Wolfowitz linked the problem

of estimating 8 with that of estimating the response n via the property of

"G-optimality." G-optimal designs were defined as those which minimized the

maximum value of vº.) within RQ. The authors were then able to show, for

their measure designs, the equivalence of G- and D-optimality. Furthermore,

they showed that, for such a design, within the region RQ, the maximum value

-

of n-varty.)/9* was p, and that this value was actually attained at each of

the design points.

For illustration we consider a second order measure-design in two

variables; that is, a design appropriate for the fitting of the second degree

polynomial of equation (1). Such a design which is both D- and G- optimal for

a square region RO with vertices (+1, t1) was given by Fedorov (21 ) (see
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also Herzberg (27) ). The design places 14.6% of the measure at each of the

four vertices, 8.0% at each of the midpoints of the edges, and 9.6% at the

origin. The design is set out in Figure 4(b).

While this approach has generated much interesting mathematics, it does

not, I believe, solve the problem of choosing good response surface designs.

In the hope of stimulating new initiative, I have set out below what I believe

is the scientific context for response surface studies and indicated some

possible lines of development.

3. THE RESPONSE SURFACE CONTEXT.

As an example suppose it is desired to study some chemical system, with

the object of obtaining a higher value for a response n such as yield which

is initially believed to be some function n = g(x) of k continuous input

variables x = (x1, x2, . . . , Xk )' such as reaction time, temperature, or

concentration. As is illustrated in Figure 1, it is usually known initially

that the system can be operated at some point Åo in the space of X and is

expected to be capable of operating over some much more extensive region

o called the operability region, which? however is usually unknown or poorly

known. Response surface methods are employed when the nature of the true

response function n = g(x) is also unknown” or is inaccessible.

* One secondary object of the investigation may be to find out more about the

operability region O.

°occasionally the true functional form n = g(x) may be known, or at least

conjectured, from knowledge of physical mechanisms. Typically however g(x)

will then appear as a solution of a set of differential equations which are

nonlinear in a number of parameters which may represent physical constants.

Problems of nonlinear experimental design then arise which are of considerable

i in te rest although they have received comparatively little attention (see for

example [13], [18] , [25 ) ).
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Figure l.

^{->

The current region of interest R and the

region of operability Q in the space of

two continuous experimental variables X."

and X2. l

245



suppose that over some (typically much less extensive ) immediate region

of interest R in the neighborhood of it is guessed that a "graduating"
Åo

function, such as a dºh degree polynomial in x,

n = x' 8

X - -

might provide a locally adequate approximation to the true function

"x = g (X) where as before x is a p-dimensional vector of suitably

-

transformed input variables x' = (f) (X), f2%), ..., Fe(x)), and t is a vector

of coefficients occurring linearly that may be adjusted to approximate the

unknown true response function "x -: g(x). Then progress may be achieved by

using a sequence of such approximations. For example when a first degree

polynomial approximation could be employed it might, via the method of

steepest ascent, be used to find a new region of interest Ri where, say, the

yield was higher. Also a maximum in many variables is often represented by

solae rather complicated ridge system" and a second degree polynomial

approximation when suitably analysed might be used to elucidate, describe, and

exploit such a system.

Thus we are typically involved in using a sequence of designs, each

making use of information gleaned from earlier experiments -- a characteristic

typical of a much wider field of scientific investigation. This provides the

4

Empirical evidence suggests this. Also, integration of sets of differential

equations which describe the kinetics of chemical systems almost invariably

leads to ridge systems ( [4], [15], [26], [41] ). See also the discussion of

Figure 8.
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opportunity to progressively improve not only the objective function m

directly, but also the mode of gathering information about it. For example,

at the ith stage, a design performed in a region Ri may suggest that a new

region Širº is worthy of investigation (either because it can be expected to

give higher values of n or because it may throw light on other important

aspects of the function). But this new region may be different not only in

(a ) its location in the space of X, but (b) in its shape also (for instance

because of information fed back from previous data on transformations of

X's individually or jointly), and (c) in the identity of its component space

(because of feedback from the results themselves, indicating that certain

variables should be dropped, and/or that new variables should be added). Thus

in any realistic view of the process of investigation the dimensions,

identity, location and metrics of measurement of regions of interest in the

experimental space are all iteratively evolving. The problem of choosing

suitable experimental designs in such a context is a difficult one. Some

properties ( [5], [8] ) of a response surface design, any, all or some of which

might in different circumstances be of importance in the above context are

given in Table 1.

The design information function

Associated with requirements (1) and (2) of Table 1, consider the

design variance function [11]

Vx -: n-varty,/cº- nx (x,x)"x

or equivalently the Information Function
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The design should:

(i) generate a satisfactory distribution of information throughout the region of

interest, R;

(ii) ensure that the fitted value at z, 9(x) be as close as possible to the true value at z,

7(z);

(iii) give good detectability of lack of fit;

(iv) allow transformations to be cstimated;

(v) allow crperiments to be performed in blocks;

(vi) allow designs of increasing order to be built up sequentially;

(vii) provide an internal cstimate of error;

(viii) be insensitive to wild observations and to violation of the usual normal thcory

assumptions;

(ix) require a minimum number of experimental points;

(x) provide simple data patterns that allow ready visual appreciation;

(xi) ensure simplicity of calculation;

(xii) behave well when errors occur in the scttings of the predictor variables, the x's;

(xiii) not require an impractically large number of predictor variable levels;

(xiv) provide a check on the “constancy of variance' assumption.

TABLE T – SOME ATTRIBUTES OF DESIGNS OF POTENTIAL IMPORTANCE
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It is evident that if we were to make the unrealistic assumption (made in

alphabetic optimality) that the graduating function n = x'ſ is capable of

exactly representing the true function g(x) , then the information function

would tell us all we could know about the design's ability to estimate n.

For illustration, information functions and associated information contours

for a 22 tactorial used as a first order design and for a 32 factorial used as

a second order design are shown in Figures 2 and 3, for standard variables X

and X2.

4. APPLICABILITY OF ALPHABETIC OPTIMALITY

The information function for Fedorov's second order D/G-optimal design

over the permissible RO region (+1, +1 ), referred to earlier, is shown in

Figure 4. For illustration, this is related to the two experimental variables

X1 = temp in "c and X2 = time in hours. Thus, in this particular example,

xi = (x1 - 180)/10, x - 4 and the RO region would permit
2 * X2

experimentation within the limits X. = 1 70 - 190 °C and X2 = 3 - 5 hours,
1

but not outside these limits. In the response surface context a number of

questions arise concerning the appropriateness of the specification set out in

Section 2 of this paper for alphabetic optimality. These concern

(i) Formulation in terms of the RO region

(ii) Distribution of information over a wider region

(lii ) Sensitivity of criteria to size and shape of the RO region

(iv) Ignoring of bias.
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Figure 2 (b) Information contours for a 22 factorial used

as a first order design.

251



I
Xt

NA -

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N

N
N

N

N

N

N

N

N

N

N

N

N

2%

Figure 3 (a) Information surface for a 3? factorial used as a

second order design.

252



–2. - 1 . 0. 1 . 2.

Figure 3 (b) Information contours for a 32 factorial used as

a second order design.
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Formulation in terms of the RO region

As has been pointed out, in response surface studies it is typically

true that at any given stage of an investigation the current region of

interest R is much smaller than the region of operability o which is, in any

case, usually unknown. In particular, it is obvious that this must be so for

any investigation in which we allow the possibility that results of one design

may allow progress to a different unexplored region. Consequently I believe

that formulation in terms of an RO region which assumes that R and O are

identical is artificial and limiting. In particular, to obtain a good

approximation within R one may very well wish to put some experimental

points outside R and so long as they are within O there is no practical
*

reason why we should not. Also since typically R is only vaguely known, we

will want to consider the information function over a wider region, as is done

for example in Figure 5 for Fedorov's second order D-optimal design. The

information function for this design may now be compared over this wider

region with that for the 3° factorial in Figure 3.

Distribution of information over a wider region

In the response surface context, the coefficients 8 of a graduating

function "x = x'ſ acting as they do merely as adjustments to a kind of

imathematical french curve are not usually of individual interest except

insofar as they affect n, in which case only the G-optimality criterion among

those considered is of direct interest. For response surface studies however,

it is far from clear how desirable is the property of G-optimality itself.
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For instance, the profiles of Figure 6 made by taking sections of the

surfaces of Figure 3 and Figure 5 suggest that neither the G/D-optimal design

nor the 32 design are universally superior one to the other. In some

subregions one design is slightly better, and in others the other design is

slightly better. Both information functions, and particularly that of the

G/D-optimal design, show a tendency to sag in the middle. This happens for

the G/U-optimal design because the G-optimality characteristic guarantees that

(Inaximized) minima for *x , each equal to 1/p, occur at every design point,

which must include the center point. However, this sagging information

pattern of the second order design is not of course a characteristic of the

first order design of Figure 2 which is also D/G-optimal but contains no

center point. If the idea of the desirability of designs possessing a

particular kind of information profile is basic, then it seems unsatisfactory

that the nature of that profile should depend so very much on the order of the

design. Indeed, the relevance of the minimax criterion which produces G

optimality is arguable. It follows from the Kiefer-Wolfowitz theorem that a

second order design for the (+1, +1 ) region whose information function did not

sag in the middle would necessarily not be D-optimal. But as we have seen, D

optimality is only one of many single-valued criteria that might be used in

attempts to describe some important characteristic of the x'x matrix. Others

for example would be A-optimality and E-optimality, and these would yield

different information profiles. But I would argue that since the information

function itself is the inost direct measure of desirability so far as the

single issue of variance properties is concerned, our best course is to choose

our design directly by picking a suitable information function, and not

indirectly by finding some extremum for A, E, D, or other .rb ... trary criter lon.
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Sensitivity of criteria to size and shape

In the process of scientific investigation, the investigator and the

statistician must do a great deal of guesswork. In matching the region of

interest R and the degree of complexity of the approximating function, they

must try to take into account, for example, that a more flexible second degree

approxiinating polynomial can be expected to be adequate over a larger region

8 than a first degree approximation. Obviously different experimenters would

have different ideas of appropriate locations and ranges for experimental

variables. In particular, ranges could easily differ from one experimenter to

another by a factor of two or more”. In view of this, extreme sensitivity of

6

design criteria to scaling is disturbing *. For example, suppose each

dimension of a dth order experimental design is increased' by a factor c. Then

the D criterion is increased by a factor of cºl where

Over a sequence of designs, initial bad choices of scale and location would

tend to be corrected, of course •

6 In particular, designs can only be fairly coimpared if they are first scaled

to be of the "same size." But how is size to be measured? It was suggested

in [14] that designs should be judged as being of the same size when their

marginal second moments *(xiu - Xu) /n were identical. This convention is

not entirely satisfactory, but will of course give very different results from

those which assume design points to be all included in the same region RO. It

is important to be aware that the apparent superiority of one design over

another will often disappear if the method of scaling the design is changed.

In particular this applies to comparisons such as those made by Nalimov et al.

[40] and Lucas [38].

7. A measure of efficiency of a design criterion (see for example [3], [17] ) is

Inc, tivated by considering the ratio of the number of runs necessary to achieve

the Optimal design to the number of runs required for the suboptimal design to

obtain the same value of the criterion (supposing fractional numbers of runs

to be allowed). In particular for the D criterion, this measure of D

efficiency is (P/Pope) • Equivalently here, to illustrate scale

sensitivity, we concentrate attention on the factor c by which each scale

would need to be inflated to achieve the same value of the D criterion.
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2k (k+d) :

(k+1) (d-1)!

Equivalently a confidence region of the same volume as that for a D-optimal

design can be achieved for a design of given D value by increasing the scale

for each variable by a factor of c = (b. 70'”, thus increasing the volume

occupied by the design in the X space, by a factor ck - (Dee,ſo". For

example the D value for the 32 factorial design of Figure 3 is 0.98 x 10-2 as

compared with a D value of 1. 14 x 10-2 for the D-optimal design. For (k = 2,

d = 2), we find q = 16, and c = (1.14/0.98)'/'* = 1.009. Thus the same value

of D (the same volume of a confidence region for the 8's) as is obtained for

the D-optimal design would be obtained from a 32 design if each side of the

square region were increased by less than 1%. Equivalently, the area of the

region would be increased by less than 2% . Using the scaling that was used in

Figure 4 for illustration, we should have to change the temperature by

20. 18 °C instead of 20 °C, and the time by two hours and one minute instead of

two hours, for the 32 factorial to give the same D value as the D/G-optimal

design. Obviously no experimenter can guess to anything approaching this

accuracy what are suitable ranges over winich to vary these factors.

Obviously choice of region and choice of information function a re

closely interlinked. For example, an: get of N = k+1 points in k-space which

have no coplanari ties is obviously a D-optimal first order design for some”

ellipsoidal region. Furthermore the information function for a design of

order d is a smooth function whose harmonic average over the n experimental

points (which can presumably be regarded as representative of the region of

8 Namely for that region enclosed within the information contour Ix = 1/2

which must pass through all the k+1 experimental points. -
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interest) is always 1/p wherever we place the points. Thus the prob" at of

design is not so much a question of choosing the design to increase total

information as spreading the total information around in the man, er desired.

Rotatable Designs

A route for simplication different from alphabetic optimality occurs

when, after suitable transformation of the inputs X to standardized

variables x nothing is known about the orientation in the X. space of the

response surface we wish to study. It was argued by Box and Hunter [11] that

we should then employ designs having the property that the variance of y is

1

a function only of p = (x,x)/2 so that

W = W and I = I e

X. O X. O

For a first order design, rotatability implies orthogonality and vice

versa, and completely decides the information function. For second and higher

order designs, a requirement of rotatability fixes many moment properties of

the design, but Vo and hence *o are still to some extent at our choice, and

can be changed by changing certain moment ratios [11]. In particular, for a

second order design, Vo depends on the single moment ratio

2, 2- 4

A = (n/3)ex;/(Exi)
For illustration, Figure 7 shows the information

function for a second order rotatable design with A = .75 consisting of 8

points arranged in a regular octagon with 4 points at the center.

The truth seems to be that at any particular phase of an investigation

the scientific decision that most contributes to the outcome of that phase is:

the choice of the current region of interest (involving choice of variables,

locº ti ons, ranges, and trans forina tidns) -- this is a choice that does not

really involve statistics. After this decision is made, (and given the

assumption that the model fits perfectly so that only the variance properties
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Figure 7 (a) Information function for a second order rotatable design

consisting of 8 points on a circle plus 4 center points.
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of the design are of interest) any set of experiments that cover this region

in some reasonably uniform way is likely to do quite well. I cannot see that

the various optimality criteria are particularly relevant to this choice,

although there would certainly be no harm in considering them, together with

many other factors briefly discussed later •

Ignoring of bias

All models are wrong; some models are useful. This aphorism is

particularly true for empirical functions such as polynomials that make no

claim to do more than locally graduate the true function. For chemical

examples some idea of the adequacy of such approximations can be gained by

studying surfaces produced by chemical kinetic models. An example” taken from

[10] is shown in Figure 8. See also [15].

One conclusion I reached from many such studies was that approximations

would not need to be very good for response surface methods to work. Thus

within region A of Figure 8 the locally monotonic function could be crudely

approximated by a plane which could indicate a useful path of ascent. Also

valuable information might be obtained about a ridge such as that in region B,

even though the underlying surface was not exactly quadratic. Notice however

8 This surface was generated (see [10] for details) by considering the yield

k k

of the product B in a consecutive reaction a + b→ c following first order

kinetics with temperature sensitivity given by the Arrhenius relation

ln ki = ln oi + Bi/T, where temperature T is measured in degrees Kelvin,

using plausible values for the constants C 1 - d. 2, 31, 82°

264



530

contours of yield for -

intermediate product

E. T

FEACT10A) *}o

Teray.(*k). -

470 -

+. & (3 AO

% —-

REACTION TIME (HOURS)

Figure 8. Contours of a theoretical response surface in reaction

time and reaction temperature for a first order consecutive

reaction, with plausible values substituted for kinetic

Constants.

265



that in the light of such examples any theory of experimental design which

depended on the exactness of such approximations should be regarded with some

skepticism.

5. TAKING ACCOUNT OF BIAS

If y = x' B is the fitted value using the empirical approximation, then

its total error € is

- - A.

y - n = {y – E(y)} + (E(y) – n}

Thus the error € contains a random part °v and a systematic, or bias, part

*B' d ind we Inust expect that *B will not be negligible. Since all the theory

previously discussed makes the assumption that *a is zero, we must consider

whether the resulting designs are robust to this kind of discrepancy. The

optimality criteria discussed earlier which assume the response function to be

exact usually produce a substantial proportion of experimental points on the

boundary of RO. In the context of possible bias, this is not reassuring,

since it is at these points that the approximating function will be most

strained.

The explicit recognition that bias will certainly be present does

however seem to provide a more rational means for approaching the scaling

problem ( [6], [7] ). To see this, consider again the formulation given earlier

in terms of a region of interest R and a larger region O of operability. If

we were to assume (unrealistically) that the approximation remained exact
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however widely the points were spread, and if some measure of variance

reduction were the only consideration, then to obtain most accurate estimation

within R, the size of the design would have to be increased to the boundaries

of the operability region O. But in fact of course the wider the points were

spread, the less applicable would be the approximating function, and the

bigger the bias error. This suggests that we should seek restriction of the

spread of the experimental points not by artificial limitation to some region

RO, but by balancing off the competing requirements of variance on the one

hand, which is reduced as the spread of the points is increased, and bias on

the other hand, which is increased as the spread of the points is increased.

The mean square error associated with estimating nx by 3.

standardized for the number, n, of design points and the error variance o°,

can be written as the sum of a variance component and a squared bias component

• wº 2 . 2 •vº 2 - n °/a"
n’ety, - n.) /o" = nvºy, /o * n(ety, º /07 ,

Or

M -: + -

X. ": *:
-

For illustration, an example is taken from a forthcoming book with N. R.

Draper and J. S. Hunter [10]. Figure 9 shows a situation as it might exist for

a single variable when a straight line approximating function is to be used.

The diagram shows what might be the true underlying function which would of

course be obscured by experimental error. Suppose the region of interest R

is scaled so that -xo & x < x0 and in particular consider the two designs

(a) (-2/3, O, 2/3) and (b) (-4/3, 0, 4/3).

One way [6] to obtain overall measures of variance and squared bias

over any specified region of interest R is by averaging V. and B. Over

- -

R to provide the quantities
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Figure 9. Two possible designs for fitting a straight line

over a region of interest R -l º x < 1.
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V = ſav, d://sd: and B = ſsp.a3//sº e

- * - * * -

Denoting the integrated (over R) mean square error by M, we can then write

M = V + Be

For the previous example, V, B, and M are plotted against × 0 in Figure lo

We see how V becomes very large if the spread of the design is made very

small, while if the design is made very large, V slowly approaches its minimum

value of unity. The average squared bias B, on the other hand, has a minimum

value when xo is about 0.7, and increases for larger or smaller designs. A

rather flat minimum for M = v + B occurs near xo = 0.79. Thus in this manner

the design which minimizes average mean squared error M is not very different

from the design which minimizes average squared bias B, but is extremely

different from that which minimizes average variance V.

Choice of alternative model

A difficulty in all this is that in practice we do not know the nature

of the true function nx- Progress may be made however by supposing that

nx is t.. some satisfactory approximation represented by a polynomial model of

higher degree d2- Suppose then that a polynomial model of degree di is fitted

to n data values to give

X. ~ 1 - 1

while the true model is in fact a polynomial of degree d2. so that

= X

n $18, 4 xX. + x262

We also need to know something about the relative magnitudes of

systematic and random errors that we could expect to meet in practical

cases. It was argued in [6] that an investigator might typically employ a
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Desvºw (e) USestºn (b)

Figure lo . The behavior of integrated variance V, integrated

squared bias B, and their total M = V + B, for

three-point designs (-xo,0,xo9).
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fitted approximating function such as a straight line when he believed that

the average departure from the truth induced by this approximating function

was no worse than that induced by the process of fitting. This would suggest

that the experimenter would tend to choose the size of his region R, and the

degree of his approximating function in such a way that the integrated random

error and the integrated systematic error were about equal. Thus we might

suppose that a situation of particular interest is that where B is roughly

equal to V. Examples that we studied seemed to show that designs that

minimized M with the constraint V = B were close to those which minimized B.

Consequently we suggested that, if a simplification were to be made in the

design problem, it might almost be better to ignore the effects of sampling

variation rather than those of bias.

However this may be, there seems no doubt that, in making a table of

useful designs, a component in our thinking should be the characteristics of

the designs which minimized squared bias against feared alternatives. As a

factor in our final choice, this should certainly receive as much attention as

the indications supplied by, say, D-optimality.

For illustration particular examples of designs in three dimensions

which minimize integrated squared bias when R is a sphere of unit radius are

shown in Figure 11 (a) for d1 = 1 and d2 = 2 (a first order design robust to

second order effects) and in figure 11 (b) for d1 = 2 and d2 = 3 (a second

order design robust to third order effects). The former is the familiar 23

factorial scaled so that the points are 0.71 units from the center. The

latter is a rotatable composite design with "cube" points at a distance 0.86

from the center, and "star" points at a distance O.83 from the center.
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Figure ll (a) A first order (two-level factorial)

design in three factors which minimizes

squared bias from second order terms

when the region of interest is a sphere

of unit radius.
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Figure ll (b) A second order composite rotatable design which

minimizes squared bias from third order terms

when the weight function is uniform over a

spherical region of interest of unit radius.
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•- (a)

Figure l2:

NºT

_ > x:

<—R->

Two possible weight functions for k = l;

(a) "Uniform over R" type indicating uniform

interest over R, no interest outside R;

(b) Normal Distribution shape, giving greater

weight to points nearer P.
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Obviously in practice because of the inevitable inexactness of

choosing scales exact dimensions of the designs should not be taken too

seriously, but these examples illustrate the fact that as soon as we take

account of bias, design points are not chosen on the boundary of R.

Choice of designs which minimize bias

Before considering the problem of choosing minimum bias designs it is

desirable to generalize slightly the previous formulation. Although it avoids

limiting the location of the design points in an artificial way the idea of a

region of interest R within a larger operability region O is still not

entirely satisfactory because it implies that we have equal interest at all

points within R. A more general formulation [7] which subsumes that we have

been discussing employs a weight function w(x) which extends over the

operability region O so that ſow(x)ax = 1 . The weighted mean square error M

can now be split into a weighted variance part V and a weighted squared bias

part B so that again M = V + B, with

M = ſow(x)e(y(x) - n(x)]^ax
-

v - ſoº)ety(x) - ety(x))}^ax

B - ſow(x) (ety(x) - n(x)}^ax -

Two possible weight functions for k = 1 [20] are shown in Figure 12.

Suppose as before the fitted function is a polynomial *181 Of

degree d1 while the true model is a polynomial Xığı + 32°2 of degree d2

and define moment inatrices for the design and for the weight function by
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- º - t

*11 = n X; X1, *12 = n :32

- º -: 'd -

* * 11 ſoº (3)x\x}ax, *12 ſo"(3)x,&#8
- -

Then [6] a necessary and sufficient condition for the squared bias B to be

minimized is that

- 1 - 1

*11' 12 * *11' 12

and hence a sufficient condition is that all the moments of the design up to

and including order d1 + d2, are equal to all the corresponding moments of the

weight function.

6. SOME OTHER CONSIDERATIONS IN DESIGN CHOICE

There is insufficient space to discuss here all of the items in Table 1

that, in one circumstance or another, it might be necessary to take into

account, but mention will be made of a few.

Lack of Fit (iii), Sequential Assembly (vi), Blocking (v), Estimation

of Error (vii), Transformation Estimation (iv)

While the adequacy of a particular approximating function to explore a

region of current interest is always to some extent a matter of guesswork,

simple approximations requiring fewer runs for their elucidation will usually

be preferred to more complicated ones. This leads to a strategy of building

up from simpler models, rather than down from more complicated ones. A
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practical procedure is then: to employ the simplest approximating function

which it is hoped may be adequate; to allow for checking its adequacy of fit

(see also [1], [2], [6], and [19]); to switch to a more elaborate

approximating function when this appears necessary. The implication for

designs is (a) that they should provide for checking model adequacy, (b) that

they should be capable of sequential assembly -- a design of order d should be

augmentable to one of order d 4 1, (c) since conditions may change slightly

from one set of runs to another, especially affecting level, the pieces of the

design should form orthogonal blocks •

For illustration, Figure 13 shows the sequential assembly of a design

arranged in three orthogonal blocks, each of six runs, labeled I, II, and III.

Block I is a first order design but also provides a check for overall

curvature (obtained by contrasting the average response of the center points

with the average response on the cube). A single contrast of the center

response is available as a gross check on previous information about

experimental error. If after analyzing the results from Block I there are

doubts about the adequacy of a first degree polynomial model, Block II may be

performed. It uses the complementary simplex, and the two parts together form

a first order design (I+II) with much greater ability to detect lack of fit

due to second order terms provided by additional orthogonal contrasts

estimating the two-factor interactions. The addition of Block III produces a

composite design (I+II+III) which allows a full second degree approximating

equation to be fitted if this appears to be desirable. The complete design

also provides orthogonal checking contrasts for lack of quadraticity in each

of the three directions ( [9], [12] ). These contrasts can also be regarded as

checking the need for transformation in each of the X's. Finally if it were
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decided that more information about experimental error was desirable, the

replication of the star in a further Block IV could furnish this, and also

provide some increase in the robustness of the design to wild observations.

Robustness

Approaches to the robust design of experiments have been recently

reviewed by Herzberg (28) ; see also [29]. In particular, Box and Draper [8]

suggested that the effects of wild observations could be minimized by making

r = *. small, where R - treu) E x(xx)"x". This is equivalent to

minimizing Fr. - pº/n - vartvº) which takes the value zero when

v(yū) = p/n (u = 1, 2, . . . , n). Thus G-optimal designs are optimally robust in

this sense.

Size of the experimental design

A good experimental design is one which focuses experimental effort on

what is judged important in the particular current experimental context.

Suppose that, in addition to estimating the p parameters of the assumed

model form, it is concluded that f P 0 contrasts are needed to check

adequacy of fit, b > 0 further contrasts for blocking, and that an estimate

of experimental error is needed having e > 0 degrees of freedom. To obtain

independent estimates of all items of interest we then require a design

containing at least p + f + b + e runs. However the importance of checking

fit, blocking, and obtaining an independent estimate of error will differ in

different circumstances, and the minimum value of n will thus correspondingly

differ. But this minimum design will in any case only be adequate if o? is
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below some critical value. When o” is larger designs larger than the

minimum design will be needed to obtain estimates of sufficient precision • In

this circumstance rather than merely replicate the minimum design, opportunity

may be taken to employ a higher order design allowing the fitting of a more

elaborate approximating function which can then cover a wider experimental

region. Notice that even when o? is small designs for which n is larger

than p are not necessarily wasteful. This depends on whether the additional

degrees of freedoin are genuinely used to achieve the experimenter's current

objectives.

Simple Data Patterns

It has sometimes been argued that we may as well choose points randomly

to cover the "design region" or employ some algorithm that distributes them

evenly even though this does not result in a simple data pattern such as is

achieved by factorials and composite response surface designs. In favor of

this idea it has been urged that the fitting of a function by least squares to

a haphazard set of points is no longer a problem for modern computational

devices. This is true, but overlooks an important attribute of designs which

form simple patterns. The statistician's task as a member of a scientific

team is a dual one, involving inductive criticism and deductive estimation.

The latter involves deducing in the light of the data the consequences of

given assumptions (estimating the fitted function), and this can certainly be

done with haphazard designs. But the former involves the question (a) of what

function should be fitted in the first place, and (b) of how to examine
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residuals from the fitted function in an attempt to understand deviat' ons from

the initial model, in particular in relation to the independent variables, and

so to be led to appropriate model modification •

Designs such as factorials and composite response surface designs

employ patterns of experimental points that allow many such comparisons to be

made, both for the original observations and for the residuals from any fitted

function. For example, consider a 32 factorial design used to elucidate the

effects of temperature and concentration on some response such as yield.

Intelligent inductive criticism is greatly enhanced by the possibility of

being able to plot the original data and residuals against temperature for

each individual level of concentration, and against concentration for each

individual level of temperature.

7, CONCLUSION

(i) We must look for good design criteria, which measure

characteristics of the experimental arrangement in which the scientist might

sensibly be interested. Because the importance of various characteristics

will differ in different situations, tables of such criteria for particular

designs would encourage good judgment to be used in matching the design to the

scientific context. Optimum levels of these criteria can be useful as bench

marks in judging the efficiencies of a particular design with respect to these

various criteria.

(ii) However good designs must in practice be good compromises, and it

is doubtful how useful single criterion optimal designs are in locating such

compromises. An optimal design is represented by a point in the multi

dimensional space of the coordinates of the design and a series of different
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criteria will give a series of such extremal points which can be very

differently located. Obviously knowledge of the location of such extrema may

tell us almost nothing about the location of good compromises. For this we

would need to study the joint behaviour of the criterion functions at levels

close to their extremal values. One limited but useful step would be to

further investigate which criteria are in accord, (such as G-optimality and

robustness to wild observations) and which in conflict (such as variance and

bias).

(iii) It is true that the problem of experimental design is full of

scientific arbitrariness -- no two investigators would choose the same

variables, start their experiments in the same place, change variables over

the same regions, and so on -- but science works not by uniqueness but by

employing iterative techniques which tend to converge. Clearly we must learn

to live with scientific arbitrariness, or else we are in a world of make

believe. But we can make the problems worse, not better, by introducing

arbitrariness for purely mathematical reasons.
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AMBUSHED BY A LURKING WARIABLE

Barry A. Bodt

Jerry Thomas

USA Ballistic Research Laboratory

ABSTRACT

In the formal study of design and analysis of experiments, it is often overlooked that a

simple and straight-forward design can become complicated during analysis. Presented here is a

specific case in which the design was readily apparent but where difficulties subsequently arose.

Analysis, plagued by nonhomogeneity of variance and the suspicion of a lurking variable, is dis

cussed.

INTRODUCTION

Answers to questions concerning the performance of a MLRS (Multiple Launcher Rocket

System) bomblet were desired. The M42 is a small shaped-charge bomblet (figure 1), designed

to detonate on impact causing a jet, comprised primarily of copper, to penetrate the armor

which it has impacted. Many bomblets are placed within a time-fused rocket, which is flown

over the target area. A charge within the rocket is ignited, causing the skin of the rocket to peel

away. This allows the undetonated bomblets to be sprayed over the target area; as the bomblets

fall to the ground, a portion of them will inpact the target.

DESIGN

There were three questions about the performance of this munition to be answered.

First, is there a difference in bomblet performance among vendors? In this study, performance

of the bomblet was taken to be penetration depth of the jet into the target. This question is

self-explanatory and we will only note that there were three vendors considered. Second, does

the dispersing process have an effect on bomblet performance? Dispersing is the process by

which the bomblets are delivered from the rocket to the target. In particular, the customer was

concerned with the ignition of the charge within the rocket which causes the skin of the rocket

to peel away. When this charge is ignited, the bomblets are subjected to a certain amount of

force. The above question then becomes how does this force affect bomblet performance. In

order to answer this question, one half of the bomblets went through the dispersing simulation

before testing for penetration depth. Third, how does Standoff affect bomblet performance?

Standoff is the distance above the target at which the bomblet is detonated. The customer was

interested in bomblet performance where detonation occurs at four different heights above the

target.

To answer these questions, an experimental design was developed (figure 2). A 2x3x4

factorial design with response, Penetration Depth, and with factors, Dispensing, Vendor, and

Standoff was chosen. In consideration of available bomblets, six observations per cell were

used. This design was then suggested to the customer who then contracted a third party to run

the experiment.
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ANALYSIS

In examining the data, irregularities in the values caused us concern with respect to the

usual model assumptions of normality, homogeneity of variance, and additivity. Prior to per

forming an analysis of variance, testing of those assumptions was begun. To test for normality,

a Shapiro-Wilk test was run on the observations within cells. At the .05 significance level we

found the results not inconsistent with the assumption of normality. Turning then to the ques

tion of homogeneity of variance, a plot (figure 3) of the cell means against the cell variances

was constructed. When examining this graph, it was fairly obvious that conditions were

somewhat less than ideal. Various corrective measures using the common transformations were

unsuccessful in obtaining homogeneity of variance. Thus, efforts were begun to determine the

cause of heterogeneity of variance.

A more critical look at the data revealed that within many of the cells representing disper

sed bomblets there seemed to be two populations of data, a group of high values and a group of

low values. Subjectively we flagged the lower values. Graphically (figure 4) we compared the

means of the lower values and the means of the higher values within a given cell. On the plot,

the symbol at the approximate coordinates (.75,.75) represents the mean of the lower values

from vendor 1 at the first standoff. Noting the obvious difference between the mean of the

lower and upper values within a given cell, we began to feel that maybe there were in fact two

populations of data. It was at this point that we first suspected the existence of a lurking varia

ble.

In mid-stream we were asked to look at the effect of a new variable, Damage, which is a

measure of 'out of round' of the bomblet. It was previously conjectured that the dispersing

process may affect bomblet performance. Damage was an attempt at a more precise explanation

of the possible effect of dispersing. In explaining how this measurement was taken, it is neces

sary that the testing sequence and apparatus first be described. First, bomblets are disarmed

and, noting each bomblet position, loaded into a rocket-like canister comprised of five

bomblet-holding packs (figure 5). The dispersing simulation involves exploding a charge within

the canister causing bomblets to be sprayed over the test area. The bomblets are then gathered

and measured for Damage, which is the absolute difference of two perpendicular measurements

of bomblet diameter. After this simulation, the bomblets are armed and detonated at various

heights over a plate of armor for the penetration depth data. Looking at this variable, Damage,

led us to find our lurking variable.

Investigation of Damage brought out the following observations. First, those bomblets

positioned in packs one and two during the dispersing simulation sustained a higher level of

Damage than did those positioned in packs three through five. Second, those bomblets posi

tioned in packs one and two during the dispersing simulation showed poorer penetration than

did those in packs three through five. Third, high levels of Damage sustained by the bomblets

adversely affected penetration performance. These observations are supported graphically by

representative figures 6 and 7.

In figure 6, the symbol at the approximate coordinates (1.,3.75) represents the mean

Damage sustained by bomblets, positioned in pack one during the dispersing simulation and

then fired at the 7.72 inch standoff. The symbol at the approximate coordinates (1., 1.)

represents the mean penetration depth achieved by those same bomblets. Note that in each

graph the highest level of Damage is sustained by bomblets from pack one and that the level of

damage decreases for bomblets from higher packs. Also the lowest mean penetration depth is

exhibited by bomblets from pack one and generally increases for bomblets from higher packs.

The apparent relationship between Damage and Penetration Depth was important, but not

totally unexpected. More interesting and more important was the relationship of Pack to both

Damage and Penetration Depth.

290



o'c ' ' oºz

3ONUINUA

i

291



! : x >! 2:

: Ol O. O.

:->|->|->;

44ff. i

algººlgº
G. C. Ol. Of Ol CI Of

2. U-O-D;TCity|p:
L. J ÉÉ Q: ºl Qºl ºf -R

QB J| 0, 0; obi O, 0:

# *śń – on

§ tººdtº Oſ) |-2

>m. cº-FF - N.

3 Djokºke|Pi -te
O º 2.É.

Cal y Hu,

* //A /ºA ->

3; # /// |z
3 // A / .# –Q

L– // A // L– 5:
* f /* - C

// # / º –9 9

/ / / // -a, ſº

yſ 43 # —o “”

/...”Ž / :* |- to

…/ / l -Tſ)

<r. K.& & #5. H. tº

`-----, SN N H. Tº

**---.N. ^. º
* `s (N

Tw I-w U 1-I-I-I-I-I- v-I- º

Cº O Gº Cº) Cº C e

wo u; * r; r; -: O

Hld30 NOIJUSL3N3d NU3|W

f

292



FACK 5

I I

|
|

PACK I

|
|

I i

| |

FACK 3
-

|

H

FACK 2

i |

-

PACK 1

GROUND !——

BOMBLET CHARGE

(REPRESENTATIVE

ILLUSTRATION)

FIGURE 5.

293



'
9

3
8
/
1
9
1
4

399WU0 NU3W

O
O
O
“
O

S
0
0
*
0

0
1
.
0
°
O

S
1
0
*
0

0
2
0
°
0

S
2
0
*
O

0
9
.
0
°
O

S
2
0
*
0

0
#
0
°
0

G
#
0
°
0

O
S
O
“
O

- in

*

X
I
O
U
：

H. ("N

ë
Ê
ö
ū
ö
ö
"
ö

ū
ō
ſ
ī
E
J
T
ā
U
ē
J
I
E
T

C
I
N
3
0
3
T
l

J
_
{
0
C
]
N
U
L
S

U
^

Z
Z

"
/

HLc Q0 NOIJUAL3N3d N93,

294



'
/

3
8
/
1
9
I

J
_
{
0
C
]
N
U
L
S

U
^

#
#

"
G

I

Ş
K
O
J
E

S
#
£
2
Ț

0
0
0
°
O
|
|
1

|
!
O

"
O

S
0
0
°
O
-
|
-

-
0
°

ſ.

0
1
0
°
O
-
|
|
×

G
)
-
-
.
|
-
t
r
ì

~
5
*
*
*
~
~
.

|
-
…
D

G
I
O
º
O

-
"
“
”
“
~
6
)
,
|
-
2

~
<
º
.
–

0
°
2
-
0

£
5
0
2
0
’
0
–
º
.
2

2
*
*
）
T
r
ı

•
^
）
|
-
ſ
ē

5
S
2
0
O
-
!
™
）
-

0
°
C
~

D

Ē
^
J
►
±

0
9
.
0
°
O
-
C

D

}
`
G
O
|
-
z

•
-

O
º
º
e
）

S
£
0
0
-
|
-
T
r
ı

|
-
I
Ę

0
#
0
°
0
-
|
-
…
n
-

a
e
r
º
-
-
O
º
s

u
o
^
^
D
u
º
e
u
e
）

~
D
|
-

0
9
.
0
°
O
-
C
N
3
9
3
T
l
-
o
-
º

295



At one point early in the analysis we flagged bomblets showing lower penetration depths

as possibly coming from a different population. The relationship between Pack and those

penetration depths being flagged is pointed out further in figure 8. Of fourteen bomblets posi

tioned in pack one during the dispersing simulation, eleven were flagged for low penetration.

Of fifteen bomblets positioned in pack two, nine were flagged for low penetration. Finally, of

twenty seven bomblets flagged, twenty had been positioned in packs one or two during the

dispersing simulation. Due to its unexpected effect on bomblet performance, Pack was deter

mined to be our lurking variable.

Why did Pack have an effect on penetration depth? One possibility was proposed by a

systems analyst familiar with MLRS munitions. In figure 5, note that steel plates were bolted

to the top of pack five and to the bottom of pack one. Rather than being suspended in air, the

test apparatus rested on the ground. When the charge within the canister was ignited, the shell

of the canister, the bomblets, and the steel plate on pack five were blown out away from the

center of the canister. The bottom steel plate remained stationary, pinned by the force of the

explosion and the ground. Many bomblets from the lower packs caromed off this hard fixed

surface, causing more severe deformation to themselves.

CONCLUSION

In conclusion, some information, not addressed here, could still be extracted from these

experimental data, but problems created by the lurking variable hindered the intended complete

analysis. It is interesting to note that heterogeneity of variance played a hero's role in this

analysis, since investigation of this problem aided in the discovery of the lurking variable, Pack.

Also, proper design made it possible to draw some conclusions in the face of unexpected cir

cumstances. Finally, as suggested by Professor G.E.P. Box during this presentation, this exam

ple illustrates that statistical analysis can accomplish much more than hypothesis testing by len

ding insight to the physical environment, in this case by pointing out possible inadequacies in

the test apparatus.
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The ise of Box-Jenkins Methodology in Forecasting DARCOM's

Central ProCurement WOrkload

Charles A. Correia

Army Materiel Systems Analysis Activity

Army Procurement Research Office

Fort Lee, Virginia 2380l

ABSTRACT. This paper addresses the development of a time series model to

forecast the central procurement workload in the U.S. Army Materiel Development

and Readiness Command (DARCOM). The Fox-Jenkins approach of Identification,

Fstimation and Diagnostic Checking is used to build a seasonal auto-regressive

integrated moving average model (SARIMA) to forecast quarterly procurement

actions (QPA), the procurement workload indicator. Models are developed using

60 and 61 data points from FY 65 through FY 79 to include 7T. Forecasted values

are COIllpared to actual values for FY 80, 81 and 82.

I. Introduction. The user of the Box-Jenkins methodology for time series

forecasting is required to exercise judgment in the choice of a particular

inodel from a general class of autoregressive integrated moving average (ARIMA) models:

(1-1B - B - ... - 19) (l-B)" x =

(1-018 – 92B” – ... - ogº) et

where *t has mean zero, fixed variance and *t and eu uncorrelated for tºu

and B is the backshift operator defined as B"X = xt-m.

For seasonal time series of period s the model is generalized to

2 S PcS d'ſ 1-psyds

(1-1B - 25* - ... - FP) (1-1.s B" – ... - ºr, Bºs”) (l-B)*(1-Bº,”xt
S

- (1-01B * e e s " cº" a-º,+ * e s - BQSS) e
- *a,' s t

The task is to select a specific model from the general class by choosing

appropriate values for p, d, and q. These values are determined by examining

the sample autocorrelations and partial autocorrelations. The coefficients º

and oare estimated by a nonlinear optimization algorithm and the residuals of

the proper fitted model should resemble the properties of a white noise process.

The computer program used for determining the optimal parameter values is a

FORTRAN program called ERSF, Estimation of Rational Distributed LOg Structural

Form Models, developed by K. D. Wall, School of Engineering, University of Virginia.
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II. Model Development.

Models are developed using 60 and 6l data points from FY 65 through FY 79

to include 7T. One model is fitted for 60 points and two for 61 points. The

correlogram of both series indicate non-stationarity and seasonality as shown

in figure l.
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Figure l. Autocorrelations of Original Data

Forecasted values are compared to actual values for FY 80, 81, and 82.

The mean absolute percentage error (MAPE) is used as a measure of forecast

accuracy rather than the mean squared error (MSE). The MAPE has a more intuitive

interpretation than the MSE, and hence more understandable to non-statisticians.
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A. MOdel I

The first iſodel addressed is fitted to 60 data points. When a seasonal

fourth difference is taken the correlagram in figure 2 results, showing two

autocorrelations significantly different from zero, r] and r2. An MA(2), ARMA

( 1, 1) and AR(1) were then fitted with Only the residuals of the AR(1) exhibiting

the characteristics of a white noise process. The autocorrelation Of the

residuals of the following model

(l-B") (1-0.67205B) x = e t

is shown in figure 3. These appear to be random and hence possibly a correct model

for forecasting purposes.
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Figure 2. Autocorrelations of Seasonal Fourth Difference
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F is jui e 3. Aut OCOr relations Of Residucals oſ Model 1

B. MO(iel II

The 7T data point (the quarter which occurred when the fiscal year was

changed from l July – 30 June to 1 Oct – 30 Sept) was added to the time series

and a new model was fitted. A first difference was taken and a seasonal

parameter added resulting in the correlogram of figure 4. The pattern of the

autoCorrelations is that of an MA(3). The autocorrelations Of the residuals of

the ſmOdel

(l-B) (1-0.51982B*) Xt = (1.0.2895B-0.13664Bº – 0.60893B3) * t

are shown in figure 5. Although the autocorrelations of the residuals are all

within one standard error a trend still appears to exist since rl through r13

are all positive. This trend caused some doubt as to whether the residuals

were truly random, and SO a third model was attempted.
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C. MOdel III

In an attempt to eliminate the trend of model 2 a fourth difference

instead of the first difference is taken but the seasonal parameter along with

the three moving average terms are kept. This resulted in the correlogram of

figure 6. When a fourth moving average term is added, the autocorrelations of

the residuals exhibit a random pattern as shown in figure 7. The resulting

model is

(l-B") (1-0.60162B4) x = (1+0.81815B + 0.871878%

+ 0.66825B? - 0.29190B4) et

III. Conclusion

The three models along with their forecasts are compared to the actual

values for fiscal years 1980, 1981 and 1982, in tables l, 2 and 3. The mean

absolute percentage error for model 2 is the lowest. The forecasts from model

2 were chosen to predict future workload back in fiscal year 1979.
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Figure 6. AutoCorrelations of Seasonal Fourth Difference of Model 2
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Table 1

Performance Of MOdel 1

MODEL 1 (1-B") (1-0.67209B) Yt = et

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

TOTAL

MAPE = 9.50

23,322

35,210

40, 198

40,721

139,451

FY "80

FORECAST ACTUAL

27,455

35,034

36,864

36,562

135,915

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

TOTAL

15.05

. 50

9.04

ll. 38

FORECAST

22,674

35,646

39,905

40,918

l39, 143

FY'81

FORECAST ACTUAL

22,784 29,455

35,572 34,938

39,955 37, 182

40,884 38,802

139,195 140, 377

FY'82

ACTUAL PE

30, 330 25.24

35,040 l. 73

4l, 282 3.34

45,739 10.54

153,194

22.65

l. 81

7. 46

5. 36
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MOLEL 2 (1-B) (1-0.51982B") Yº (1.0.2895B - 0.13664b* - 0.60893B’) e

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

TOTAL

MAPE = 3.8]

Table 2

Performance Of MOdel 2

FY'80

FORFCAST ACTUAL

32,364

32,854

39, 199

38,435

142,852

27, 455

35,034

36,864

135,915

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

TOTAL

36,562

FORECAST

35,621

35, 753

37, 468

37,261

l46, 103

FY'8l.

FORECAST ACTUAL

34,507 29,455

34,762 34,938

38,060 37, 182

37,663 38,802

144,992 140,377

FY'82

ACTUAL PE

30,330 17. 44

35,040 2.03

4l, 282 9.24

45,739 18.54

153,194

t

0.50

2.36

2.94
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Table 3

Per formance of MOdel 3

MOLEI, 3 (1-14) (1-0.60162p*) Y = (1 + 0.81815E + 0.87187P2 + 0.60825.3

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

TOTAL

31,814

34,899

43, 464

43, 116

153,293

FY'80

FORECAST ACTUAL

27, 455

35,034

36,864

36,562

135,915

lst Qtr

2nd Qtr

3rd Qtr

4th Qtr

PE FORECAST

15.88 35,335

.004 35, 779

17.90 44, 712

17.02 45,039

160,865

FY'82

FORECAST ACTUAL

37,453 30, 330

36, 308 35,040

4l, 463 4l, 282

46, 196 45,739

165,420 153, 194

-0.20190B4) et

FY '81

ACTUAL

29,455

34,938

37, 182

38,802

PE

MAPE = 12. 17

TOIAL

23.48

1.02

10. 13

1.00

140, 377

PE

19.96

2.4l

20.25

16. 07
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COMPARISON OF CEP ESTIMATORS FOR

ELLIPTICAL NORMAL ERRORS

AUDREY E. TAUB

MARLIN A. THOMAS

Strategic Systems Department

Naval Surface Weapons Center

Dahlgren, Virginia

Introduction

A common parameter for describing the accuracy of a weapon is the circular

probable error, generally referred to as CEP. CEP is simply the bivariate analog

of the probable error of a single variable and measures the radius of a mean

centered circle which includes 50% of the bivariate probability mass. In the case

of circular normal errors where the error variances are the same in both directions,

CEP can be expressed in terms of the common standard deviation, and estimators are

easily formulated and compared. In the case of elliptical normal errors, CEP can

not be expressed in closed form, and hence, estimators are less easily formulated.

The problem addressed herein is the comparison of CEP estimators for the elliptical

case based on some of the commonly used CEP approximations.

It will be instructive to first review the case of circular normal errors.

In general, it will be assumed that the errors in the X and Y directions are

independent with mean zero and variances o: and º, respectively. Under the

circular normal assumption, o: = c. - o? and the bivariate distribution of

errors is given by

2 2 2

fe (x,y) = +: e-(x+y^)/26 2

2To

- co × x,y < oo. (1)
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The distribution of R = (x? + y?)* is easily derived and found to be

_ T -r”/26%
ge(r) = -2 e , r > 0. (2)

O

This is the well known Rayleigh distribution with cumulative distribution

function

2 2

P(R < r) = G. (r) = 1 - e-r"/20 - (3)

By definition, G. (CEP) = .5, and the solution of equation (3) yields the well

known expression

%

CEP = [-2/n (.50)]* g = 1.1774g. (4)

Four estimators for CEP in the circular case were formulated and compared by

Moranda (1959).

Consider now the case of elliptical normal errors. Here the variances are

unequal, and the bivariate distribution of errors is given by

2 2

#. e" % [6/s.) + (y/0,,) J. - co & x,y & co. (5)
feſk,y) =

For this case, the distribution of the radial error R was derived by Chew and

Boyce (1961) and has form

- 2

ge(r) = + e”* 1,0 rº (6)

X y

where

2 2 2 2

o, * 0. - Cy 9x
al = 2–%- b = 2–%

(20,0,...) (2O, O...)

X y x y
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and o is the modified Bessel function of the first kind and zero order, i.e.,

etx cos 3 d6 .

|
1

Io (x) = H

The cumulative distribution function for R is denoted by

r

P(R < r) = GF(r) = geſt) d t, (7)
O

but it cannot be expressed in closed form. Hence, the radius of the 50% circle

for the elliptical case cannot be expressed by a simple formula as it was in the

circular case. One has to solve GECEP) = .5 by numerical methods or by referring

to tables prepared by Harter (1960), DiDonato and Jarnagin (1962), and others. To

avoid using these tables or numerical procedures for CEP evaluation, a number of

approximations have been developed over the years. Five of these approximations

have been chosen for examination. They are designated below as CEPI through CEPs:

CEP (8)
1

-
1 1774 (

O.

:
*:::

O

2

)

%

CEP (9)

2 * (23 - 23)"
CEP3 = ( XV, .50/J →–3–2. (10)

2

-

1 1774 (
O

X

+ O

)
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CEP

. 565 °max * . 612 °min' "min"max 2 .25 (11)

•967 "max * .296 ºmin' ºmin/max < .25

5 -3. ºl (3:3) - (12)

was established by Grubbs (1964),

CEP

CEP, and CEP2 were taken from Groves (1961), CEP3

CEPA is a piece-wise linear combination of the standard deviations, and CEPs WaS

also established by Grubbs (1964) using a Wilson-Hilferty transformation of the

chi-square in CEP3. Plots of each approximation versus the true CEP as a function

"min"max are shown in Figures 1 through 5. These give a fairly good indication

of how well each performs. It is seen that CEPI deteriorates rapidly as we depart

from the circular case (for which CEP. degenerates to 1.17740), CEP, is reasonably

good if the ratio “minſ is not less than about .2, CEP. appears good for all
°max

ratios, and CEPA and CEPs appear good to a lesser extent for all ratios.

If these approximations were used only as approximations for assumed values

of the error variances (as one does in wargaming and round requirement studies),

then there would be no estimation problem. However, in many cases, weapons

analysts are using estimates of the variances in these approximations (based on

sample data) to form estimates of CEP. Hence, the problem now becomes an estima

tion problem instead of an approximation problem. In particular, the problem

addressed in this paper is that of comparing the five estimators for CEP formed

by replacing the population variances in equations (8) through (12) with sample

variances s: = X. x:/n and s: = X. Y:/n. (In these expressions, Xi and Yi are the

recorded errors in the X and Y directions, respectively, for the ith impact and

n is the number of sample impacts.) These estimators will be referred to as

c£p in the discussion which follows.through CEP
1 5
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Methodology

Measures of comparison employed in this study were the mean squared error

(MSE), expected confidence interval length, and confidence interval confidence.

With regard to the former, the MSE of an estimator 6 for a parameter 6 is defined

in the usual sense, i.e.,

MSE(0) = E(6 - 9)* = V(0) + B" (6)

where E represents expectation, V represents variance and B represents bias. It

was chosen because it accounts for bias as well as variance and all five estimators

are biased for CEP except in the degenerate circular case. With regard to the

second measure, it was chosen because it too accounts for bias as well as variance

but in the sense of interval estimation vice point. These computations were based

on approximate distributions of CEP estimators and did not provide intervals with

specified confidence in all cases. Hence, the third measure was included to

estimate the true confidence.

The computation of these measures was straightforward but not simple due to

the complexity of the estimators. Recall that 1, 3 and 5 each involve radicals

of linear combinations of sample variances and estimators 2 and 4 involve linear

combinations of sample standard deviations. Hence, the sampling distributions

were approximated. The approximations were achieved by matching the variance of

estimators 3 and 5 with the variance of the chi-square distribution and by match

ing the variance of estimators 2 and 4 with the variance of the chi distribution.

Estimator 1 was simply approximated by a chi-square with 2 n degrees of freedom.

This distribution is exact only in the circular case and was included to show how

poorly it becomes when eccentricity of the distribution increases. The approxi

mations are shown in Figure 6 and are discussed in more detail in the next

paragraph.
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Figure 6 provides a summary of approximate distributions for each c£P,

and defines several multiplicative factors, Ki, eccentricity c and degrees of

freedom v and v'. v" does not have a simple form and is described below.

Because estimators 3 and 5 are of the same general form, the distribution

of the squares of both was approximated by matching the variance of

V" (s. + sº

(13)

(c. * c.)

with 2 v', the variance of a chi-square with v' degrees of freedom. It was found

2 2

that v' = n v where v = (c" + 1) . Expression (13) can be rewritten as

C + 1

V" cip; -

–2– where i = 3 or 5 (14)

2 C" + 1

°y *( 2 )

to conform to the expressions in Figure 6.

Estimators 2 and 4, representing linear combinations of the standard

deviations, were approximated by matching the variance of a chi with v" degrees

of freedom with the variance of

(v*)” (S. s.)
—— (15)

O + O.

X

The variance of expression (15) was found to be

2 1.c4

v" (1 - Hº (n)) → (16)

(1+c)

and the variance of a chi with v" degrees of freedom is

vº (1 - Hº (v*))
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x+1

where H(x) v; ;

Upon equating the two, we find that v" satisfies

2

H(v*) = | - (1 - Hºn)) —lts
t ºn II:

and can be obtained from a table of inverse solutions of the H function.

The approximate distributions allow one to derive approximate mean squared

errors for the CEP, estimators which are given in Figure 7. The Ki coefficients

are defined as before and Bias (CEP) is defined as

E(CEP) - True CEP, for i = 1, 2, ..., 5.

In general, °y is a scale factor representing the maximum o value; however, in

the examples given here °y is always equal to 1. Note that MSE(CÉP.) and MSE(CÉP.)

can be expressed in exact rather than approximate form.

Since a point estimate may not provide adequate information, approximate

95% confidence intervals were constructed for each estimator using the distributions

discussed above. The approximate 10001-0)% confidence limits for CEP are given

by

CEP, CEP;

(3.a.ſ.º.) 13 * (…") }:

where Cip, is the ith estimator and Vi equals the degrees of freedom associated

With Cip. Expected confidence interval widths can then be computed and used as

measures of comparison between estimators. Clearly, if one could compute exact

95% confidence intervals, comparison of interval widths would be straightforward.

However, only approximate intervals can be obtained and the confidence associated

with each interval must be computed before a complete evaluation can be made.
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Confidence was estimated using 10,000 Monte Carlo replicates for samples

of size 5, 10 and 20 and measuring the percentage of time the true CEP fell

within the interval. Confidence and expected confidence interval widths were

then jointly examined.

Results

The object of this study was to examine and evaluate the behavior of

several candidate CEP estimators over a wide range of conditions. Sample sizes

ranged from 5 to 400 and eccentricities ranged from c = 1, the circular case to

C = 20, a highly elliptical case. Extreme values of the sample size and

eccentricity may be infrequently encountered but were included for completeness.

Clearly, an estimator behaving poorly under circumstances unlikely to be observed

should not be disregarded as a viable candidate.

Prior to determining approximate distributions and mean squared error

(MSE) approximations for the estimators, a Monte Carlo simulation was developed

for computing the variance, bias, average squared error (ASE) and standard error

for each estimator at each of three sample sizes (n = 5, 10, 20). The simulated

ASE's were used as a check against MSE approximations which were subsequently

computed.

Upon comparing the simulated ASE's against results of the MSE approximations

for sample sizes 5, 10, and 20, it became evident that MSE approximations were

inadequate for estimators 3 and 5. In fact, in the mid-range of the eccentricity,

c, the MSE for 3 and 5 differed from the simulated values of ASE by as much as

three times the standard error. For this reason, the simulated ASE values are

presented in Figure 8 while the approximate MSE values, found suitable for

larger sample sizes, are shown in Figure 9.

Despite some fluctuation at c = .05, Figures 8 and 9 show estimators 2

through 5 producing fairly close results. As the sample size increased,
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estimator 4 exhibited the smallest mean squared error and appeared to be the

most satisfactory point estimator.

Figures 10 and 11 contain expected confidence interval width and confidence

interval confidence, respectively. If the computation of exact 95% confidence

intervals were possible, a straightforward selection of the estimator producing

the narrowest width could be made. However, the approximate confidence intervals.

have varying levels of confidence associated with them, all of which under

estimate or overestimate the desired 95% level. It appears that the wider lengths

are associated with higher confidence and the narrower widths with the lower

confidences so that a true comparison is not really possible. However, it is

evident that estimators 2 through 5 do not distinguish themselves as being far

superior or grossly inferior to one another. This is essentially the same result

obtained from the MSE comparisons.

In summary, unless c is very small, estimators 2 through 5 produce

reasonably close results. If confidence intervals are not desired, estimator 4

would be an acceptable choice. Otherwise, estimator 3 is recommended due to

ease of confidence interval computability.
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Approximate Distributions

(1)

(2)

(3)

(4)

(5)

= . 612

= .206

Figure 6

of Estimators

}% *-l

when c >

when c <

1

2° (1-#

.25

. 25

|
#
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MEAN SOUARED ERRORS

MSEIcíP) & of K (-; )[1-H' (2n+[Bias (CEP)]

MSECfp) = 0; K: (*#)|-H'll]+[Biascip,

MSEIcíP, & of K. (*;-)ſi-HIV’l-Bascip,

2

p = [ºr 1ly' = n.1)

C* + 1

MSEIcíP,) = 0; (; , ; cºſt-Hºnſ) #|Bias (CEP) :

MSE (CÉP,) & of K. (º; 1) |-H' [ly' | + bias (CÉP, |

"Exact

Figure 7
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AVERAGE SOUARED ERROR

N = 5

C ASE 1 ASE 2 ASE 3 ASE 4 ASE 5 S.E.

1.0 .068 .069 .070 .069 .069 .003

.75 .056 .053 .053 .053 .053 .002

.50 ,056 .042 .041 .041 .042 .002

.35 .063 .037 .038 .038 .039 .002

.20 .073 .035 .039 .040 .04] .002

.05 .079 .041 .044 .043 .045 .002

N = 10

C ASE 1 ASE 2 ASE 3 ASE 4 ASE 5 S.E.

1.0 .034 .035 .035 .035 .035 .002

.75 .029 .027 .027 .027 .027 .002

.50 .031 .021 .021 ,021 .021 .001

.35 .038 .019 .019 .019 .020 .001

.20 .048 .018 .020 .021 .021 .001

.05 .053 .022 .022 .022 .023 .001

N = 20

C ASE 1 ASE 2 ASE 3 ASE 4 ASE 5 S.E.

1.0 .017 ,017 .017 .017 .017 .001

.75 .014 .013 .013 .013 .013 .001

.50 .017 .011 .010 .010 .010 .001

.35 .024 .010 .009 .009 .010 .001

.20 .034 .009 .010 .011 .011 .001

.05 .039 .013 .011 .011 .012 .001

Figure 8
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C

1.0

.75

.50

.35

.20

.05

1.0

.75

.50

.35

.20

.05

C

1.0

.75

.50

.35

.20

.05

MEAN SOUARED ERROR

N = 50

MSE 1 MSE 2 MSE 3

.0069 .0069 .0069

.0055 .0054 .0057

.0077 .0044 .0051

.0143 .0041 .0049

.0235 .0036 .0047

.0275 .0072 .0045

N = 100

MSE 1 MSE 2 MSE 3

.0035 .0035 .0035

.0029 .0027 .0028

.0057 .0023 .0026

.01.26 .0022 .0024

.0220 .0018 .0023

.0261 .0053 .0023

N = 400

MSE 1 MSE 2 MSE 3

.0009 .0009 .0009

.0009 .0007 .0007

.0042 .0007 .0007

.0113 .0008 .0006

.0209 .0005 .0006

.0251 .0039 .0006

Figure 9

MSE 4

.0069

.0054

.0042

.0037

.0036

.0042

MSE 4

.0035

.0027

.0021

.0019

.0018

.0021

MSE 4

.0009

.0007

.0005

.0005

.0005

.0005

MSE 5

.0070

.0057

.0052

.0050

.0050

.0048

MSE 5

.0035

.0029

.0026

.0026

.0026

.0025

MSE 5

.0009

.0007

.0007

.0007

.0008

.0007
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1.0

.75

.50

.35

.05

CONFIDENCE INTERVAL LENGTHS

CL 1

1.213

1,071

.950

.897

.856

.841

CL 1

.792

.698

.622

.587

.564

553

CL 1

.537

.475

.423

.400

.384

.378

CL 2

1.160

1,028

.923

.889

.876

.912

CL 2

.776

.685

.614

.586

.573

.579

CL 2

.533

.472

.421

.401

.388

.387

= 5

= 20

CL 3

1.305

1.175

1.118

1.129

1.149

1.176

CL 3

.817

.735

.697

.693

.694

.695

CL 3

.545

.492

.465

.460

.455

.453

Figure 10

CL 4

1.145

1.014

.918

.917

.985

1.054

CL 4

.768

.676

.601

.586

.636

.662

CL 4

.531

.467

.411

.393

.429

.441

CL 5

1.317

1.186

1.131

1.144

1,168

1.196

CL 5

.823

.741

.705

.702

.706

.707

CL 5

.549

.496

.470

.466

.462

.461
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SIMULATED CONFIDENCE LEWELS

N = 5

C PROB 1 PROB 2 PROB 3 PROB 4 PROB 5

1.0 .950 .947 .963 .946 .963

.75 .941 .947 .965 .945 .965

.50 .894 .941 .968 .944 .967

.35 .830 .937 .963 .939 .961

.20 .753 .932 .952 .923 .950

.05 .714 .930 .950 .936 .948

N = 10

C PROB 1 PROB 2 PROB 3 PROB 4 PROB 5

1.0 .947 945 .955 .944 .955

.75 .935 .944 .958 .943 .959

.50 .876 .941 .967 .943 .966

.35 .789 .939 .967 .941 .965

.20 .689 .939 .959 .931 .955

.05 .640 .931 .951 .943 .948

N = 20

C PROB 1 PROB 2 PROB 3 PROB 4 PROB 5

1.0 .952 .952 .956 .951 .956

.75 .938 .951 .960 .951 ,960

.50 .858 .945 .970 .948 .969

.35 .724 .942 .970 .947 .968

.20 .567 .946 .961 .937 .955

.05 .506 .912 .950 .946 .946

Figure 11
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WIND WARIABILITY IN THE BOUNDARY LAYER

AND ITS ASSOCIATION WITH TURBULENCE,

RED AND WHITE NOISE

Oskar M. Essenwanger

Aerophysics Group

Research Directorate

US Army Missile Laboratory

US Army Missile Command

Redstone Arsenal, AL 35898

ABSTRACT. In the boundary layer, wind fluctuations during short time

intervals in the magnitude of seconds are commonly interpreted in terms of

turbulence theory. According to Kolmogorov, Obukhov and Corrsin, this

requires a -5/3 slope in a diagram of the power spectrum versus the wave

length in double logarithmic coordinates. The turbulence characteristics

fade with averaging time of the wind measurements.

Investigations of one- and six-second tower measurements at Redstone

Arsenal and Otis Air Force Base revealed, however, that these small scale

fluctuations more frequently show associations with white or red noise rather

than turbulence characteristics in the spectrum. It will be illustrated

that the turbulence slope is a special case of red noise.

I. INTRODUCTION. In the past two decades wind sensors with high sens

itivity and short time responses were developed. These instruments made it

possible to measure wind fluctuations on the scale of seconds or even for

shorter time intervals. In the boundary layer these short time fluctuations

are mostly analyzed or interpreted in terms of frictional or convective

turbulence theory. It is sometimes overlooked, however, that these fluctu

ations may be random (white) noise or simply include persistence which

produces a red noise spectrum.

In the subsequent sections a detailed analysis of power spectra of the

wind is performed for observations from one- and six-second tower measure

ments at Redstone Arsenal, Alabama, and 0tis AFB, Mass., by Gill u-v-w

anemometers (see Gill, 1975). It is delineated that the slope of some

spectra (in double logarithmic coordinates) differs from the expected -5/3

law of turbulence (inertial subrange), but it follows a pattern of persistence.

The slope of power spectra for red noise was studied. It can be shown

that a first lag correlation of 0.85 and exponential red noise produce a

slope of -5/3 in the spectra for medium and short waves, although for the

empirical data in this investigation the first lag correlation producing a

–5/3 slope was slightly higher (see Figure 3). Red noise in the data series

can produce the same slope as turbulence, although turbulence and red noise

spectra are not identical and differ in the region of long waves and at the

very tail end of short wave length.

Finally, the relationship in time averaging of wind components for data

from Redstone and 0tis is analyzed. As expected, the variance of the data

decreases with increasing average time. The first lag correlations for the

averaged data sets, however, do not display a uniform pattern.
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II. THE POWER SPECTRUM OF TURBULENCE. It is customary to present the

time fluctuation of the U-component of the wind (in direction of the mean

flow) by:

U = Us Ut (1)

where Us is the "stationary" part and Ut the "turbulent fluctuation." The

other wind components, W and W, follow in analogy.

The stationary part is usually the mean value, U. = U. If U changes in

time, the series must be considered as nonstationary and Us may represent

Some changing quantity, although the change may be slow. Nonstationary time

series may show complex patterns, although the change in Us would not affect

the part of a power spectrum towards waves of short duration. Techniques to

separate Us from Ut have been developed (e.g., Essenwanger and Billions, 1965).

For this investigation, Us is considered to be constant over a homogeneous

time period.

The turbulent fluctuation requires (by definition of Us = U)

* UtſN = U = 0 (2)

but the variance:

2 - 2

* Ut/N = *U, ź 0 (3)

In addition, for turbulence in the inertial subrange, the energy spectrum as

a function of the (standardized) wave number K follows:

E(K) = oe?" Kºº

according to Kolmogorov-Obukhov-Corrsin (e.g., Tennekes and Lumley, 1973, p.

266; Priestly, 1959, p. 61; Hinze, 1959, p. 194, etc.). This leads to a

squared standardized amplitude L.; of a Fourier series for the time series of
turbulence data: J

ln E(K) = ln Lj = const - (5/3) l n K. (4)

(For Lj of the power spectrum, see Tukey, 1949; Blackman and Tukey, 1958; or

Cooley and Tukey, 1965.) Thus, |j will show a slope of -5/3 in double loga

rithmic coordinates with |-j as the ordinate and ln K as the abscissa.

Equation (4) is referred to in this study whenever the slope angle is discussed.

Wind observations recorded at one-second time intervals with the u-V-w

Gill anemometers (see Gill, 1975) were made in 1974 on towers at Redstone

Arsenal, Alabama, and the power spectrum of the AU component for a combination
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of levels was established. Figure 1 provides an example for the power spectrum

AU of the windshear from 18- to 30-foot heights, where AU is the difference of

the U-components from two respective heights. The slope of the power spectrum

(obtained by regression analysis) shows -1.63, which is close to -5/3. The

measurements over a one-hour time period fulfilled the definition of stationary

data.

Later recordings, at six-second time intervals, were obtained (1981) from

Otis AFB, but the power spectra of the AU windshears did not delineate a -5/3

slope for this set of data. A detailed analysis of the U-components themselves

revealed that the wind components at the individual levels do not follow a power

spectrum of -5/3. Consequently, it may not be expected that the power spectra

of the windshear show a -5/3 slope. An example for the power spectrum (double

logarithmic coordinates) of the U-component at an altitude of 10 feet for the

tower data set under investigation is illustrated in Figure 2.

At first it was considered that the difference in the slope angle could

be attributed to the sampling rate. Some change in the angle may be expected

for an assumption of red noise (see Section III), but turbulence in the inertial

subrange would require that the slope should still be around -5/3.

The power spectrum (Figure 2) is truncated at waves of 12-second duration

compared with Figure 1, which extends to two seconds, but the slope should not

have changed that significantly. Corresponding with Figure 1, spectral values

from wave length corresponding to 30 seconds to 12 seconds do not produce a

–5/3 slope in Figure 2.

One may suggest that the 25 November 1981 data stem from a nonstationary

time Series. Indeed, there is a break in U at about the middle of the time

series. However, as pointed out previously, fluctuation of U, would affect

the amplitudes of waves of longer duration and should not alter the tail end

of the spectrum for waves with short duration. Thus, nonstationary behavior

is not reflected in changes of the wave spectrum of shorter length. A split

of the data into the two different periods provided the same pattern as illu

strated in Figure 2.

A further possibility for the lower slope angle in Figure 2 data is the

assumption that the data do not show turbulence in the inertial subrange, or

the fluctuations are governed by different laws. As an alternative hypothesis,

a white or red noise pattern will be studied next.

III. WHITE AND RED NOISE. It is common knowledge that meteorological

time series show persistence. Persistence in signal processing is usually

called red noise, while white noise indicates independence in the data sample.

White noise leads to a power spectrum where all (squared) amplitudes are equal

except for random fluctuations. Red noise can be expressed by several models,

although two primary forms have been customary in geoscience (e.g., Taubenheim,

1969). -

In various texts the autocorrel ogram in turbulence analysis is assumed

to be Gaussian noise (e.g., Tennekes and Lumley, 1973; Hinze, 1959, etc.).
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FIG. 1 POWER SPECTRUM

(19 AUGUST 1974, 1 SEC RECORDING)
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This form was ruled out by the author for the investigated data because of

dissimilarity in the correl ogram and spectrum, and the use of the exponential

red noise model by other authors such as Pasquill (1962), Fichtl and McVehil

(1970), or Hanna (1979). (See also Stewart, 1981.)

The form chosen here is the exponential red noise which is identical with

a first order Markov chain. In terms of an autocorrelogram we can write:

Pk - PC (5)

where p is the first lag correlation and k = 0, ...,m. This series is

identical with:

or = exp (-bt) (6)

where to0, b = -ln oc?0, oc?0 (see Box and Jenkins, 1970, or Essenwanger,

1980). The corresponding power spectrum is:

l, - (2/8) / [] . 1% j?/b] (7)

(see Taubenheim, 1969, etc.). Gilman et al. (1963) derived:

- - ~ * 2 -

|-k = [(l p:) / (1 + PC 2 oc cos kT/m] / m (8)

which is a good approximation for Peš 0.9.

The power spectrum of white noise can be stated as:

L. - Const (9)
k

and is produced from Po l, pk = 0 for all k > 0.

Figure 3 represents the power spectrum of (exponential) red noise for

a variety of first lag correlations from Oc = 0.9 down to 0.1 for a normal -

ized maximum lag of m = 60. The power spectra show a variety of slope angles

ranging from -1.78 for Oc = 0.9 to about -0.20 for Oc = 0.1. Thus, the

power spectrum exhibited in Figure 2 could come primarily from data assoc

iated with red noise of Pc * 0.2. If the red noise data concept is the generating

background of the wind fluctuation, then the slope in the power spectrum

would change with a change in the sampling time interval.

Figure 4 provides an example of the autocorrelogram of data taken at

Redstone (19 May 1974) at one-second sampling time and the corresponding

series of the same data at six-second time intervals. In the latter, every

sixth correlation coefficient appears. While the first lag correlation for

one-seconds is p1= 0.97, the value drops to pla 0.80 for six seconds. A

corresponding change in the slope of the power spectrum is observed. Under

the assumption of exponential red noise, the change in angles is very small.

It amounts to about four degrees. (From Pe = 0.97 to Pe = 0.8, the slope

reduces from -1.85 to -1.56, or in angles from 61.6° to 57.3°.)
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Figure 4 supports the conjecture that exponential red noise is a primary

factor in the 1974 data series. Only correlation coefficients Pk for k > 50

deviate from the pattern. These coefficients k > 50 are not significantly

different from zero, however, although they appear dissimilar to the exponential

red noise line.

Figure 5 exhibits the empirical relationship between the slope angle and

the first lag correlation PC of the U-component and AU of observed wind data.

These 37 samples were prepared from power spectra of the 19 August 1974 (Red

stone) and 25 November 1981 (Otis AFB) data. The regression line deviates only

slightly from the expected line of pure red noise (Figure 3). Six samples

(dots) of the 37 samples represent the slopes of time difference windshears

(data 19 August 1974):

As = [[A,0) , (Ay): I' (10)

where At denotes the time difference. In order to create independent data

sets, the original data series was reduced by accepting only every t-th value.

The autocorrelogram for At = 8 seconds showed a o, = 0.65, which slowly decreased

to 960 * 0.48. Thus, the very slow decline produces the outlier (Pc = 0.65,

slope angle -5°) and can be explained as a truncated but non-exponential auto

correlogram. However, the physical interpretation of the high persistence in

this particular data series needs further investigation.

The relationship in Figure 5 and a comparison with Figure 3 render the

conclusion that PC is about 0.85 if the slope should agree with the required

slope of turbulence in the inertial subrange. Consequently, a slope angle of

–5/3 can also be produced by a data series whose persistence factor agrees

with an exponential red noise model of Pc between 0.8 to 0.9.

In turbulence analysis an integral scale is defined:

R. = ſºat (11)

For time series records at a given point R. is the Eulerian integral scale

(e.g., Tennekes and Lumley, 1972, p. 275, etc.). It can be related to the

Eulerian length scale of turbulence:

E = U Rs (12)

(e.g., Ivanov and Klinov, 1962, Tennekes and Lumley, 1972, Weber et al., 1982,

etc.).

L

In the exponential model R. is a unique function of PC, the first lag

correlation, and PC is related to the slope. If turbulence were to follow

the exponential red noise model, it implies that turbulence in the inertial

subrange requires a special value of Rs and the length scale of turbulence LE

would change only with a change of U. If U is constant, however, the slope
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of the power spectrum is a function of R. alone, which implies that it is a

function of Pe” and may differ from -5/3. Thus the power spectrum may show

other turbulence than the inertial subrange, a variation of the slope according

to the type of stability conditions (e.g., Tennekes and Lumley, 1972, Weber

et al., 1982, etc.), or no turbulence at all. In the latter case, the fluctu

:::::: of the wind velocity follow a random pattern with persistence (red

no 1 Se ).

The associations illustrated in Figures 3, 4, and 5 leave another inter

pretation open. Let us return to equation (5) and write:

= 8* = e (13)

Using M as a scaling factor, the exponential autocorrelogram can be standard

ized, e.g., assume that e = 0.001. In a first case of pe = 0.9, we find M1 =

65.5. Under an assumption of p2 = 0.5, we derive M2 = 10.0. Consequently,
C

M1 = 6.5 M2 . Let us assume that we have sampled our records every six seconds

and have found a first lag correlation of pe = 0.5. The autocorrelogram for

(roughly) one-second sampling would increase Pc to 0.9 and provide a slope of

-5/3. Since we have not altered the data set, U would not have changed. In

this case, the Eulerian length scale of turbulence LE would have changed be

CauSe R. for Pe = 0.5 is Smaller than R. for 0.9. It must be taken into

account, however, that At is different in both cases (equation 11). Otherwise,

the slope angle changes as an effect of the sampling rate.

The last example illustrates that it is not sufficient to study only the

slope of the power spectrum in turbulence analysis. Other turbulence charact

eristics must be added in order to come to valid conclusions.

IV. INSTANTANEOUS AND STANDARD INSTRUMENTATION. RedStone wind data taken

at one-second sampling intervals by the u-v-w Gill anemometer and at 0tis AFB

can be considered as instantaneous observations, although at 0tis AFB sampling

occurred every sixth second. There is a trend toward development of even more

sensitive instrumentation in the future, using electro-optical wind measuring

devices.

The difficulties in the interpretation of the slope angle which were

delineated in the previous section are not limited to instantaneous measure

ments. Standard instrumentation measurements resemble the application of an

averaging process to instantaneous values. It may be appropriate to examine

briefly the effects.

In the averaging process, waves of short length are truncated compared

with the original spectrum. This is not an adverse effect by itself. Under

the assumption of exponential red noise, the first lag correlation would

determine the slope.
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DATA:

TABLE |

EFFECT OF AWERAGING

19 AUGUST 1974

(1 SEC SAMPLING, LEVEL 6 FT)

SEC PU PW CU OW

0.98 0.98 1.28 0.50

0.95 0.92 1.25 0.48

0.90 0.85 1.21 0.46

16 0.81 0.74 1.15 0.43

24 0.76 0.65 1.07 0.40

32 0.68 0.61 1.04 0.38

48 0.61 0. 55 0.92 0.33

64 0.57 0.51 0.86 0.31

MEAN U = - 0.60 W = 0.07 M/SEC

TABLE 2

EFFECT OF AVERAGING

(Tower P)

DATA: 25 NOWEMBER 198]

(6 SEC SAMPLING, LEVEL 10 FT)

FIRST SECOND

wººt ºn 2, gº gº PU PV oft GW

1 0.57 0.40 2.85 1.66 0.44 0.25 2.23 1. 34

5 0.59 0.53 1.63 0.74 0.40 0.40 1.04 0.46

10 0.61 0.57 1.30 0. 55 0.37 0.44 0.70 0.31

15 0.60 0.59 1.16 0.49 0.39 0.35 0.54 0.27

20 0.60 0.65 1.05 0.43 0.28 0.39 0.50 0.22

30 0.60 0.69 0.90 0.38

MEAN U 6.08 W = 0.0 M/SEC U = 6.41 W = 0.0 M/SEC
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It is not trivial to predict the behavior of the first lag correlation

as a function of the averaging interval. The first lag correlation for

averages depends on the structure in the covariance matrix of the data series

and the decrease of the variance by smoothing. Table 1 provides an example

of a declining first lag correlation with increase of the averaging interval,

but the decline is not always found. Table 2 exhibits a complex pattern. In

three columns of Table 2, the first lag correlation increases with increasing

averaging time, while one column shows a decrease. Since decrease and increase

do not simply relate to the magnitude of the first lag correlation of the

original data series, no simple prediction model is applicable.

Tables 1 and 2 confirm that the variance decreases with increasing aver

aging interval in accordance with the central limit theorem.

The slope in the power spectrum for the averaged data series changes in

accord with the magnitude of Pc (see also Figure 5). In the exponential red

noise model, R. depends on Pc, and the previously discussed problems apply.

It is possible, however, that averaged values represent fluctuations of the

wind following a random process with persistence. In this case, the slope

angle need not be -5/3. More investigations are necessary, however, before

final conclusions can be made.

W. CONCLUSIONS. It is customary to consider the fluctuation of the wind

in the boundary Tayer during short time intervals (e.g., seconds) to be in

agreement with turbulence in the inertial subrange. While this association

was confirmed for tower data at Redstone Arsenal, other data from 0tis AFB

delineated a different slope in the power spectrum (in double logarithmic.

coordinates). The detailed investigation revealed that these small-scale

fluctuations are more likely to be produced by a random process with persistence

(exponential red noise). This concept would explain that the angle in the

power spectrum is not -5/3, but is a function of the first lag correlation

(Figure 5).

A second interpretation is possible. The relationship between slope angle

and first lag correlation is based on an exponential red noise model. The

structure of turbulence in the inertial subrange is an exponential red noise

model with a first lag correlation around 0.85 for fluctuations of short

duration.

It was further shown that averaging of the instantaneous wind measure

ments may lead to a change in slope angle, although no simple relationship

with the exhibited behavior of the first lag correlation could be derived.

The averaging process would tie together instantaneous measurements and

Observations on less sensitive instruments.
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A NEED FOR A METHODOLOGY FOR

PRIORITIZATION OF

MISSION AREA DEFICIENCIES

RICHARD T. MARUYAMA

METHODOLOGY BRANCH

STUDIES AND ANALYSIS DIRECTORATE

DEPUTY CHIEF OF STAFF FOR COMBAT DEVELOPMENTS

US ARMY TRAINING AND DOCTRINE COMMAND

FT MONROE, VIRGINIA

#### . The US Army Training and Doctrine Command (TRAD0C) represents the

attlefield user in developing doctrine, training, force structure, and

materiel requirements for the future. To ensure these requirements stem from

an overall battlefield concept and are based on sound analysis, TRAD0C

conducts Mission Area Analysis (MAA) in the twelve areas outlined in figure 1.

Each area is assigned to a TRAD0C center or school for analyses and the

prioritization of resulting deficiencies.

Once all the analyses are completed and each proponent has prioritized the

deficiencies within the mission area, TRAD0C must integrate and prioritize the

twelve deficiency lists into a single ordered list of battlefield

deficiencies. This single list will guide the development of programs and the

allocation of resources toward correcting deficiencies in order of their

importance.

The difficulty is in developing a prioritization methodology which is

sufficiently structured and rigorous to produce consistent results from year

to year, while being sufficiently simple and well defined to be understood and

accepted by the decision makers who will use it.
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1. Introduction. The Army's Training and Doctrine Command (TRAD0C) and

Materiel Development and Readiness Command (DARCOM) are forging a linkage

which will help compress the materiel development cycle while enabling the

Army to project requirements further into the future. The Army's Long Range

Research Development and Acquisition (RDA) planning system and TRAD0C's

Mission Area Analysis (MAA) process combine to provide a roadmap of how to get

to the Army of the future. They provide a means to consider the future

implications of current decisions and a way to couple these actions with the

Planning, Programing, Budgeting, and Execution System for resource allocation.

The current Long Range RDA process, while still in its infancy, facilitates

timely and systematic modernization. It recognizes that modernization must be

coordinated throughout a total system that includes materiel, training,

personnel, logistics, doctrine, tactics and related system requirements. It

understands that these components are interrelated; solutions in one area

could well cause deficiencies in another. Only a comprehensive approach to

the total system will produce equipment that meshes with the force structure,

training, and doctrine. To implement the process, however, DARCOM must

understand the needs of the future battlefield, and that is where TRAD0C comes

into the picture.

Mission Area Analysis (MAA) allows the synthesizing of information gained

through many individual studies and analyses into a single, internally

consistent framework. To facilitate the detailed analyses of the Army's

ability to execute its wartime missions, the overall battlefield concept is

divided into 12 mission areas. These mission areas serve as the basis for

measuring the capabilities of the force programed in the current Program

Objectives Memorandum (POM) to fight a successful battle against a projected

threat. Each mission area was assigned to a TRAD0C center/school for analyses

and the prioritization of resulting deficiencies.

Figure 1 shows the TRAD0C mission area structure and proponent for each area.

MISSION AREA PROPONENT

CLOSE COMBAT (HEAVY) US ARMY ARMOR CENTER, FT KNOX, KY

CLOSE COMBAT (LIGHT) US ARMY INFANTRY CENTER, FT BENNING, GA

AVIATION US ARMY AVIATION CENTER, FT RUCKER, AL

AIR DEFENSE US ARMY AIR DEFENSE CENTER, FT BLISS, TX

COMBAT SUPPORT US ARMY ENGINEER CENTER, FT BELVOIR, WA

ENGINEERING, &

MINE WARFARE

COMBAT SERVICE SUPPORT US ARMY LOGISTICS CENTER, FT LEE, WA

FIRE SUPPORT US ARMY FIELD ARTILLERY CENTER, FT SILL, OK

BATTLEFIELD THEATER US ARMY COMBINED ARMS CENTER, FT LEAVENWORTH,

NUCLEAR WARFARE KS

NUCLEAR. BIOLOGICAL, US ARMY CHEMICAL SCHOOL, FT MCCLELLAN, AL

CHEMICAL

COMMAND & CONTROL US ARMY COMBINED ARMS CENTER, FT LEAVENWORTH,

KS

COMMUNICATIONS US ARMY SIGNAL CENTER, FT GORDON, GA

INTELLIGENCE & US ARMY INTELLIGENCE CENTER, FT HUACHUCA, AZ

ELECTRONIC WARFARE

Once the MAAs are complete, work begins to integrate the lists of deficiencies

from each mission area and prioritize them into a single ordered list of
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battlefield deficiencies. This single list will guide the development of

programs and the allocation of resources toward correcting deficiencies in

order of their importance.

II. Methodology,

The TRAD0C prioritization process consists of four phases (see Table

1).

TABLE 1

4 PHASE APPROACH

1. ESTABLISH LIST OF MAJOR DEFICIENCIES BY

MISSION AREAS

II. PRIORITIME DEFICIENCIES WITHIN MISSION

AREAS

III. INTEGRATE 12 MISSION AREA DEFICIENCY LISTS

IV. AGGREGATE RESULTS INTO ONE PRIORITITED

IIST

a. Phase I – Establish lists of major deficiencies by mission area (see

figure 1).

A strawman list of major deficiencies was developed for each of the 12

TRADOC mission areas by a HQ TRADOC panel comprised of DCSCD, DCSD0C and DCST

representatives. Each strawman list was then forwarded to the appropriate

mission area proponent for review and input. The mission area proponents

submitted recommended corrective actions (three to five) for each identified

major deficiency. The number of corrective actions was arbitrarily fixed, at

3 to 5 with the intent being only to capture the thrust of significant

corrective actions. Mission area proponents then provided the integrating

centers and HQ TRAD0C with a copy of the revised deficiency list with

recommended corrective actions for final review. The headquarters review

included a screen for consistency in describing deficiencies. The result of

Phase I is 12 separate lists of major deficiencies. Figure 2 shows the

development of the 12 separate deficiency lists for each mission area.
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FIGURE 2

b. Phase II - Prioritize deficiencies within each mission area.

Each mission area proponent then prioritized their list of major

deficiencies obtained in Phase I. This assessment was conducted considering

the Army's programed forces using systems scheduled for fielding or fielded by

1987.

PHASE I

Pºmºnt

2000 trººms - Dºrºtºcºts

a Pºwlsº tiºn

Cºncºcts Lºcºcº tº

10-20 Cºriº

a tº 6 tº t t c > t > - 1 - -

FIGURE 3

The technique of pairwise comparisons was used to prioritize the list of

major deficiencies. It involves asking mission area experts (approximately

30) to independently consider the list of mission area deficiencies, compare

the deficiencies two at a time, and sequentially determine their relative

importance. Figure 3 shows the pairwise comparison process used to prioritize

each mission area deficiency list.

A sample of the survey form for the pairwise comparisons is shown
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in figure 4. The ranking of a particular deficiency was determined by the

number of times (frequency count) it was judged to be most important in

accordance with the above criteria. Individual judgments were treated

equally. The deficiency frequency counts from each mission area expert was

aggregated and then normalized between 0.0 and 1.0. This process produced a

cardinally ranked list of deficiencies (i.e., the order as well as the

interval between each deficiency was established). The list of cardinally

ranked deficiencies along with the completed survey forms was then returned to

HQ TRADOC.

PAIRWISE COMPARISON, EXAMPLE

z A 42,

$ 0.75 $

0.25 tº 5

0.625 Q

1.000 1.

0.25 | tie 5

0.875 || 2:

FIGURE 4

c. Phase III - Integration of deficiency lists across mission areas.

(see Table II)

The prioritized lists of major deficiencies obtained in Phase II was

then integrated across mission areas. TRAD0C conducted four separate sessions

with general officers (GO) from proponent schools and centers. The

composition of each panel reflected a broad coverage of expertise. Each GO

panel then integrated the 12 mission area lists, two at a time, using the

pairwise comparisons technique. Each G0 panel member was asked to consider

the top ranked deficiency in each mission area list and compare them two at a

time to determine their relative importance as was done in Phase II. The

lowest ranked deficiency in each list was similarly compared. Based on a

frequency count of these deficiencies, the order of integration for the

mission area lists was established (see figure 5). The list judged to have

the single most important deficiency became the base list and the list with

the second most important deficiency was integrated into the base list. The

top ranked deficiency in the second list will be fixed on the base list in

comparison with its importance to the other deficiencies on the base list.

Its position on the base list was determined by the consensus of the GO

panel. The lowest ranked deficiency in the second list was fixed on the base

list in the same manner. The interval on the base list between the two fixed
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deficiencies forms the region of integration. The remaining deficiencies on

the second list were then mathematically transformed into the base list. The

G0 panel screened the resultant list for any incongruencies or major

discrepancies and made appropriate adjustments. Consensus among the panel

members was required for adjustments to be made. This list became the new

base list. Using the above procedure which is graphically portrayed in figure

6. the next ordered list was merged into the new base list until all 12 lists

were integrated. Four prioritized lists of major deficiencies across mission

areas (one from each panel) emerged from this phase.

TABLE II

PHASE III – INTEGRATION OF

DEFICIENCIES ACROSS All MISSION

AREAS

e PUBLISH PRIORITIED DEFICIENCIES – READ ANEAD 300.

• ESTABLISM FOUR GO PANE13-BROAD COVENAGE OF

EXPERTISE

e PROCESS CONTROLIED BY A DECISION ANAWSIS THA.

e INTEGRATE MA DEFICIENCIES IISTS– TWO LISTS AT A TIME

• RESULT: ONE PRIORITIEED IIST OF DEFICIENCIES ACROSS All

MA FROM EACH PANE1

PHASE III (60 SESSION)

FIGURE 5
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d. Phase IV - Aggregation of the four G0 panel results.

A fifth G0 panel was convened at HQ TRAD0C to aggregate the results of

the other G0 sessions. This panel consisted of general officers from HQ

TRAD0C, Combined Arms Center (CAC), Ft Leavenworth, KS, Logistics Center

(LOGC), Ft Lee, WA, Soldier Support Center (SSC), Ft Ben Harrison, IN, and the

US Army Forces Command (FORSCOM). The four integrated lists of major

deficiencies were reviewed and mathematically merged by aggregating the

pairwise comparison results from the four G0 sessions. The aggregated top and

bottom deficiencies established the order of merge and the region of

integration during this process. This list was screened for discrepancies and

final adjustments were made based on the consensus of the panel. Phase IV was

the final step in the overall prioritization effort, the result being a single

prioritized list of major deficiencies across all TRAD0C mission areas (see

figure 6).

PHASE IV

AGGREGATED NO IMADOC LIST

FIGURE 7
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II Uniºn

The TRAD0C integration and prioritization process occurs annually. The

current methodology is new and, hence, asks for improvements in overcoming

several shortfalls. The technique does not allow for weighting either

individual deficiencies or mission area lists to give consideration to the

fact that not all mission areas are equally deficient nor equally significant.

Additionally, an artificial ceiling of 20 deficiencies per mission area had to

be established to limit the numbers of required comparisons to an acceptable

level. In reality, many MAAs produced deficiencies numbering in the hundreds.

Contributors desiring additional information or wishing to comment on

proposed improvements to the integration and prioritization process are

encouraged to contact the author by phoning (804) 727-3004 or by writing HQ

TRADOC, ATTN: ATCD-AM, Ft Monroe. VA 23669.
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UNBIASED RANDOM INTEGRATION METHODS

WITH EXACTNESS FOR LOW ORDER POLYNOMIALS

Andrew F. Siege 1 and Fanny O'Brien

Department of Statistics

Prince ton University

ABSTRACT:

When a de finite integra 1 cannot be evaluated exact ly, we turn to

computer-based me thods for approximations. There are many different

kinds of such procedures, but they divide rough 1y into two c 1 as ses:

de term i ni stic and r and om. We exp 1 or e the use of methods that

combine the se two approach e s , pre serving the unbiase dries s and error

est im a ti on advant a ges of random methods , but at the same time

maint a in in g the closer approxim a ti on gener a 1 ly found in

de term i ni stic methods .

INTRODUCTION:

Consider est im a ti on of the integra 1

1

I = J., f(x) dz .

A c 1 assic a 1 de terministic approach might be to try Simpson's

rule , which us e s the approximation

# [f (-1) + 4 f(0) + f (1)] .

This is the integra 1 of the inter po 1 at i ng quadratic approximation

to f that take s on the same v a 1 u e s at -1, 0, and 1 . The

advant age is exactness for quadratics (and cubic s too, by

symmetry. ) The dis a dvant age of this approach is that the error

as sessment involves a higher or der derivative of the function f,

which may be difficult to find (especia 11y for a function which was

difficult to integrate an a lytic a 11y in the first place . )

A second approach might be the standard r and om method known as

simp 1 e Monte Car 1 o'. To match this with the previous approach, 1 et

351



us a 1 so do three function evaluations, and estimate the integra 1 as

# If (x.) + f(x.) + f(x.)
3 1 2 3

where the function is evaluated at three value s that are

independent ly and uniform ly distributed random variable s

in (-1, 1). The advant age of this approach is unbiased me s s : no

matter what f is, so long as it is integrab 1 e, the aver age ( in the

sense of expectation) of this approximation will be the true

integra 1 of f. The practic a 1 advant age of this is that the

approximation can be repeated sever a 1 time s, gener a ting new

independent random variab 1 es e a ch time, and from the se results the

aver age and standard error can be ca 1 cu lated. This gives an error

as se sm ent with out need for further mathem a ti ca 1 an a lysis (which

might not be tract able . ) The dis a dvant age of this approach is that

it is gener a 11y not as exact as Simpson's rule and the higher order

de terminist ic methods .

Methods that combine the advant age s (but not the disadvant a ges)

of each method have been avai 1 ab1 e since the work of Ermakov and

Zolotukhin (1960). This and other random integration procedures are

discussed by Hammer s 1 ey and Hands comb (1964). Re 1 a ted work has been

done by Bogue s , Corbett, and Patter son (1981), Cranley and

Patter son (1970, 1976), Haber (1969, 1970), and Quackenbush (1969).

We have proposed (Siege 1 and Zambu to , 1982) the use of symmetric

quadr a ture de signs of 2 k+1 points which a chieve unbiasedme s s

together with exactness for polynomia 1 s of degree 2 k+1 for this

problem.

THE THREE-POINT INTEGRATION RULE:

The symmetric random unbiased 3-point integration rule is

unique , and is given by

I, (;) - ++ If (-; ) + 2 (3:*-1) f(0) + r(t)

3 :

where & has the distribution of the cube root of a uniform 1y

distributed random variable in (0, 1).
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This may be thought of a s a system a ti ca 11y random (as opposed to

a comple tely random) adapt a ti on of Simpson's rule. The function is

ev a 1 u a ted at three points : – ; , 0 , and ºf , in a symmetric but

part i a 1 1 y random design. The weights are chose n proper ly in order

to as sure that the approximation is equal to the integra 1 of the

quadratic function that a gree s with f at the se three points; this

as sure s exactness for quadratic s (as do e s Simpson's rule . ) Fina 11y,

the re remains a de gree of free dom: § must be specified. As it

turns out , there is on 1 y one distribution for ºf that will pre serve

the unbiased ness property of simple Monte Car 1 o : the cube root of a

uniform. It is 1 i ke applying Simpson's rule with a special random

sc a 1 i ng of the de sign points at which the function is evaluated.

Simpson's rule represents on 1y one extreme (§ = 1) of this

continuum of possib i 1 it i e s which must be samp 1 ed c are fully in order

to obtain an unbiase d e stimate .

EXAMPLE:

Consider the integra 1

4

F - 1. 27.324 . . .

I - ſ C O s (*#) dx =

The integra 1 can be evaluate d exact 1y in this case , but we will use

numerica 1 methods in order to gain in sight into the way the

procedure s work. This function goes from zero to one and back to

zero ; hence the simp 1 e Monte Car 1 o e s tim a t e s can range from 0 to

2. The symmetric r and om design for this prob 1 em yields the

fo 11 owing integra 1 estimate :

I e ( ; ) = 2 - –4+ 11 – cos (*#)
f 2 2

3 :

This is a much f 1 at t er function 1 It take s on value s from

1. 1775 . . . to 1 .3333 . . . When the se values are sample d randomly it

is c 1 ear that they will f a 11 much c 1 os e r to the true value

(1.27324. . . ) than simp 1 e Monte Car 1 o would. Using the cube root of

a uniform for 8 guar ante e s that the resu 1 ts will be correct on the

aver age , and that any standard error or confidence interval will be

a symptotic a 1 ly correct. Simpson's rule, represent in g : = 1 , always

yields the estimate 1.333 . . . , one of the extreme s that the random

rule can a chieve (a 1 though in gener a 1, Simps on ’s estimate need not

be an extreme . )
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TWO DIMENSIONS:

There is a corresponding simple form u1 a for the two-dimensional

integra 1

ſ. ſ. f ( : , m) d & d m

given by

f ( : , m) + f ( -n, & ) +f (m, -8: ) +f (– : , -n) - 4f (0, 0)

J f (t , n) = + 4 f (0, 0)

3 (;" + n°)/2

This formula provides an exact answer if f is a polynomia 1 in §

and m of degree at most 3. It w i 11 give an unbiased estimate if

( : , m) is sampled from the density

(** + n°) § and m in (0,1) .#
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ESTIMATING THE WARIANCE OF THE

LOSS EXCHANGE RATIO

Eugene Dutoit

OR/SA Branch

Directorate of Combat Developments

US Army Infantry School

Fort Benning, Georgia 31905

ABSTRACT. A measure of force effectiveness that is often used in military

analysis of combat is the Loss Exchange Ratio (LER). In many cases, the input

required to calculate this measaure is obtained by replicating a stochastic

wargame model by using a computer or a manual exercise. It would be useful to

determine a confidence interval about this measure of force effectiveness. This

confidence interval would enable the analyst to examine problems concerning the

precision of the measure, and compute the replication requirement for a stated

degree of precision. Hypothesis testing could be done to compare the LERs of

different alternative weapon systems introduced into the force. Two methods of

solution are developed and proposed and an example is given.

I. Acknowledgements. I want to thank the following people for submitting

information and comments that were relevant to this problem. It is this kind of

after-conference communication that results in the pay-offs for presenting

technical and clinical papers at these conferences.

(a) Mark Adams (USAMERADCOM, Ft Belvoir, WA) and Gordon Holterman

(Systems Cost and Automation Center; Ft Lee, WA) for both referencing George

Fishman's text Principles of Discrete Event Simulation (pages 55–61).

(b) Larry Crow (USAAMSAA; Aberdeen Proving Ground, Maryland) for

referencing C. R. Rao's text Linear Statistical Inference and Its Applications,

pages 319-321.

(c) John Farmer (ATCT-MA; Ft Hood, Texas) for referencing Finney's text

Statistical Method in Biological Assay, pages 27–29 and also for including some

of his personal notes.

These references are cited in this paper.

II. Introduction. A measure of force effectiveness that is often used in

military analysis is the Loss Exchange Ratio. This measure is defined as the

ratio of red casualties (R) to blue casualties (B):

LER = R/B (1)

The LER shows an operational advantage to the blue force if R > B. For this

discussion the values of R and B are obtained by replicating a stochastic

wargame model. For each replication of the wargame the paried values of R and B

are recorded. The average LER, (LER), is computed as:
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/N

LER = (2)

#

Because the generators of these average values are the results of a stochastic

wargame, it would be useful to determine a confidence interval about the

measure. The confidence interval could be used to answer the following

questions:

1. Is the LER × 12

2. What sample size is required to estimate the LER with some stated degree

of precision?

3. Are various measures of LER statistically different from each other at

some selected level of significance?

In order to determine the confidence interval for the LER it is necessary to

compute the variance of the estimate.

III. Error Propagation. It is well known (reference Beers) that if a

function of the form

y = f(x1, *2, x3 . . . . . *k) (3)

exists, then the variance of this function can be written as:

- * ºf 2 k .9f , af 1/2 1/2

var(y) = 4:1 (#) var(x,) + #, (; ) (; )R., (var(x,)) (var(x)) (4)
ižj i

where th

var(xi) = variance of the i "" variable

R. s = correlation between the ith and jth variable.

1 J

The general form of the LER is shown as equation (2); therefore, the variance

of this form can be written as:

VAR(fr) - was (+ (5)

Applying equation (4) to compute the variance of the (LER) we obtain the

following:

/N - - - - - - - - - - -

War(LER) = (1/B)?var (R) + (-fi/śvarū) + zaſseſſiº (6)
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The following is also true:

WAR(R) sºn; where m = the number of replications

Sºſn (7)
WAR(B)

Rs.5 = Rs. 5; as pointed out in Beers (Reference 1, page 31)

Substituting the set of relationships (7) into equation (6) gives an expression

for WAR (LER).

vast& - H(1/5)?s; + (-R/8%)*s; + 2(1/5)(-R/5°)RSºss] (8)

This expression is equivalent to the one given by Fishman (Reference 3, page 59)

for "large" value of n. The appropriate 100(1 - c. ) confidence interval (C.I.)

for the LER could be computed as:

1000 - a c.1. (LER) - its t t /WAR(ItR) (9)

Where t is Student's t with (n − 1) degrees of freedom. Equation (9) is

supported, in part, by Rao (Reference 5, pages 319 through 321) who points out

that in practical applications, distributions of the form we are studying are

IV. Fieller's Theorem. Goldstein's text Biostatistics (reference 4, page 184)

ratio. The problem from the Goldstein text is given below. Note the

correspondence between the biological experiment and the force-on-force

simulation.

"Quite often in biological experimentation one wishes to estimate a ratio

from a set of observations on the numerator (y) and another set of observations

on the denominator (x). Now these may be paired observations, each item in a

sample supplying a value of y and a value of x, so that there may be some degree

of correlation between the two...Suppose the protein content of cells per unit

of DNA is to be determined. If the cells in question are growing in replicate

bottles, we may determine both DNA and protein on the contents of each

bottle... in (this) case, replicate estimates of the desired ratio will be

available..."

Using this example, the replicate bottles become the replicated force-on-force

simulations and the correlated values of both DNA and protein within each

replicate bottle become the number of red and blue casualties respectively.

Goldstein then points out, "that the appropriate limits of the true ratio R

whose estimate is y/x, are given by Fieller's Theorem as roots of a quadratic

equation:
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- [x? - t?(s;/n)]R’ + 2[xy - tºrs,syn]R - [y* - tº(s;/n)] = 0 (10)

= sample correlation coefficient

n = number of paired observations in the sample

sample variances

two-tailed value of Student's t with (n - 1) degrees
of freedom"

S X S y

:

Finney (reference 2, page 27 through 29) gives a discussion of Fieller's Theorem

and its application to finding fiducial limits to a ratio of two means. Solving

equation (10) for R and using the notation consistent with the LER and

force-on-force simulation (i.e., x = B and y = R) we obtain:

-- t?rS.S - t?rS.S - Sá - S2

5R - Hº ; /(ER - Hºf- (B2 - tº (#)][K* - tººlR, , , = n §: m (ll)

U, L - Sá

B? - tº(+)

Fishman's (reference 3, pages 59 through 61) section on confidence intervals

uses a quadistic form similar to equations (10) and (11) to derive a confidence

interval for R which is cited as work done by Fieller and is suggested for use

in simulation by Crane and Iglehart.

W. Example. The following numerical example is based on the data used by

Goldstein for his explanation of replicate bottles of DNA and protein cited in

section IV of this paper. The column headings have been changed to red and blue

casualties, respectively.

TABLE 1.

Red and Blue Casualties for each Battle Replication

(adopted from Goldstein)

Replication Number Red Casualties Number Blue Casualties

1 12 5

2 14 7

3 12 3

4 12 3

5 13 8

6 13 6

7 13 4
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The summary statistics are:

N = 7

R = 12.71 casualties

SR = .756 casualties

B = 5.14 casualties

Sc = 1.952 casualties

B

R = .710

A

and the esimate of LER (LER) = 2.47.

a. Error Propagation. Applying these data to equation (8) gives a value

Of the WAR §§ equal to .101. The appropriate value of tſfor a 95% confidence

interval with 6 degrees of freedom) is 2.447. The 95% confidence limits for the

LER (using equation (9)) are 3.3 and 1.7. Note that the lower confidence limit

(1.7) is greater than 0.

b. Fieller's Method. Applying these same summary data to equation (11)

and solving for both roots of the quadistic gives values of 3.7 and 1.9,

respectively. Note that the lower confidence limit (1.9) is also greater than

WI. Conclusions. Although this effort represents a limited study, the

following conclusions are emerging.

a. Error Progation and Fieller's method appear to give "reasonably"

consistent results.

b. Fieller's method is the preferred way to compute a confidence interval

about a ratio. This conclusion is based on some of the existing literature

(Finney, Fishman, and Goldstein).

c. The error propagation method should increase in accuracy as "n"becomes

large (Fishman and Rao); however, Fieller's Theorem should be more appropriate

for the smaller numbers of replications that are used in force-on-force

simulation.

361



References

Beers, Y; Introduction to the Theory of Error, Addison-Wesley, 1957.

Finney, D. J.; Statistical Method in Biological Assay, Charles Griffen and

Colimited.

Fishman, G; Principals of Discrete Event Simulation, Wiley, 1978.

Goldstein, A; Biostatistics, An Introductory Text, Mac Millan Company, 1968.

Rao, C. R., Linear Statistical Inference and Its Applications, Wiley, 1965.

362



|}|,

Griñº

Tº

ſilt,

AN EXAMPLE OF SOFTWARE WALIDATION USING A FACTORIAL DESIGN

Joseph M. Tessmer

Department of Energy

Office of the Strategic Petroleum Reserve

ABSTRACT

This paper reports on the effects of the Department of Energy to test

and evaluate, "validate", a large computer model, which represents the world

petroleum distribution system. The evaluation technique employed is a

complete 24 factorial design. The main effects, as well as all 2nd order

effects are estimated. The technique provided criterial insights into the

nature of the software identifying errors and assisting in the development, of

a methodology, for reexamining candidate crude mixes, of oil stored by the

government, for use during possible petroleum interruptions.

DISCLAIMER

The assumptions, procedures, analysis, conclusions, and recommendations

contained in this paper are solely those of the author and do not represent

any official policy of the Department of Energy or U.S. Government.
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Al Factorial Design Methodology

An experiment was performed to measure the effect of four sets of

input factors on the oil market, as represented by a large linear

programing model supplied by a private contractor. Two levels for each

set of input factors were chosen and all 16 possible combinations of

these input factors were used as model input to the model. This

procedure, a 2* factorial design was chosen since it is economical,

easy to use and provides a great deal of valuable information.

Specifically a two (2) level factorial design has the following

advantages:

l. If sets of input factors are varied one set at a time with the

remaining factors held constant, it is necessary to assume that the

effect would be the same at other settings of the other sets of input

factors. Factorial designs avoid the assumption.

2. If the effects of input factors act additively, a factorial

design estimates those effects with more precision. If the effects of

the input factors do not act additively, factorial designs can detect

and estimate the interactions which measures the non-additivity.

3. Factorial designs require relatively few runs per set of

input factors studied and can indicate major trends and determine

promising direction for further investigation. To obtain the same

precision of the estimate of the effects measured, in this effort forty

runs would have had to be run using the traditional, one factor at a

time approach rather than the sixteen used in the experiment.

4. If a more thorough local exploration is needed, it can be

suitably augmented to form composite designs.

5. These designs and their corresponding fractional designs may

be used as building blocks so that the degree of complexity of the

finally constructed design can match the sophistication of the

problem.

To perform a 2* factorial design the two levels (or versions) for four

(4) sets of input factors were selected and all sixteen (16) possible

combinations were executed. The four sets of input factors and their

levels (or versions) are listed on the following page.
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Input Factor

l, Composition of the SPR

2, Crude pattern or availability

3, Refinery configuration

4, Product price elasticities

la,

lb.,

2a,

2b,

3a,

3b,

4a,

4b,

Levels

The SPR is filled with

100% light and sweet crude

represented by Ekofisk

(Sweet).

The SPR is filled with

100% heavy and sour crude

represented by Arab Heavy

(Sour).

Historical 1978 BAU case

(BAU)

As 2a above with a 50%

closure of the Persian Gulf

with a uniform SPR drawdown

of 3MMBD (50% P.G.)*

Worldwide 1978 refinery

capacity (1978)

Worldwide estimated

1985 refinery capacity

(1985)

The proposed set of

elasticities compiled for

this project by the

contractor (CON)

As 4a except a quite

different set of

elasticities developed by

an alternate contractor

for major products in the US

(ALT)

* The selection of this crude oil disruption does not represent the

policy of the Department of Energy and was used solely to evaluate

the reaction of the model to changes in the world crude pattern.
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These input factors combine to produce the following design or

validation matrix:

Design Matrix

RUN SPR CRUDE REF.

NUMBER COMP PATTERN CONFIG ELAS

l la 2a 3a 4a

2 la 2a 3a 4b

3 la 2a 3b 4a

4 la 2a 3b 4b

5 la 2b 3a 4a

6 la 2b 3a 4b

7 la 2b 3b 4a

8 la 2b 3b 4b

9 lb 2a 3a 4a

10 lb 2a 3a 4b

ll lb 2a 3b 4a

12 lb 2a 3b 4b

13 lb 2b 3a 4a

14 lb 2b 3a 4b

15 lb 2b 3b 4a

16 lb 2b 3b 4b

Table A-l

The interpertation of the runs in Table A-1 is easily illustrated

by run number 6 which assumes that the SPR is filled with 100% light |

and sweet crude oil. There is a major oil interruption consisting of

a 50% closure of the Persian Gulf and the SPR in being withdrawn at

the rate of 3MMBD to reduce the effects of the crude oil shortfall.

The refinery configuration during this period represents the 1978 time

frame. Finally the set of elasticities for the demand of products,

within the US developed by the alternate contractor (ALT) are assumed. The

other fifteen runs are interperted similarily.

The sixteen runs of the design matrix, may be visualized geometrically as two

cubes. One possible visualization appears in figure A-l on the following page.

The run number is at each vertex.
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A2 Calculation of Main Effects

The "main effect" of a set of input factors is the change in the

response as we move from the "a" case to the "b" case version of that

set of input factors. To examine the effect of the composition of the

SPR a table of eight pair of columm vectors was constructed (see table

A-2). Aside from experimental error, the difference between the first

column vector of the pair and the second column vector in the pair is

due to a change, in the composition of the SPR. The average of these

eight differences (one difference for each pair of column vectors) is

the main effect due to the composition of the SPR. Table A-2 contrasts

the composition of the reserve. If the columns are rearanged so that

the run numbers are in a assending order, one obtains the table

contrasting the product price elasticities. Similar rearangements

yield tables contrasting the other two sets of input factor.

Geometrically speaking, using Figure A-l the main effects are

calculated from corresponding vertices from the two cubes as described

below.

Input factor

Composition of SPR Left side of both cubes vs

the right side of both

cubes

Crude pattern/availability The front of both cubes

vs the backs of both

cubes

Refinery configuration The bottom of both cubes

vs the tops of both cubes.

Product price elasticities The left cube vs the right

cube.
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5. A3 2nd-Order Interaction effects

Suppose that one is interested in examining the effects of two sets of

input factors; for example, refinery configuration and crude pattern.

Then the sixteen runs of the factorial design can be grouped into four

sets of four runs each. Each run in the group would have the same

value for the input factors studied, although other input factors would

vary within each group. Assume that for the business as usual crude

pattern with the 1978 refinery configuration, the average value for the

output variable being studied is 100. This will be the base point.

Also assume that the main effects for the crude pattern and the

refinery configuration are 25 and 10 respectively. This means that,

on the average, changing from a BAU crude pattern to a 50% closure of

the Persian Gulf will increase the output variable under study by 25.

Likewise a change from the 1978 refinery configuration to the 1985

refinery configuration, will on the average, increase this same output

variable by 10. If the input factors act additively, then the average

value of the output variable with both the 1985 refinery configuration

and a 50 percent closure of the Persian Gulf would be

100 + 25 + 10 = 135.

This artificial case is represented by the upper diagram in figure A-2.

Note that the quantity

(b + c -a -d)/2 = (110 + 125 -100 -135)/2 = O

i.e. there is no interaction.

Suppose that the input factors do not act additively, and the base

point of 100 and main effects are the same. Then the resulting

measurements could be described by the lower diagram in figure A-2.

The input factors are now said to interact. By convention a measure of

this interaction is

(b + c -a -d)/2=(14.5 + 160 -100 -135)/2 = 35

This is the second order interaction and is called the refinery

configuration X crude pattern interaction.

Like the main effect, the 2nd order interaction is the difference

between two averages, eight of the sixteen results being included in

one average and eight in the other. Analogous explanations are easily

constructed for all other 2nd order interaction effects.

5. A4 Higher-Order interaction effects and the Standard Error.

Similar procedures to those above can be given for deriving the third

and fourth-order interactions. Due to the similarity of response

functions it is reasonable to assume that higher-ordered interactions

are negligible and measure differences arising principally from

experimental error. Thus the mean, of the sum of squares, of these

interactions give an estimated value for the variance of an effect,

having five degrees of freedom. The square root of this value is an

estimate of the standard error.

The level of statistical significance chosen for this study was p-.01.

In order to select the statistically significant main effects and

second order interactions multiply the standard error by ti-p/2=4.032

any main effect or interaction greater than this product is considered

statistically significant.
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5. Bl Summary of significant effects

Table B-0 on the following page is a summary of all detected main effects and

2nd order interactions which were significant at the p-0.01 level. In addition

sections B2, B3 and B4 provide detailed analysis of the import bill and total

product consumption. The analysis of the remaining output variables is

straight forward and available from the author upon request. Each column and

subsection of the analysis reports on the univariate analysis of variance of

the selected output variable. No attempt was made to perform a multivariate

analysis of variance since model is completely deterministic and not

stochastic.
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B2 Analysis of the U.S. import bill

This section has been included to demonstrate the use of factorial designs

to find errors within complex computer models. A change of $21.0 billion

in the U.S. import bill due to a change in refinery configuration is

unreasonable. This result prompted an investigation into the method of

calculating the U.S. import bill and the correction of the appropriate

code. The result of the revised U.S. import bill immediately follow this

section.

There seemed to be appreciable 2nd order interactions between product

price elasticities, refinery configurations, and the crude pattern when

the model estimates the U.S. import bill. Therefore, the first two sets

of input factors had to be evaluated jointly with the crude patterns.

The two-way diagrams of figure B-l indicate the nature of these

interactions.

During a 50 percent closure of the Persian Gulf with a uniform drawdown

of 3 MMBD from the SPR, the model estimated that if the ALT set of

elasticities are correct, rather than those compiled by the contractor

(CON), the import bill will be $11,297 million less. The change in

product price elasticities had no effect on the original estimate of the

U.S. import bill in the BAU case.

In a business as usual environment, the model estimates that a change in

the refinery configurations from the 1978 configuration to the estimated

configuration in 1985 increases the import bill by $10.9 billion. With a

50 percent closure of the Persian Gulf and a uniform drawdown of the SPR

of 3 MMBD, the effect of the change in refinery configuration widens to

$21.0 billion and all levels are lower.

The SPR composition did not have a statistically significant effect when

the model esimated the U.S. import bill over the levels of input factors

tested.
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U.S. import bill in

Main Effects

2nd

Product price elasticities

Refinery configuration

Crude pattern/availability

Composition of the SPR

Order Interactions

Product price elasticities

Refinery configuration

Product price elasticities

Crude pattern/availability

Product price elasticities

Composition of the SPR.

Refinery configuration X

Crude pattern/availability

Refinery configuration X

Composition of the SPR

Crude pattern/availability

Composition of the SPR.

estimated standard error

millions of dollars

level of statistical significance

at p less than .01

* significant effects at p less than .01

Table B-3

estimate

-5648 tº

15971 &

-7340 *

558

estimate

-902

-5648 #

1258

504.1 #

839

563

787

3.146
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B3 Revised Analysis of the U.S. import bill

The previous conclusions of the import bill raised some serious questions on

the techniques used within the model to estimate the bill. Further

investigations lead to the discovery of an error within the software which

was responsible for $21.0 billion increase. The error has subsequently been

corrected and the analysis of the corrected version of the import bill

appears below.

There are perceptible 2nd order interactions between product price

elasticities, the composition of the SPR, the refinery configuration, and

the crude pattern when the revised model estimates the U.S. import bill.

Therefore, the first three sets of input factors must be evaluated jointly

with the crude pattern. The two way diagrams of figure B-2 indicates the

nature of these interactions.

During a 50% closure of the Persian Gulf with a uniform drawdown of the SPR,

the model estimates that if the ALT elasticities are correct, rather than

elasticities set CON, the U.S. import bill will be $10.6 billion less.

Under the same interruption, the effect of a totally sour SPR rather than a

totally sweet SPR will increase the import bill by $2 billion. With the

business as usual crude patterns, neither the change in product price

elasticities nor a change in the composition of the SPR has an effect on the

estimated U.S. import bill. The model estimates that upgrading the refinery

configuration decreases the import bill by $0.2 billion with a business as

usual crude pattern. During an interruption, this same upgrading may reduce

the import bill by $1.1 billion.

In comparing the revised estimate of the import bill with the initial

estimate of the import bill, two changes are most apparent. First, the

initial estimates of the import bill estimates that the average change due

to upgrading the refinery configuration increased the import bill by $16.0

billion. An increase beyond reason, especially when one expects a

reduction. The more reasonable result of an average decrease of 0.6 billion

was estimated in the revised run. Secondly, the composition of the SPR does

not have a statistically significant effect over the range of input factors

tested in the original estimate of import bill, but it does in the revised

version.
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Revised U.S. import bill in billions of dollars

Main Effects estimate

Product price elasticities -5.26 #

Refinery configuration -0.64 *

Crude pattern/availability 18.01 tº

Composition of the SPR 0.96 #

2nd Order Interactions estimate

Product price elasticities X

Refinery configuration -0. 19

Product price elasticities X

Crude pattern/availability -5.26 #

Product price elasticities X

Composition of the SPR. -0. ll

Refinery configuration X

Crude pattern/availability -0.44 *

Refinery configuration X

Composition of the SPR -0.01

Crude pattern/availability X

Composition of the SPR. 0.96 #

estimated standard error •ll

level of statistical significance •42

at p less than .01

* significant effects at p less than .01

Table B-4
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º,ll

0,1,'

l

ºl

B4 Analysis of the Total U.S. consumption of products

There are important 2nd order interactions between elasticities, the

composition of the SPR, refinery configurations, and the crude pattern

which effect the estimates of total consumption of products.

Therefore, each of the first three sets of input factors must be

evaluated jointly with the input factors representing the crude

pattern. The three two-way diagrams depicting the nature of the

interactions appear in figure B-3.

During a 50 percent closure of the Persian Gulf, the use of the ALT

elasticities rather than the CON elasticities decreases the estimated

total U.S. consumption of products by 933 MBD. Under the same

interruption, a sour SPR produces an estimated increase in the total

consumption of products by 237 MBD over use of a sweet SPR.

When using the BAU crude pattern, the model estimates that neither

variable has a statistically significant effect on the total U.S.

consumption of products.

With a crude pattern representing the BAU case, upgrading the refinery

configuration from 1978 to 1985 increases the total U.S. consumption

of products by about 22 MBD, whereas the same upgrading during a 50

percent closure of the Persian Gulf with a uniform drawdown of the SPR

of 3 MMBD decreases the total U.S. consumption of products by about

155 MBD. This is the only example in the study of a crossed pattern

and is worthy of further investigation. This crossed pattern is

contrary to anticipated results.
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The U.S. total product consumption in MMBD

Main Effects

2nd

Product price elasticities

Refinery configuration

Crude pattern/availability

Composition of the SPR

Order Interactions

Product price elasticities X

Refinery configuration

Product price elasticities X

Crude pattern/availability

Product price elasticities X

Composition of the SPR.

Refinery configuration X

Crude pattern/availability

Refinery configuration X

Composition of the SPR

Crude pattern/availability X

Composition of the SPR.

estimated standard error

level of statistical significance

at p less than .01

* significant effects at p less than .01

Table B-5

estimate

-466 ºr

-67 *

–2817 ºt

118 #

estimate

-20

-466 #

24

89 &

118 #

l6

66
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Cl Results

The corresponding, results of the experiment were:

b.

Significant differences were detected in the United States crude oil and

product import patterns associated with drawdown of the two SPR types, but

relatively little differences in the level and pattern of product demands

supplied. Of the products examined, only the consumption of residual fuel

oil was significantly effected by a change in the composition of the SPR.

Significant differences in all examined variables were detected as a result

of changing the availability of crude oil.

Changes in the refinery configuration create small, but significant effects

in several measured variables. However, changes in the refinery

configuration should not effect the recommended mix of crude oil to be

stored in the reserve since the 2nd order refinery configuration X

composition of the SPR interaction is not statistically significant for the

variables tested.

Significant differences in the pattern of US demands, for several products,

resulted from the application of the alternate sets of product demand price

elasticities. However, changes of the elasticities should not effect the

recommended mix of crude oils to be stored in the reserve since the 2nd

order elasticity X composition of the SPR interaction is not

statistically significant for the variables tested.

Recommendation

The factorial design detected errors within the US import bill and several

other output variables. It was recommended that this model be corrected before

it was put into production use.

Post Script

In addition to the procedure described in this paper, other checks of the

quality of the software were made including an analysis of the estimated

results for the year 1978 against historical data. The contractor incorporated

the recommended corrections and in the fall of 1982 the corrected model

produced results which were diametrically opposite of earlier runs.
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Nonparametric Probability Density Estimation

for Data Analysis in Several Dimensions'

David W. Scott

Rice University

Houston, TX 77.251

l. Introduction

Our purpose in this paper is to illustrate how nonparametric proba

bility density estimates, in particular the corresponding contour

curves, are a useful adjunct to scatter diagrams when performing a prel

iminary examination of a set of random data in several dimensions. For

a preliminary approach we generally want to perfor- fairly simple tasks

with free-form techniques to uncover structures and features of interest

in the data. Such procedures are often graphical and unlike summary

statistics seldom lead to much compression of the data. Tukey (1977)

presents a wealth of such procedures. One which well illustrates the

power and flexibility of these preliminary procedures is the running

median smoothing algorithm for time series data (with resmoothing of the

rough and the like). Other graphical techniques for multivariate data

are presented in Tukey and Tukey (1981).

For preliminary viewing of one-dimensional data, both scatter

diagrams and frequency curves such as histograms are widely and success

fully employed to examine clustering, tail behavior, and skewness of

*This research was supported in part by the Army Research Office

under DAAG-29-82-K-0014 and by NASA/Lockheed under P0-0200100079.
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data. For bivariate data, scatter diagrams are in practice widely pre

ferred to bivariate frequency curves. Scatter diagrams of three dimen

sional data may be realized by viewing a projection of the data on a

rotating plane represented by the screen on a computer graphics termi

mal. For higher dimensions carefully selected projections may also be

viewed, and sophisticated techniques have been developed, and are evolv

ing, for choosing good projections (Friedman and Tukey, 1974).

Apparently the success of frequency curves in one dimension has not

readily extended to higher dimensions. It is an open question as to the

number of dimensions that may be successfully visualized with a non

parametric density estimator under various conditions (sample size, for

example). It is our purpose to illustrate the power of preliminary fre

quency curves as an adjunct to viewing scatter diagrams.

2. Bivariate Data

We shall examine a data set which contains information on the

status of the coronary arteries of 371 men suspected of having heart

disease, having experienced episodes of severe chest pain. These data

have been more fully described and analyzed; see Gotto, et al. (1977)

and Scott, et al., (1978). After visual examination of the coronary

arteries by angiography, 51 men were determined to be free of signifi

cant coronary artery disease. It was of interest to compare the levels

of blood fats, plasma cholesterol and plasma triglyceride concentra

tions, between the group of 51 disease-free males and the group of 320

diseased males. The scatter diagrams of these two data sets are

displayed in Figure 1. Patients with elevated levels of cholesterol and
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Figure 1. Scatter Diagrams
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triglyceride are evident among the diseased males. This observation is

difficult to evaluate in light of the large difference in sample sizes.

However, it is unlikely that a larger sample of 320 disease-free males

would result in a scatter diagram similar to that of the 320 diseased

males.

To obtain a nonparametric density contour plot we computed a

bivariate product kernel estimate (Epanechnikov, 1969) given by

n xi-x yi

f(x,y) = ºr .# k(--) KG--) (1)
x”y i=1 X y

using a quartic (biweight) kernel

- 12 ( 1-.2x2
K(z) - 16 (1 Z ) +[-1, 1] (*) (2)

and preliminary values of the smoothing parameters given by

h; - 2. A "* where *x represents a trimmed and pooled estimate of the

standard deviation for the two groups with a similar expression for h...

Density values were computed over a grid of 150 by 90 points. When

applied to the data for the diseased males, the contour plot reveals a

striking bimodal feature, as shown in Figure 2. The contours of equal

probability are at the ten levels 0.05 to 0.95 in increments of 0.10 as

a fraction of the respective maximal modal levels. The density function

of the disease-free males could be well approximated by a bivariate Nor

mal form. Its mode coincides with the left of the two modes in the den

sity function of the diseased males.

The contour plots have helped emphasize a feature in the scatter

diagram that might have gone unnoticed. The contour plots also aid in

compensating for the difference in sample sizes. The discovery of the

bimodal feature led to formulation of a complex cholesterol-triglyceride
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i

Figure 2. Bivariate Density Contours
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interaction in the model for estimating the risk of coronary artery

disease. Clinically, the difference of 50 mg/Z between the two modes in

Figure 2 for the diseased males is greater than the reduction in

cholesterol by dietary intervention (which usually achieves proportional

reductions in the range of 10 to 15 percent).

3. Trivariate Data

The data presented in this section were obtained by processing

four-channel Land sat data measured over North Dakota during the summer

growing season of 1977 and were furnished by Dick Heydorn of

NASA/Houston and Chuck Sorensen of Lockheed/Houston. The sample con

tains approximately 21,000 points, each representing a 1.1 acre pixel,

covering a 5 by 6 nautical mile section. On each pass over an indivi

dual pixel by the Land sat satellite, the four channel readings were com

bined into a single value that measures the "greenness" of the pixel at

that time. The greenness of a pixel was plotted as a function of time

from the five passes during the growing season. Finally, Badhwar's

(1982) growth model was fitted to this curve. This model has three

parameters which are contained in each trivariate data point. The first

variable (x) gives the time the "crop" (if any) ripened. The second

variable (y) measures the approximate time to ripen. And the third
ºf

*

variable (z) measures the level of "greenness" at the time of ripening.

Although it is natural to group these data by actual type of ground

cover for classification procedures, we have not done so here.

It is not possible to present a satisfactory picture of a three

dimensional scatter diagram of these data for this article. However, on
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an AED512 terminal with 512 by 512 resolution, a projection of these

data onto the screen typically displayed only 4000 points, the rest

being "hidden" behind displayed points. Viewed from several different

angles, various shapes and features in the data were easily perceived.

Color was used to indicate the level of the variable perpendicular to

the screen.

We can present density contours of an estimate f(x,y,z). Consider

an equiprobable contour at level c : that is, consider those points

(x,y, z) satisfying the equation f(x,y, z) = c. The solution of this

equation for a smooth density estimate f is a smooth surface (or sur

faces) in R°. This surface may be displayed by intersecting it with a

series of planes displaced equal distances along the co-ordinate axes,

in the following, along only the x and y axes. In Figure 3, we display

the surface for c = 1% of the maximal mode value. Comparing Figure 3 to

the corresponding scatter diagram on the same projection plane reveals

how surprisingly little of the data space is enclosed in this contour.

In the scatter diagram our eyes focused on rays of points that seemed

interesting but represented only a small fraction of the data. Also

notable in Figure 3 is a cylindrical shape disjoint and behind the

larger surface. This feature was also clearly visible in the scatter

diagram and represents acres in which sugar beets were grown.

Apparently the method by which sugar beets are harvested leads to a

singularity in the estimation of the growth model parameters with y º 0.

Expanding the scale by a factor of 2 while retaining the same

center as in the c = 1% picture, we show the contour shapes at levels

c = 10%, 30%, and 50% of modal height. Notice how each contour shape
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Trivariate Density ContoursFigure 3.

c = 50%C = 30%
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"fits" inside the preceding one. Also observe how multimodal features

appear in this space. Three modes are shown in this sequence. On a

color graphics terminal, we may simultaneously view these and other con

tours by using different colors to draw each contour.

Again, the density plots have complemented and added to our under

standing of these data. It is easier to see inside the data cloud with

this representation and also makes rotation of the data cloud less

important.

4- Computational Considerations

A new algorithm and density estimator were developed to display the

trivariate contour plots and we hope to report on it in another paper

(Scott, 1983b). Speed is an important factor in an interactive environ

ment. The kernel method used in the bivariate case becomes excruciat

ingly slow when presented with 21,000 points in three dimensions. In

real time, a few minutes were required on a Wax 1 1/780 to compute the

bivariate kernel contours for 320 points on a 150 by 90 mesh. To gen

erate the pictures in Figure 3, we evaluated the density on a 30 by 30

by 30 mesh for 21,000 points. A straightforward kernel estimator would

have required several hours to compute!

The histogram estimator is extremely efficient computationally, but

very inefficient statistically -- and relatively more inefficient in

higher dimensions than kernel methods. One recent discovery indicates

that the frequency polygon may be a good choice of a nonparametric den

sity estimator since it is computationally equivalent to a histogram but

statistically similar to a kernel estimate (Scott, 1983a). However, the
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frequency polygon in several dimensions suffers from sensitivity to

choice of cell boundaries. The new algorithm addresses this problem and

is asymptotically equivalent to a certain kernel estimate. Other fast

preliminary estimates in one and two dimensions may be obtained by

numerical approximation of kernel estimates in place of statistical

approximation, which we prefer.

5. Where Do We Go?

We do not really know for how many dimensions nonparametric density

estimates will be useful and feasible. Scatter diagrams have been used

in a highly interactive environment to visualize nine-dimensional data

(Tukey, Friedman, and Fisherkeller, 1976). Many possible strategies may

be envisioned for using color and motion to examine data in more than

three dimensions. We expect much progress in this area. But for larger

and larger data sets requiring sophisticated analysis, we believe that

density-based methods will be both efficient and effective.
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LOGISTIC SUPPORTABILITY

One afternoon of the 28th Conference on the Design of Experiments

in Army Research Development and Testing was devoted to the

important area of Logistic Supportability. First on the agenda

was the presentation by 0TEA. It was entitled "Improving the Test

and Evaluation of Integrated Logistics Support in OT," and is

published in these proceedings in the format of a slide presentation.

The DARCOM presentation came next and carried the title

"Supportability - Requirements, Design Test and Evaluation."

Unfortunately, no printed matter was submitted for publication

concerning this address. The final presentation, "Logistic

Supportability Testing and Evaluation During 0T," was given by

TRAD0C personnel. Their report directly follows that made by OTEA.
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ABSTRACT: Army policy requires testing and evaluation of the logistics

supportability of a system in the acquisition process. The thrust is to assess

both the adequacy of system design for support and the adequacy of the support

package developed with the system. While the policy is generally sound, the lack

of a comprehensive Army methodology for test and evaluation of logistics support

ability during operational testing has weakened implementation of the policy.

Presented first is a review of the current status of operational test and

evaluation of logistics supportability. The key ingredients to effective and

comprehensive logistics supportability test and evaluation are identified. For each

ingredient, problem areas with proposed solutions are discussed, thus providing a

TRADOC perspective of where we are and where we should be.

Following the revicw is TRAD0C proposed methodology for operational testing and

evaluation of logistics supportability. All phases of operational testing are

addressed with incorporation of proposed solutions for problem areas.
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LOGISTICS SUPPORTABILITY (LOGS)

OPERATIONAL TEST AND EVALUATION (OT&E)

METHODOLOGY

1. PURPOSE. This paper provides a discussion of key ingredients, current

problem areas and proposed solutions for accomplishment of effective LOGS test

and evaluation during operational testing (OT). For the purposes of this

paper, LOGS is defined as:

Logistics Supportability (LOGS). The characteristics of the system

(materiel and crew) and the related support elements (support concept, support

materiel, and support personnel) as they contribute to the retention and

restoration of the materiel system in an operational effective status.

Therefore, LOGS is the way these three elements affect and are affected by the

materiel system.

2. Comprehensive effective OT&E of the supportability of a system can be

divided into three categories: the decision process, analysis and resources.

Within each of these categories, there are key ingredients to an effective

logistics evaluation. Below is a discussion which provides a list of dilemmas

with proposed Solutions for each key ingredient. Proposed LOGS operational

test and evaluation methodology providing specific guidance is at Annex A. It

is assumed that waivers will not be granted to any of the key ingredients.

When a waiver is granted, it becomes a dilemma in itself.

a. Decision process:

(1) Recognition of LOGS as a mission oriented issue.

DILEMMA – Decision makers often perceive operational effectiveness

and combat power issues as having higher visibility and being the most mission

oriented, therefore, are highest priority. Thus, in the battle for resources,

LOGS issues are often sacrificed, since supportability issues which require

.'.
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greater time and manpower than effectiveness or combat power.

SOLUTION - All LCGS issues must be critically reviewed by the

decision maker at each decision point with data provided showing LOGS inpact

on combat power.

(2) Acquisition schedule to accommodate effective LOGS OT&E.

DILEMMA - The acquisition cycle is decision milestone driven.

Therefore with CT following developmental tests (DT), as slips occur in DT,

the time available for OT decreases. Thus effective LOGS OT&E is compromised.

SOLUTION - Existing policies need to be enforced. Additional

policies needed are as follows:

(a) When slip occurs in critical program milestones (e.g. DT start

or complete), subsequent milestones will be slipped accordingly.

(b) When critical LOGS elements (e.g., system peculiar Test

Measurement Diagnostic Equipment (TMDE) and generators, DS and GS support

package, etc.) will not be tested in OT II of the system, OT II testing of

these Support items will be accomplished prior to their type classification.

This currently happens for training devices since they have a separate

requirement document. However, other items encompassed by the system

requirement document do not undergo this necessary testing.

(3) Test and logistics test resources waivers held to a minimum.

DILEMMA - Current waiver procedures are confusing. Policy (AR 71-3,

AR 700–127, etc.) provides a myriad of waiver approval procedures and

authorities dependent on resource, test, and system category of concern and

situation. Procedures and guidelines are not clear or consistent for all

Situations.

SOLUTION - Have only one procedure for waiving tests and test

resources with well defined procedures and guidelines.
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b. Analysis.

(1) LOGS OT&E methodology understood and consistently applied across the

Army community.

DILEMMA - There is no DA published baseline methodology on LOGS OT&E

to guide and harmonize the community. Recently drafted DA pamphlet on

supportability test and evaluation provides broad OT guidance but refers to AR

71-3 and DA Pam 71–3 for specifics. These specifics have not been

incorporated. TRADOC developed and implemented a detailed methodology in

coordination with all the Army community in 1977. However, this methodology

has not been since updated or sanctioned for all to use by DA.

SOLUTION - A methodology be developed and incorporated in a DA

pamphlet.

- (2) Critical supportability issues and criteria clearly and appropriately

defined.

DILEMMA - Issues and criteria have not effectively encompassed

operational readiness of system and logistics burden emplaced by system.

SOLUTIONS:

(a) Set three critical LOGS issues, (1) operational readiness, (2)

logistics burden, and (3) *system support package deficiencies.

*System support package (SSP) - A composite package of support elements in

initial issue quantities for a materiel system in the operational (deployed)

environment. For OT it is a combination of test support packages provided by

materiel, combat and training developers. At CT II content is scaled

commensurate with the force slice being played to evaluate organizational,

direct Support and general Support capabilities.
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(b) Insure requirements documents provide a Sound basis for defining

critical criteria.

(3) Appropriate evaluation techniques defined and available.

DILEMMA - Current methodologies in TRADOC or DARCOM have not provided

analytical techniques for establishing logistics burden criteria and

evaluating operational readiness or logistics burden achievement.

SOLUTIONS:

(a) Provide modeling and analysis routines for developing criteria

for logistics burden. Recently published TRADOC/DARCOM Pam 71–11 provides

techniques for developing system readiness objective (SRO) requirements which

also apply to criteria.

(b) Provide modeling and analytical routines for evaluating

achievement of readiness measures and logistics burden.

(c) Computerize modeling and analytical routines and make available

to all OT issue-criteria developers, testers and evaluators.

c. Resources.

(1) Operator, crew, maintenance and supply personnel in the appropriate

Specialty and trained as planned when fielded.

DILEMMA - Same as addressed for decision process key ingredients.

SOLUTION - Same as addressed for decision process key ingredients.

Conduct of OT I is critical to determining personnel skill and training

requirements for development during following phase.
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(2) System and support gear (hardware and *Software) suitably mature for

test.

DILEMMA - Same as addressed for decision process key ingredients.

SOLUTION - Same as addressed for decision process key ingredients.

Conduct of OT I is critical to identifying materiel system and support gear

deficiencies for improvement during next phase so that sufficiently mature

items are provided for OT II.

(3) Sufficient slice of the force to place proper logistics demands on

the support structure.

DILEMMA - OT test players and data collectors are provided from

active FORSCOM units which have other missions thus constraining their

availability for test.

SOLUTIONS:

(a) The evaluator must utilize to the maximum other data sources.

(b) Work with DT testers to incorporate representative trained

troops in their test as maintenance personnel or perhaps have DT off system

repairables shipped to the OT site for maintenance.

(c) Work with materiel developers to have representative trained

troops used in their logistics demonstrations and PTEAR.

(d) Require both OT II and FOE be performed on a routine basis and

combine data sets to degree possible for a more comprehensive evaluation prior

to fielding.

*Support Software – Includes entire set of programs, procedures, and related

documentation such as technical manuals and computer programs necessary for

supply, maintenance and training.

*** w
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(e) Evaluation models addressed above must provide for expansion

beyond the unit and support structure sizes tested to provide a representative

Slice of force structure.

(f) Consider combining several small scale OT occurring in same year

into a Single larger scale test.

(g) Explore use of DA sample data collection program, National

Training Center (NTC) and field exercies (e.g., REFORGER) to expand

supportability data base during initial fielding.

(4) Sufficient test time to properly exercise the critical support

elements.

DILEMMA - While our test guidelines use RAM as a standard for

determining the test length, there is no assurance that all critical LOGS

elements will be functioned, including both *primary and **secondary logistics

Systems.

SOLUTIONS:

(a) Have simulated maintenance during OT such that a suitable

percentage of critical tasks are accomplished at each maintenance level

through GS.

(b) Conduct sample data collection programs on a routine basis with

initial fielding and provide results to OT evaluators and testers.

*Primary support system - Personnel, maintenance and supply system which

responds directly to the materiel system under consideration.

**Secondary support system — Maintenance and supply system which responds to

the primary support system.
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(c) Same as (f) for key ingredient concerning force slice.

(5) Adequately defined and implemented tactical scenario and support

concept for test.

DILEMMA - Test support packages provided by materiel, combat and

training developers for OT are often incomplete or do not properly define

scenario and support concepts.

SOLUTIONS:

(a) Improved quality control of support packages.

(b) Improved waiver approval procedures as described above for the

decision process key element.

(c) Readiness for test reviews conducted and results brought to

decision makers attention.

(6) Effective data collection system to satisfy issues and criteria.

DILEMMA - Data collection system is fragmented due to lack of

standardization, coordination, and communication across the Army OT community

resulting in duplicated efforts.

SOLUTIONS:

(a) Use all data sources.

(b) Simulated maintenance actions during OT.

(c) Develop a standard set of programs for OT to assess repair parts

and POL consumption, stock number analysis of tools, TMDE, and special

equipment, assess off-line recoverable repairables and training, and

validating and verifying manuals, and maintenance allocation charts. ADP

resources should be used to the maximum degree for this methodology.

- (d) Obtain from Soldier Support Center the profile of the

qualifications for MOS test player personnel. This is very critical when a

small personnel sample is being used since it is possible to obtain people not
*:
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in the profile but having the MOS.

(e) Data collectors should be carefully chosen and trained with

specific skills and therefore, they would not solely perform the function of

data collection but be a system evaluator.

(7) Personnel adept and qualified in logistics supportability on both the

test and evaluation teams as well as in those agencies responsible for

defining the issues and criteria.

DILEMMA - Probably the most serious deficiency in LOGS testing and

evaluation is the lack of trained logistics testers and evaluators. Not only

are individuals assigned to a testing or evaluation agency without training in

techniques of testing or evaluation, but they are not trained in the Specific

area of logistics Supportability.

SOLUTION - Match SC personnel with the system to be tested and train

them in LOGS management techniques, LOGS quantitative techniques, and

logistics support analysis. These courses are readily available and should be

mandatory for all logistics testers and evaluators prior to assignment.

Likewise, civilian logistics test and evaluation personnel need similar

training.

3. CONCLUSION.

In conclusion, the current regulation guidelines provide a system for

addressing LOGS issues; however, total adequacy of LOGS evaluation is resource

dependent and trade-offs generally reduce the credibility of operational test

results for logistics support, and unless these problems are solved, the

perception of inadequate LOGS testing and evaluation will persist.
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ANNEX A

TEST AND EVALUATION

LOGISTICS SUPPORTABILITY (LOGS) IN OT

1. INTRODUCTION. The test and evaluation of logistics supportability is

addressed in numerous test related documents within the US Army. One of the

dilemmas main addressed in the paper is that there is no DA operational test

and evaluation procedure documented and/or implemented to assure that

logistics is comprehensively evaluated. The methodology proposed herein to

fill this Dept of the Army void is a refinement of the methodology developed

by and presently being used within TRADOC. It is assumed that the remaining

dilemmas discussed in the main paper have been resolved.

2. DEFINITIONS. For the purposes of this methodology, the following

definitions apply:

º

a. Logistics Supportability (LOGS). The characteristics of the system

(materiel and crew) and the related support elements (support concept, support

materiel, and support personnel) as they contribute to the retention and

restoration of the materiel system in an operational effective status. :

Therefore, LOGS is the way the three elements, support concept, support

materiel and Support personnel, affect and are affected by the materiel

System.

b. System Support Package (SSP). A composite package of support elements

in initial issue quantities planned for a materiel system in the operational

(deployed) environment. For OT it is a combination of test support packages

provided by materiel, combat and training developers. In its preliminary

form, it is provided before and evaluated during developmental and operational

testing and evaluation to validate the organizational, direct support, and
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general Support maintenance capabilities. For logistic supportability

testing, it normally includes:

(1) Support and test equipment.

(2) Trained personnels (including the training programs, materials,

devices, and ammunition needed to develop those skills).

(3) Supply support.

(14) Technical logistic data.

(5) Facilities.

(6) Computer resources.

(7) Maintenance support.

(8) The logistics concept.

c. Primary Support System. Personnel, maintenance and Supply system

which responds directly to the materiel system.

d. Secondary Support System. Maintenance and supply system which

responds to the primary support system.

e. Logistics Support Concept. The overall "how" the logistics system is

set up and administered to support the materiel system. The support concepts

provide the organizational structure and responsibilities for accomplishing

the maintenance and supply functions at each level. This includes the

identification and allocation of hardware, software and support personnel to

each Supply and maintenance level.

f. Logistics Support Materiel. Those hardware and Software items needed

for Supply, maintenance and training Support. Logistics Support hardware

includes, test measurement and diagnostic equipment, special and common tools,

repair parts, resupply and rearm vehicles, training devices and similar

equipment assigned to supply, maintenance and training units. Logistics

support Software includes the entire set of programs, procedures, and related

465



documentation such as technical manuals, lubrication orders, computer

programs, etc., necessary for maintenance, supply and training.

g. Logistics Support Personnel. Selection criteria and training required

for operator, crew, maintenance and supply personnel. Personnel Selection

entails definition of duty requirements and the skills and characteristics

needed to retain the system in or when failure occurs, restore it to an

operationally effective condition. The amount and type of training is a

function of the system complexity and the designated military occupation

specialty (MOS).

h. Materiel System. Mission item being acquired for which LOGS is to be

evaluated. Characteristics include all factors of design which affect

logistics support. Examples are, design for maintainability, human factors

and safety affect the efficiency and speed of maintenance operations.

Hardware requirements for special handling, training devices, frequency of

calibration, TMDE, transportability, resupply equipment affect end item

logistics. Design for standardization within the Army and rationalization,

standardization and interoperability (RSI) with other Services and NATO is

also considered.

3. EVALUATION PROCESS. To assure that a materiel system in the acquisition

cycle can be fully supported when fielded, logistics supportability

assessments should be conducted during every phase of the acquisition cycle.

Geniune logistics Supportability assessments do not just happen as a result of

operational testing. Evaluation planning is key to timely and effective

operational LOGS assessment as with any other system performance parameter.

The first step in the evaluation process is the identification of issues with

associated criteria which must be addressed by the decisioin milestone of the

*::::

*:::
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acquisition cycle. The combat developer or training developer provides the

issues and criteria to the evaluator. Subsequently, the evaluator must

identify, for a given program, the evaluation approach or methodology, the

analysis to be performed, the data required and the Sources of the data. This

evaluation planning information is documented in the independent evaluation

plan (IEP). Required operational tests (OT) are performed by the tester.

Once the required data becomes available, the evaluator performs the

prescribed analyses to evaluate each issue and develop his overall assessment

of the system and testing done to date. Hence, evaluation of LOGS involves

the following steps:

a. Identification of critical issues and criteria.

b. Evaluation planning.

c. Perform studies/conduct testing/collect data.

d. Evaluation.

4. ISSUES AND CRITERIA. The first step in effective LOGS evaluation is

identification of issues and criteria which must be addressed and data

provided for an adequate resolution by time of the decision milestone. There

are three critical Supportabilitiy issues to which decision makers need

answers before making the production decision as follows:

a. Does the system, when supported in accordance with the approved

logistics concept, achieve required operational readiness?

This issue examines both the design of the system for effective

support and the ability of the support system to rapidly respond to the system

need for maintenance. Operational availability or other system readiness

objective (SRO) measure will be the principal criteria for this issue.
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TRADOC/DARCOM Pam 71–11 provides guidance on development of these values and

also may be used for guidance in evaluating the SR0.

b. Does the system impose excessive burden on any of its support

elements?

This issue examines demands placed on critical support elements and

resources required and available to meet these needs. Unit quantity rather

than single system support burden is of dominant concern. In those cases

where the SRO (issue "a" above) is not achieved, two levels of evaluation will

be made. One is the resources required for the achieved SRO. The other is

estimated additional resources necessary to achieve the required SRO.

Criteria will include measures such as: 2 MOS XX man-years at organizational

level and 2000 gal MOGAS per day.

c. Are there any deficiencies in the system support package?

This issue examines the completeness, appropriateness, accuracy, and

adequacy of logistic elements in the test support packages provided for OT.

This issues is subdivided into four key areas which encompass the AR 700–127

Integrated Logistics Support elements of concern. These four areas are

logistics concept, support materiel, support personnel and materiel system

characteristics. Criteria for this issue are generally subjective requiring

judgment or direct observation by testers. For example, maintenance tasks and

resources allocated at proper level.

d. Issue and criteria dendritic. A complete dendritic of the three

issues is provided at Appendix A.

5. EVALUATION PLANNING.

:
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a. Materiel Acquisition Phases. To assure that a materiel System in the

acquisition process can be effectively supported when fielded, Supportability

assessments occur during every phase of the acquisition process. However,

OT&E evaluations occur in three phases with emphasis as follows:

(1) Demonstration and Walidation Phase. DT I and OT I are conducted

during this phase using advanced development, breadboard or brassboard

prototypes. Generally, contractor or developer taining is provided and

concentration is on the developmental system. Early doctrine, organization

and logistic concepts are available. Generally, there is competition between

alternative system concepts to continue to next phase. The evaluation focus is

On :

(a) Analyses of supportability merits of the competing system.

(b) Identify system and support concept modification needed.

(c) Identify special requirements for personnel, TMDE, and training to

Support development in the next phase.

(d) Refine OT I issues and criteria and identify any new ones for OT II.

(2) Full Scale Engineering Development Phase. This is the phase leading

to full production decision with that rare exception where Low Rate Initial

Production (LRIP) is authorized. DT II and OT II tests occur. Answers to the

three critical issues (readiness, burden and system support package) are

needed.

(3) Production and Deployment Phase. Evaluation conducted in this phase

concentrates on answering unanswered or unresolved issues and verification of

support deficiencies from the previous phase.

b. Analytical methods. For each phase of the materiel acquisition

process, once the LOGS issues and criteria have been finalized, the next step
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is to establish the evaluation scheme to ascertain the analyses techniques to

be utilized and and identify the data requirements and sources.

(1) Operational Readiness. Readiness is a function of system

utilization, maintenance requirements and administrative and logistics

downtime. Normally, the readiness parameter for Army systems will be

operational availability. The equation for operational availability is as

follows:

OT + ST

Ao =

OT + ST + TCM + TPM + TALDT

Where:

OT = operating time during a given calendar time period.

ST = Standby time (not operating, but assumed operable) during that

period.

TCM = Total corrective maintenance downtime in clock hours during that

period.

TPM = Total preventive maintenance downtime in clock hours during the

OT period.

TALDT = Total administrative and logistics downtime spent waiting for

parts, maintenance personnel, or transportation during the time stated period.

Furthermore, TALDT is a function of (1) operational mission reliability, (2)

percentage of operational mission failures requiring parts, (3) probability of

required part being on the Prescribed Load List and Authorized Stockage List,

(!!) probability of required parts being in stock and (5) delay times

encountered at various levels of maintenance. Predicted values of the above

parameters are used to develop the Ao value. Once the system is sufficiently
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matured and the logistics support developed, actual system data may replace

predictions to give a better quantitative estimate of the equipment and the

Support system to achieve the SRO. Although Ao cannot be measured directly in

an operational test, testing can generate data on the maintenance requirement,

operational mission reliability, percentage of operational mission failures

requiring parts, and the probability of required parts being on the Stockage

lists at various levels of maintenance. Substituting this data and utilizing

the remaining data used in developing the requirements, one could develop a

more valid estimate of the SRO. Sensitivity analysis could indicate needed

improvements such as the pay off for improving logistics support

characteristics of the system or refining the PLL or ASL.

(2) Logistics burden. The purpose of these analyses is to determine the

strengths and weaknesses of planned support. Basically, maintenance, supply

and transportation demands placed on the support system are compared against

the the resources provided in the planned support system. Consider the

examples at Appendix B as follows

(a) In the manpower analysis example, although the reliability

requirement is nearly met, the reliability degradation translates into

approximately three times as many failures as projected. Accordingly, if no

reliability improvement is obtained, an additional 13 maintenance personnel

will be required to support the system.

(b) In the fuel consumption analysis, meeting half the criteria for fuel

consumption translates into double the requirement tankers, bladders and

manpower Supporing at the resupply point than programed for the System.

Without redesign or adding these needed assets, a fifty percent reduction in

operational readiness (i.e., operational availability) will result.

(c) The TMDE analysis demonstrates how the difference between force slice
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tested and to be supported in the field impacts burden. While no problem with

queing at the TMDE device was observed in test, considering the force slice to

be fielded shows a queing problem will result. The analysis also suggests how

consideration of combat losses can impact the analysis conclusions. While the

first analysis concludes operational readiness (i.e., operational

availability) will be significantly degraded because of the queing problem,

considration of combat losses may result in determining the allocation of TMDE

adequate. Expected systems lost in the first three days of battle could

remove the queing problem.

(d) At present there is no documentation or regulatory guidance requiring

a specific logistics analysis to be performed. It would also be beneficial to

document in future DA pamphlets several examples of typical maintenance,

supply and transportation burden analyses. However, it should be realized

that there is no "cookbook" method; evaluations and analysis techniques must

be tailored to the specific system. Analytical techniques should be kept

simple and provide timely response. Modeling such as Maintenance and

Logistics Analysis (MALA) analysis is too complex and not responsive.

(3) Support Package Deficiencies. Test support packages provided by the

materiel, combat and training developers define the support structure and its

operation and provide the personnel, materiel and Software upon which it

functions. Errors and inadequacies are generally found in these elements

during conduct of test. Subjective analysis is then made of these errors and

inadequacies to determine their level of severity with regard to functions of

the Support system. Further, because of acquisition program constraints or

strategy, elements may not be available at time of test. These must be

identified and assessed as to impact on other areas. These deficiencies may

or may not have impact on operational readiness or logistics burden analysis

:::::

472



above. For example, unnecessary tools would not affect either, where as,

inability to transport in C130 or C141 aircraft affects burden due to

commitment status of C5A aircraft. The analysis should result in

categorization of the errors and inadequacies as follows:

(a) Significant deficiency – makes system unacceptable for deployment or

correction involves more than the most routine engineering. Verification of

correction needed prior to full production decision.

(b) Other deficiency - impacts system supportability but does not

constitute a significant deficiency. Verification of correction required

before or at time of initial fielding.

(c) Shortcoming — doesn't significantly impact system supportability but

correction should be made if possible. Werification of correction not

required.

c. Data Sources. Once the issues and criteria have been defined together

with analysis techniques for their evaluation, the next step is to identify

data Sources from which appropriate data can be obtained to support the

evaluation planned. Potential Sources include but are not limited to the

following:

(1). OT will be the dominant data source for the independent operational

evaluation of supportability. OT is conducted with representative user

operators, crews and units in as realistic an environment as possible.

Operations are tactical scenario driven. The support system (personnel,

equipment, software, procedures and organization) is as close as possible to

that for the system when fielded. However, because of limitations, other

sources should be investigated to determine if they provide a realistic Source

for data not achieveable in the OT.

(2) Consideration should be given to the possibility of combining several
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OT scheduled to occur in the same year into a single large Scale test. This

may allow for a longer test with less total impact on FORSCOM resources. The

larger force slice for test would provide a more realistic evaluation of the

total support structure when fielding occurs.

(3) DT, while a technically oriented test, can provide data of benefit to

the OT evaluation. Some areas include transportability analysis, TMDE and

calibration equipment functional accuracy and reliability, RSI compatibility,

component interchangeability, and technical accuracy of documentation. Data

on hardware failure frequency which places demands on the Support System can

also be provided. However, because of differences in technical and

operational environments, demands may be significantly different from the OT.

It may be possible to bring in trained representative troops to perform

maintenance tasks in DT which because of test duration are not expected to

occur in OT. Likewise a possibility exists to have DT ship off system

repairables to OT for repair. Thus, DT can fill an OT data void on personnel

Selection, training, manual and support equipment adequacy, human factors and

System maintainability, for those tasks.

(4) FDTE are user tests conducted to address issues concerning doctrine,

organization and training. Some are conducted on systems during the

acquisition process. As such, these may be appropriate data Sources for

issues concerning the logistics concept, personnel selection or training.

When conducted, these may expand the OT data base.

(5) Logistics Demonstration (LD) and Preliminary Teardown Analysis

(PTEAR) conducted by the materiel developer may also be a valid source similar

to DT. The LD is a Special experiment to address technical logistics issues

not satisfied by other tests. The PTEAR provides data on manual accuracy by

actually going through the procedures and performing the various maintenance
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tasks on the system.

(6) Skill Performance Aids (SPA) verification is conducted by the

training developer on those systems requiring SPAS manuals. Readability is

determined by using a statistically valid sample of the representative MOS

soldiers to use the manual. For other manuals, desk audits are performed by

the combat and training developers. Conducted before OT II, these efforts

serve to assure manuals received are more mature and representative of that to

be fielded. Conducted after the test, they may serve to verify correction of

manual deficiences found in test.

(7) Sample Data Collection Programs are conducted by DARCOM commands

responsible for readiness. As new systems are fielded, data collection teams

monitor the system and collect specific data as defined in a data collection

plan. These programs vary in length from six months to in excess of one year.

These are good data sources for further expansion of the LOGS data base.

Opportunity to submit data elements and other involved in this effort is

available through DARCOM.

(8) The National Training Center (NTC) may be a valid data source for

Supportability evaluation during early fielding. Data collected from this

Source would provide for evaluation of supportability under varied tactical

Scenarios. It should be noted that NTC is not to be a data collection agency.

However, it may be possible to obtain supportability dat they routinely

collect or to find work around Solutions through coordination with NTC staff.

(9) Field exercises such as REFORGER may also provide valid source for

Supportability data during initial fielding. This source should be explored

to determine ability to provide suitable supportability data either through

their routine data collection or special collection effort such as could be

funded by an FDTE.

475



6. OPERATIONAL TEST (OT).

a. General.

(1) OT provides the mechanism where all the key supportability elements

are brought together with the materiel system under conditions of employment

most representative of that expected when fielded. These user tests are

conducted during specific phase of the materiel acquisition process for

systems to support scheduled decision reviews. Tests are scheduled to occur

after sufficient developmental testing (DT) is done to demonstrate required

technical maturity of the system and its support elements. As such, OT

provides the "proof of the pudding" for operational effectiveness and

suitability (including supportability) of the system. For the purposes of

this methodology, follow-on evaluation (FOE) is considered to be an

operational test, although not So named.

(2) Testing LOGS can only be accomplished to the degree that the various

elements reflect the anticipated application in the field. In this respect,

the maturity of test support packages and the test prototype will determine

the extent to which the logistics elements can be implemented/exercised and

valid data generated. The test support packages define the logistics concept

for Supporting materiel. All elements (hardware, software and personnel)

should be exercised in a realistic environment as possible to include

implementation of the support concepts as defined by the logistics concept to

obtain logistics Supportability data.

(3) Typically, there are three phases during which operational testing

can occur to validate the supportability of the system in the acquisition
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cycle. These are Demonstration and Walidation Phase (OT I), Full Scale

Engineering Development Phase (OT II) and Production and Deployment Phase

(FOE). The latter two phases (OT II and FOE) are when system and support

maturity are such that comprehensive and effective LOGS testing should be

achieveable. However, the first phase (OT I) is vitally important to aiding

the materiel, combat and training developers in delivering this mature System

and support in the latter stages. It is here that the system and Support

concept is first introduced to the environment (operational procedures,

people, associated equipment, organization and battlefield conditions) in

which it must operate and be supported.

b. Testing Guidelines:

(1) OT I. The thrust of OT I testing is to provide data upon which a

mature system and support elements can be developed and provided in the

following phase. Changes in the logistics System and materiel design are most.

cost effective when identified early. As with all testing, the OT I responds

to those issues and criteria assigned by the evaluator in determining the data

needs and sources. Guidelines for testing in this phase are as follows:

(a) Number of Systems - Since they will be immature (i.e., breadboard,

brassboard, advanced development prototype), quantity is not generally

critical. However, consideration must be given to doctrine and organizational

concepts. For many systems, one or two prototypes will be sufficient, while

others may require 5 to 10 in order to establish interface (e.g.,

communications systems).

(b) Employment - System should be introduced into assigned unit and

operated in accordance with preliminary doctrine, organization, mission

profile, and tactical scenario concepts.
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(c) Length of Test - Based on tentative RAM requirements should provide

sufficient iterations to validate mission profile, and failure

definition/Scoring criteria and operation by a sufficient sample of operators

and crews (i.e., "as much as possible".

(d) Logistic Concept - Preliminary concept should be implemented.

(e) Logistics Support Materiel - Draft manuals, tools and test equipment

should be provided at organizational level of maintenance. As much support

materiel as possible should be provided to address DS support (especially for

critical DS maintenance tasks). GS tasks should be observed for their

complexity and equipment requirements.

(f) Logistics Support Personnel - User personnel of the planned MOS will

be used for operator and organizational maintenance (DS level if possible).

Training will generally be contractor or developer provided.

(g) Readiness to Test Reviews – The OT test agency reviews the SSP

elements, operational test readiness statements (OTRS) and safety release

prior to start of test. When deficiencies are found such that critical issues

(including LOGS issues) cannot be addressed, decision makers are informed with

recommended course of action.

(h) Obtain from Soldier Support Center, the profile of the qualifications

for MOS test player personnel.

(i) Specific skill requirements should be identified to agencies suppling

data collectors. These skills along with training should provide an

individual who doubles as data collector and on spot logistics evaluator.

(2) 0T II. This is normally the final test prior to the full production

decision, therefore, comprehensive testing of the logistics system should be

accomplished. Guidelines are:

(a) Number of Systems - At least three (3). Doctrine and organization

.::

*::

':.**wu

-

::
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may demand more for employment purposes.

(b) Employment – Tactical scenario oriented employing system in

accordance with approved doctrine, organization and mission profile.

Generally includes force-on-force combat operations.

(c) Length of Test - Based primarily on RAM and scheduled maintenance

requirements as follows:

l. A minimum of three test items will each accumulate test time equal to

at least 1.5 times the minimum acceptable value (MAW) for reliability and

operate past the Scheduled organizational, DS and GS maintenance points.

2. Total test time will be sufficient for statistical decision risk

levels specified in the IEP.

3. Perform simulated maintenance actions as needed to accomplish 100% of

organizational tasks, 60–75% of DS and 1,0–60% of GS when combined with tasks

required in test.

*(d) Logistics Concept - Fully defined and implemented through GS level of

Supply and maintenance.

*(e) Logistics Support Materiel — All logistics support hardware and

software should be available and utilized.

*(f) Logistics Support Personnel - All operator,maintenance and supply MOS

personnel selected and trained in accordance with the TRADOC approved training

program.

(g) Materiel System Characteristics - Prototype of sufficient maturity

that characteristics that impact logistics represent design to be fielded.

(h) On system and off system replace and repair data will be collected.

(i) Readiness to Trest Reviews - The OT test agency reviews the SSP

elements, operational test readiness statements (OTRS) and safety release

prior to start of test. When deficiencies are found such that critical issues
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(including LOGS issues) cannot be addressed, decision makers are informed with #'.

recommended course of action. ****

(j) Obtain from Soldier Support Center, the profile of the qualifications

for MOS test player personnel.

(k) Specific skill requirements should be identified to agencies Suppling

data collectors. These sills along with training should provide an individual

who doubles as data collector and on spot logistics evaluator.

*These areas should be the same as that planned for initial fielding except

preculiar spare parts actually available may be reduced below stockage levels

as long as developer is in a position to timely resupply to keep test on

schedule. Example, if contractor support at DS and GS levels is planned for

first three years fielded, then the test should include DS and GS by

contractor and not the Army standard system. Likewise, if the standard Army

system is to be used when first fielded, that is the system to be employed in

the test.

(3) OT IIA, OT III and FOE. Theses tests answers those issues and

criteria not addressed or unresolved during and verifies correction of

deficiencies found in OT II. Therefore, the guidelines are the same as for OT

II when LOGS critical issues apply.

7. EVALUATION. Once testing is completed and data gathered from other

Sources, the evaluation can be completed. Analyses as planned in the IEP

should be conducted. The evaluation should consider each issue for both

positive and negative impacts. Changes to the logistics and materiel systems

are almost inevitable. Any suggested changes should be thoroughly examined,

since Solving one problem often creates another. Conclusions addressing the
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overall satisfaction with logistics should be stated and viable alternatives

should be proposed where appropriate. The impacts of any deficiencies or

proposed changes should be quantified.
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APPENDIX B

LOGISTICS BURDEN ANALYSIS EXAMPLES

1. MANPOWER.

2. PETROLEUM, OIL AND LUBRICANTS (POL).

3. TEST MEASUREMENT AND DIAGNOSTIC EQUIPMENT (TMDE).
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MANPOWER ANALYSIS EXAMPLE

Density - 6000 Items

Mission Length - 12 Hours

Combat Usage Rate - 2400 Hrs/Year

Rel MTBF Failure/Years

Rqmt .97 500 l!.8

Data .93 175 13.7

Increased burden increases in Failure/Year 8.9

Additional Failures/Years - 6000 Items X 8.9 = 53, 1100 Failures/Year

2 Manhours/Failure X 53, 100 Failure/Year = 166, 100 Manhours/Year

EQUIVALENT to additional 13 Repairman

Further analysis could be performed to determine the level(s) of maintenance

(i.e., MOS) at which the shortage occurred. Addtionally, this shortfall may

also indicate the need for additional tools, TMDE and in the case of contract

team, vehicles.

492



Data Required for Unit Demand Analysis

ITEM

POL CONSUMPTION PER SYS

MISSION LENGTH

NO. OF GEN IN UNIT

FUEL TANKER CAP

Unit Demand Analysis

SOURCE

OPERATIONAL TEST

OPERATIONAL

MODE SUMMARY

ORGN CONCEPT TSP ELEMENT

TOE AND TANKER

DESCRIPTION

10 GAL/HR X 21, HRS/DAY = 21.0 GAL/DAY/SYSTEM

240 GAL/DAY/SYSTEM X 20 SYSTEMS/UNIT = 1,800 GAL/DAY/UNIT

1,800 GAL/DAY/UNIT : 600 GAL/TANKER = 8 TANKER LOADS/DAY/UNIT

5 GAL/HR/SYSTEM, 21.00 GAL/DAY OR 1 TANKER LOADS/DAY/UNIT

ISSUE CRITERIA NOT MET: ACHIEVEMENT WAS TWICE THE CRITERIA THUS

ANALYSIS OF IMPACT ON POL STORAGE FACILITY

POL BURDEN EXAMPLE

GENERATOR SET XYZ

DESCRIPTION

10 GAL/HR

21, HR/DAY OPN

2O GENERATORS

600 GAL

Criteria

IS NEEDED
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POL BURDEN EXAMPLE (CONT)

Additional Data Required for Storage Facility Impact Analysis

ITEM

TANKER TURN AROUND TIME

NO. OF UNITS SUPPORTED

STORAGE BLADDER CAP

TANKER OPERATIONAL

AVAILABILITY

REQUIRED SUP ON HAND

MANPOWER STD-BLADDERS

TANKER

DESCRIPTION SOURCE

l, HRS OPERATIONAL TEST

10 UNITS LOG CONCEPT ELEMENT OF

TEST SUPPORT PACKAGE

10,000 GAL TOE & ITEM DESCRIPTION

80% FIELD OFERATIONAL

READINESS REPORTS

20 DAY STORAGE FACILITY STD

3 OPERATORS/10 BLADDERS ITEM DESCRIPTION TOE

l, OPERATORS/TRUCK ITEM DESCRIPTION

(I.E., 2 CREWS FOR 24 HRS)

Supply Facility Impact Analysis

NUMBER OF TANKERS:

8 TANKER LOADS PER DAY X 10 UNITS SUPPORTED = 80 TANKER LOADS/DAY DEMAND

24 HR/DAY : l; HR TURNAROUND TIME/TANKER = 6 TANKER LOADS/TANKER/DAY

80 TANKER LOADS/DAY REQUIRED : 6 TANKER LOADS/TANKER/DAY = 13 1/3 TANKERS REQUIRED

13.3 TANKERS REQUIRED X 1.2 OPERATIONAL AVAILABILITY FACTOR = 16 TANKERS REQUIRED IN UNI

(3 ARE DX SUPPLY ITEMS IN UNIT)

NUMBER OF BLADDERS REQUIRED:

4,800 GAL/DAY/UNIT X 10 UNITS = 18,000 GAL/DAY/SUPPLIED

48,000 GAL/DAY/SUPPLIED X 20 DAY SUPPLY REQUIRED = 960,000 GAL STORAGE REQUIRED

960, 000 GAL STORAGE REQ : 10,000 GAL BLADDER CAPACITY = 96 BLADDERS REQUIRED

§
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MANPOWER REQUIRED:

13 TANKERS OPERATION X l; OPERATOR/TANKER = 52 TANKER OPERATORS

96 STORAGE BLADDERS : 10 BLADDERS/3 PEOPLE X 3 PEOPLE = 29 BLADDER OPERATORS

TOTAL MANPOWER = 81 PERSONS REQUIRED

Additional Resources Required from Not Having Met Criteria

ACHIEVEMENT WAS TWICE THE CRITERIA, THEREFORE, TWICE AS MANY RESOURCES

REQUIRED AS WOULD HAVE BEEN IF CRITERIA HAD BEEN MET. THUS ADDITIONAL

RESOURCES ARE:

TANKERS = 8 BLADDERS = l;8 MANPOWER = 10

IF THESE RESOURCES ARE NOT ADDED, ONLY 1/2 OF THE TOTAL FLEET WILL BE

MAINTAINED COMMITABLE WITH FUEL OR WILL BE ABLE TO OPERATE 1/2 THE 21, HR DAY.

WHILE OPERATIONAL AVAILABILITY (Ao) DOES NOT INCLUDE MEASUREMENT OF FUEL

AVAILABILITY, THIS LACK OF RESOURCES CARRIES THE SAME IMPACT ON Ao AS

MAINTENANCE REQUIREMENTS. IN EFFECT, THE Ao FOR THIS GENERATOR IS 50%. BEFORE

MAINTENANCE BECOMES INVOLVED TO FURTHER DEGRADE Ao. 1/2 THE REQUIRED FUEL

RESERVE WILL BE AWAILABLE.

The Secondary Logistics System

ALTHOUGH NOT ANALYZED, IF THE ADDITIONAL RESOURCES ARE ADDED, THEN IT WILL

HAVE THE IMPACT OF DOUBLING MAINTENANCE AND SUPPLY RESOURCES REQUIRED TO

SUPPORT TRUCKS AND BLADDERS FOR POL SUPPLY TO THE GENERATOR.
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TMDE UTILIZATION EXAMPLE

Data Required

ITEM DESCRIPTION SOURCE

NO. OF SYS TO BE SPT/UNIT 200 TOE

NO. OF SYS SPT IN TEST l! OPERATIONAL TEST

DAILY UTILIZATION TIME (TMDE) 2 HRS/DAY OPERATIONAL TEST

AO FOR SYSTEM .90 OPERATIONAL TEST

AO FOR TMDE .80 DEVELOPMENTAL &

OPERATIONAL TEST

NO. OF TMDE IN TEST 1 OPERATIONAL TEST

NO. OF TMDE PLANNED FOR UNIT l; TOE

Utilization Analysis

AVERAGE UTILIZATION PER SYSTEM:

2 HR/DAY : l; SYSTEMS TESTED = 1/2 HR/DAY/SYSTEM

200 SYSTEMS IN UNIT X .90 AVAILABILITY FACTOR = 180 SYS OPERATIONAL/DAY/UNIT

180 SYS OPERATIONAL x 1/2 HR/DAY/SYSTEM = 90 HR/DAY TMDE UTILIZATION

TMDE REQUIRED:

21, HR/DAY X .80 TMDE AWAILABILITY = 19. 2 HRS OPERATION AWAILABLE/DAY

90 HR/DAY TMDE UTILIZATION : 19.2 HRS AVAILABLE/DAY = 1.7 TMDE ITEMS REQUIRED
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IMPACT OF FIELDING WITH 1, TMDE:

1. WITHOUT COMBAT LOSSES BEING CONSIDERED l; TMDE CAN SUPPORT:

l, TMDE AUTHORIZED X .80 Ao = 3.2 TMDE AWAILABLE

3.2 TMDE AWAILABLE X 24 HR/DAY = 76.8 HR OPERATION/DAY

76.8 HRS OPERATION/DAY : 1/2 HR TMDE DEMAND/DAY/SYSTEM = 153.6 SYS

SUPPORTED

WITH 180 SYSTEMS OPERATION PER DAY, THIS SHOWS A BACK LOG OF SYSTEMS WILL

DEVELOP AT THE TMDE STATIONS AND BUILD UNIT ONLY 151, ARE OPERATIONAL. THUS

DEGRADING OPERATIONAL AVAILABILITY OF THE SYSTEM.

2. CONSIDERING COMBAT LOSSES:

EXPECTED A LOST PER DAY = 20%

THIS IMPLIES THAT AT THE END OF FIRST COMBAT DAY:

180 SYSTEM x .80 = 144 SYSTEMS + 20 IN MAINTENANCE =

161, SYSTEMS IN FLEET FOR SECOND DAY WITH

117 BEING AWAILABLE (161, X. .90)

THUS, AFTER THE FIRST DAY OF BATTLE, THE TMDE WILL BE ABLE TO ACCOMMODATE

THE UNIT SUPPORTED. CONSIDERING THIS, l, TMDE ITEMS MAYBE ADEQUATE.
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THE PERVERSITY OF MISSING POINTS IN THE 24 DESIGN

Carl T. Russell

US Army Cold Regions Test Center

Fort Greely, Alaska

ABSTRACT. The author would like better to understand the impact of

missing data on estimability (and variance) in 2" factorials and 2" k frac

tional factorials. Hoping to find generalizable results, the author ex

amined the 24 design to determine what points could be deleted without

losing estimability of main effects and 2-factor interactions (resolution V

property). He was guided by a result of P. W. M. John which shows that if a

fraction is missing from a 2n design, then estimable effects are those

“, timable from half replicates, and the least squares estimates are obtained

by averaging the estimates from half replicates. In particular, if one or

two points are missing from the 24 factorial, then the remaining design is

of resolution V, and the least squares estimates can be written down easily

(without explicitly solving the normal equations). Likewise, there are

essentially six ways a quarter replicate can be deleted from the 2* design,

and only two of those leave designs of resolution W. However, if only three

points are deleted, the remaining design is always of resolution V, esti

mable effects are not necessarily those estimable from half replicates, and

the least squares estimates of effects estimable from half replicates are

not necessarily averages of estimates from half replicates. The only way to

delete four points and fail to have a remaining design of resolution W is to

delete one of the fractions mentioned above. Moreover, there are numerous

ways to delete five points but still retain a design of resolution W. The

author seeks insight to what is going on with missing points in the 2*

factional, hopefully insight which can be generalized to other designs.

I. INTRODUCTION. Factorial designs are frequently exploited in the

design of fieldT tests of military materiel. I suspect that they can be

better exploited. For example, field tests can be run in blocks consisting

of appropriately chosen fractional factorials to reduce the bias due to con

founding which is common in much traditional field test design (see Russell,

1981, 1982). Unfortunately, execution of a field test seldom proceeds as

planned, and rather large amounts of missing data are common. I would like

to be able to produce experimental designs which are in some sense robust

against data loss. In particular, I would hate inadvertently to use a

design with nice theoretical properties which could easily be demolished by

missing data.

Hoping to gain a better understanding of the impact of data loss in

factorial designs, I began an empirical study of what I anticipated would be

a simple case, the 24 design. (The 24 design is also of great practical

interest, since an experiment in four factors each at two levels can be

conceived and displayed easily but still provides substantial analytical

richness.) The study was limited to considering what points could be de

leted from the 24 design without losing estimability of main effects and
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2-factor interactions (resolution V property) and to considering the struc

ture of the least squares (LS) estimates obtained. In fact, the only non

trivial cases considered thoroughly were the cases in which three points

were deleted. Although I was able to obtain some insight in the three-point

cases, that insight was limited and incomplete. Since the four- and five

point cases appear to be more complicated, this paper deals mostly, with the

pathology which results when three points are deleted from the 2* design.

II. NOTATION, ANTICIPATED RESULTS, AND ACTUAL RESULTS. The full 24

design WäSTEGREETVETASTāTaBETTETEEstTOTETātſixT(TPM) in four factors

A, B, C, and D, where the presence of a particular lower-case letter in a

cell label indicated that the corresponding factor was at high level in that

cell. The labelled TPM was

(1) C d cq

d aC ad acd

b bc bd bcd

ab abc l abd abcd

Potential data to be obtained from this design were modelled as

Y = XB + e

where the design matrix was

!
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For convenience, the random vector e was assumed to have an identity matrix

as its dispersion matrix. Deleting points from the TPM (for example, de

leting {(1), ał and placing "X" at appropriate positions in the TPM) re

sulted in deletion of the corresponding rows (for example, *{1) and &A) from

the design matrix to obtain a reduced design matrix R, and estimability of

all effects" was determined by checking º for singularity. When R'R was

nonsingular, the LS estimate of any specified effect was obtained from the

appropriate row of (R'R) **R and portrayed in terms of the test points by

writing the weights for each remaining test point in the corresponding TPM.

for example, with {(1), a missing from the TPM, the LS estimate of the A

effect was

326

-3b*3ab-3C+3ac-2b.c42abc-3d+3ad-2bd4+2abd-2cd+2acd-bcd+abcd.

I was guided in this study by a result of P. W. M. John (1971, pages

161-163) which shows that if a fraction is missing a 2n design, then esti

mable effects are those estimable from half replicates, and the LS estimates

are obtained by averaging the estimates from half replicates. In particu

lar, if one or two points are missing from the 24 factorial, then the re

maining design is of resolution W, and the LS estimates can be written down

explicitly without solving the normal equations. For example, {(1), a

defines the 2*** fraction with defining contrast

I = -B = -C = BC = –0 = BD = CD = -BCD

so that if {(1), ał is deleted from the TPM, the remaining design contains :

the half replicates I = B, I =C, I = -BC, I = D, I = -BD, I = -CD, and

I = BCD. The main effect A is estimable in the four half replicates defined

by two or three factors (since it is aliased with 3- or 4-factor inter

actions in those half replicates), and its LS estimate is obtained from

*Henceforth "effect" will refer to the mean (I), a main effect (A, B,

C, or D) or a 2-factor interaction (AB, AC, AD, BC, BD, or CD).
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X | -1 -1 X -1 || -1 || | X | -1 -1 X |-1 || -1

X || 1 l X 1 || 1 || | X | 1 || 1 X | 1 || 1

326= + + +

-1 -1 -1 || -1 -1 || -1 -1 -1

1 l 1 | 1 1 || 1 1 l

I = -BC I = -BD I = -CD I = BCD

320

X |-3 || -3 || -2

_| X | 3 || 3 || 2

|-3 |-2 |-2 |-1

3 || 2 || 2 || 1

This computation” thus provides a structural explanation for the rather

Strange looking estimate which pops out of the normal equations.

There are essentially six ways in which a quarter replicate can be

deleted from the 24 design to obtain what is called the three-quarter repli

cate defined by the defining contrast for the deleted quarter replicate.

These are characterized by the numbers of 1-, 2-, 3-, and 4-factor inter

actions in the defining contrasts. Only two yield designs of resolution V:

one is represented by any fraction with 1-, 3-, and 4-factor interactions in

its defining contrast, and the other is represented by a design with a

2-factor interaction and two 3-factor interactions in its defining contrast.

The other four designs fail to be resolution V since not all effects are

estimable from half replicates contained in the remaining design.

Any three points in the 24 design are contained in exactly one quarter

replicate, and a design obtained by deleting three points from the 2* design

contains just those half replicates which are contained in the corresponding

three-quarter replicate obtained by deleting the quarter replicate contain

ing the three points. Since many of those three-quarter replicates are not

*The notation introduced in this computation will be used repeatedly in

what follows. LS estimates are written as sums of estimates from appropri

ate fractions. Each fraction is represented as a TPM having appropriate

weights at all points in the fraction and having blanks or "X"s at all

points not in the fraction. The defining contrast for the fraction is

written below the TPM and the expectation of the estimate is written above

the TPM.
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of resolution V, I therefore anticipated finding many ways to destroy the

resolution V property by deleting three points from the TPM. This anticipa

tion turned out to be incorrect. All designs obtained from the 24 design by

deleting three points from the TPM are of resolution W: there are estimable

effects which are not estimable from remaining half replicates. Moreover,

in the two cases where all effects are estimable from half replicates, the

least squares estimates are not averages of estimates from half replicates.

Examination of the various ways four points can be deleted from the 2*

design showed that the only way to delete four points from the 2* design and

fail to have a remaining design of resolution V was to delete one of the

quarter replicates for which the remaining three-quarter replicate is not of

resolution W. Moreover, there are numerous ways to delete five points and

still retain a design of resolution W.

III. DESIGNS OBTAINED BY DELETING THREE POINTS FROM THE 24 DESIGN.

There are 560 ways to delete three points from the sixteen points in the TPM

for the 2* design. Since any three points are contained in exactly one

quarter replicate, these 560 ways can be classified into six cases by re

labelling factors and factor levels so that the quarter replicate containing

the deleted points also contains (1) and (1) is not deleted. These six

cases are described in Table 1.

TABLE 1. Classification of Designs Remaining After Three Points Are Deleted

From the 24 Design.

Case Points Deleted Defining Contrasts” No. Ways Obtained”

1 a, b, ab I = -C = -D = CD 96

2 a, bo, abo I = -D = BC = -BCD 192

3 a, bed, abod I = BC = BD = CD 64

4 ab, ac, bo I = -D = -ABC = ABCD" 64

5 ab, cq, abod I = AB = CD = ABCD 48

6 ab, acq, bod I = -ABC = -ABD = CD*** 96

*Defining contrast for the quarter FepTiCâte which contains the points

deleted.

*Number of ways this design can be obtained by relabelling factors and

factor levels so that the defining contrast contains (1) and (1) is not

deleted.

*These two contrasts define three-quarter replicates of resolution V.

The method used for this reduction to six cases (relabelling factors

and factor levels) changes signs and interchanges labels among main effects

and among 2-factor interactions but does not interchange main effects with

º

º:
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2-factor interactions. A further reduction to three cases can be accom

plished by introducing four new factor labels W, X, Y, and Z with W = A, X =

-AB, Y = -AC, and Z = -AD. This induces a relabelling of the TPM

(1) C d cq (1) y Z y2

d aC ad acd Wxyz WXZ || WXy WX

from to

b bc bd bcd X Xy XZ | xyz

ab abc l abd abcd Wyz WZ Wy W

and produces a formal correspondence between the six cases in pairs or two

(Table 2).

TABLE 2. Formal Correspondence Between Three-Point Cases in Pairs of Two

Correspondence ABCD Notation

Case 1 ~ Case 3

WXYZ Notation

Case 1 3

Points Deleted a, b, ab WXyZ, X, Wyz

Defining Contrast I= -C = -D = CD I = WY = WZ = YZ

Case 2 - Case 5

Case 2 5

Points Deleted a, bo, abo WXyZ, xy, WZ

Defining Contrast I = -D = BC = -BCD = WZ = XY = WXYZ

Case 4 ~ Case 6

Case 4 6

Points Deleted ab, ac, be wyz, WXZ, X

Deſ ining Contrast I= -D = -ABC = ABCD I = WZ = -š, = -XYZ

In cases 1 and 3, one effect is estimable from three half replicates, six

are estimable from one half replicate, and four are not estimable from half

replicates. In cases 2 and 5, four effects are estimable from two half

replicates, three are estimable from one half replicate, and four are not

estimable from half replicates. In cases 4 and 6, two effects (one the mean

effect) are estimable from two half replicates and the other nine effects

are estimable from one half replicate. Because of the formal correspondence

between the two cases in each pair, structure of LS estimates need only be

Studied for the first case in each pair (cases 1, 2, and 4): LS estimates

for the other case in each pair (cases 3, 5, and 6) can be obtained simply

by relabelling the weighted TPMs for the first case using the WXYZ notation.
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A. Case 1 and Case 3 (Represented by Case 1). For case 1, the three

half replicates contained in the remaining design are I = C, I = D, and

I = -CD. AB is estimable from all three half replicates, A and B are esti

mable only from I = CD, AC and BC are estimable only from I = D, AD and BD

are estimable only from I = C, and I, C, D, and CD are not estimable from

half replicates. The LS estimates of effects estimable from half replicates

are the estimates from half replicates or their average (in the case of AB).

240 240-Y 2406

–3 || -3 3 || -3 3 -3

X 3 || 3 -> | X -3 || 3 X I – 3 3

24& = 24&Y = 24.06 =

X -3 || -3 X 3 || -3 X || 3 -3

X 3 || 3 X -3 || 3 X || -3 3

I = - I = D I = C

246 24BY 24Bö

-3 || -3 3 || -3 3 –3

2 | X 3 || 3 X 3 || -3 X || 3 –3

24B = H 246 = 2463 =

X -3 || -3 X –3 || 3 X | -3 3

X 3 || 3 X -3 || 3 X I -3 3

I = -C I = D I = C

80.8 80.8 8&B 2405

1 | 1 1 || 1 l 1 2 || 2 || 2

A |X|-1 || -1 X -1 || -1 || | X | -1 -1 || | X | -2 || -2 || -2

240.8– + + =

- X | -1 || -1 X -1 || -1 || || X | -1 -1 || || X | -2 || -2 |-2

X || 1 || 1 X 1 || 1 || | X | 1 1 || || X || 2 || 2 || 2

I = -CD I = D I = C

Although the effects C, D, and CD are not estimable from half replicates,

each is estimable from a quarter replicate which is contained in the remain

ing design and contains (1); such quarter replicates will be referred to as

(1)-quarter replicates. The (1)-quarter replicates from which C, D, and CD

are estimable are the following.

506



Effect Defining Contrast Points in

Estimable for (l)-Quarter Replicate (1) Quarter Replicate

CD I = -A = -B = AB (1), c, d, cq

C I = AB = AD = BD (1), c, abd, abod

D I = AB = AC = BC (1), d, abo, abod

Inconveniently, the estimates obtained from these (1)-quarter replicates are

not the LS (minimum variance) estimates. Instead, the LS estimate of any

effect not estimable form a half replicate can be obtained by estimating it

in a (1)-quarter replicate where it is aliased with +AB (the effect esti

mated with smallest variance among those effects estimable form half repli

cates) then correcting for the bias using the least square estimates of the

effects from half replicates. For example, C is aliased with -AB in four

(1)-quarter replicates.

Points In Defining Contrast for Alias Chain

(1)-Quarter Replicate (1)-Quarter Replicate Containing C

(1), d, ac, acq I = -B = AC = -ABC C + A - AB - BC

(1), d, be, bed I = -A = BC = -ABC C + B - AB - AC

(1), ac, abd, bed I = BD = -ACD = -ABC C - AB - AD + BCD

(1), bo, abd, acq I = AD = -BCD = -ABC C - AB - BD + ACD

Since 3-factor interactions are assumed to be zero, the four (identical!)

estimates are as follows.

24(Y+0-of-fly) -240 2408 243

-6 -6 3 || 3 2 || 2 || 2 3 || -3

X || 6 6 X | -3 || -3 X | -2 || -2 || -2 X 3 || -3

24}= + + +

X X || 3 || 3 X || -2 || -2 || -2 X -3 || 3

X X || -3 || -3 X || 2 || 2 || 2 X -3 || 3

I=-BEACE-ABC

24(Y+B-06-0.Y -248 240.8 240)

-6 -6 3 || 3 2 || 2 || 2 3 || -3

X X || 3 || 3 X || -2 || -2 || -2 X -3 || 3

- + + +

X || 6 6 X I -3 || -3 X -2 || -2 || -2 X 3 || -3

X X || -3 || -3 X || 2 || 2 || 2 X -3 || 3

I=-A=BCE-ABC
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24(Y-05-06) 240.8 2406

-6 2 || 2 || 2 3 -3

X 6 –2 || -2 || -2 -3 3

- +

X 6 –2 || -2 || -2 3 -3

X -6 2 || 2 || 2 -3 3

I=BDE-ACDE-ABC

24(Y-off-Bö) 240 2486

-6 2 || 2 || 2 3 -3

X 6 –2 || -2 || -2 3 -3

- +

X | 6 –2 || -2 -2 -3 3

X -6 2 || 2 || 2 -3 3

I=AD=-BCDE-ABC

24Y

-6 || 5 || 2 | -1

X || 1 || -2 || 1

ſix | 1 |-2|T

X | –1 || –4 || 5

The very strange looking LS estimate for the effect of C which comes from

solving the normal equations can therefore be explained in this case by a

reasonable rule.

For example,

The same rule works for D and CD as well as I (which is

not even estimable from a (1)-quarter replicate). -

24(6-08-0).) 2408 240-Y 246

-6 2 || 2 || 2 3 || -3 || || -6 || 2 || 5 || -1

| X 6 –2 -2 -2 -3 || 3 X | -2 || 1 || 1

246= +

X 6 –2 || -2 || -2 3 || -3 X || -2 || 1 || 1

X -6 2 || 2 || 2 -3 || 3 XT-AT-TTg

I=BC=-ABD=-ACD
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24(Yô-0+06) 240, -2408 24Yö

6 6 –3 || -3 -2 || -2 || -2 6 || -5 || -5 || 4

..., |X|-6|-6 X || 3 || 3 X || 2 || 2 || 2 X | -1 || -1 || 2

24Yö= + + -

X X | -3 || -3 X || 2 || 2 || 2 X | -1 || -1 || 2

X X || 3 || 3 X | -2 -2 || -2 X || 1 || 1 |-2

=-B=-ACDEA

24(utoff) -240.8 24

6 6 –2 || -2 || -2 6 || -2 || -2 || 4

X X || 2 || 2 || 2 X || 2 || 2 || 2

24% = + -

X X || 2 || 2 || 2 X || 2 || 2 || 2

X || 6 || 6 X || -2 || -2 -2 X || 4 || 4 || -2

=AB=-ACD=-BCD

The variances of these LS estimates are as follows.

Effect Estimated Variance of LS Estimate

I, C, D, CD 5/24 = 0.21

A, B, AC, BC, AD, BD 3/24 = 0.12

AB 2.24 = 0.08

B. Case 2 and Case 5 (Represented by Case 2). For case 2, the three

half replicates contained in the remaining design are I = D, I = -BC, and

I = BCD. A and AD are estimable from both I = -BC and I = BCD, AB and AC

are estimable from both I = D and I = BCD; BC, D, and I are each estimable

from only one half replicate, and B, C, BD, and CD are not estimable from

half replicates. As in case 1, the LS estimate of an effect estimable from

half replicates is the average of the estimates from half replicates.

16p. 166 168)

2 || 2 –2 2 2 || -2

X || 2 || 2 º X | -2 2 * X 2 || -2

16fi = 166 = 16BY =

2 | X 2 -2 | X | 2 X | -2 || 2

2 | X 2 -2 | X | 2 X | -2 || 2

I=BCD I=-BC I=
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-1 || -1 -1 -1 -2 || -1 || -1

X | 1 || 1 X | 1 1 X || 2 || 1 || 1

166 = + -

-1 | X -1 -1 | X | -1 -2 | X |-1 || -1

1 | X l 1 | X | 1 2 | X | 1 || 1

I=BCD IE-BC

806 806 1606

1 || -1 1 -1 2 |-1 || -1

~ | X | - 1 || 1 X | -1 l X |-2 || 1 || 1

1606= + -

1 | X -1 | 1 | X | -1 2 | X | -1 || -1

-1 | X 1 -1 | X | 1 -2 | X | 1 || 1

IEBCD I=-BC

80.8 80.8 1608

1 || 1 1 || 1 1 || 2 || 1

_\ | X |-1 |-l X. -1 || -1 X|-1 || -2 -1

1606= + - -

-1 | X -1 X | -1 || -1 -1 | X | -1 || -2

1 | X 1 X | 1 || 1 1 | X | 1 || 2

I=BCD =D

8ory 8oy 16ory

-1 || 1 1 || -1 -1 || 2 || -1

• X || 1 || -1 X -1 || 1 X || 1 || -2 || 1

16&Y= + -

1 | X -1 X || 1 || -1 1 | X | 1 |-2

-1 | X l X |-1 || 1 -1 | X |-1 || 2

[=5&D IEU

In a similar manner to that of case 1, the LS estimates of B, C, BD, and CD

can be obtained by estimating each from a (1)-quarter replicate where it is
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aliased with effects estimable from more than one half replicate, then

correcting for bias. However, the (1)-quarter replicate used must alias the

e'ſ ſect of interest with two effects estimable from two half replicates:

there are four such (1)-quarter replicates for each of B, C, BD, and CD, and

for each of these effects, all four (1)-quarter replicates yield the same

estimate. Just one of the (1)-quarter replicates in each set aliases the

effect with a higher-order interaction (in this case, the 3-factor inter

action tPCD), and the resulting LS estimates are as follows.

16(3-0)-06 160Y 1606 16B

–4 -1 || 2 || -1 2 || –1 || -1 –4 || 1 || 1 || -2

w X –4 X || 1 || -2 || 1 X |-2 || 1 || 1 X | – 1 || -1 -2

168 - + + -

X 4 1 | X | 1 || -2 2 | X | – 1 || -1 3 | X | 0 | 1

4 | X -1 | X | -1 || 2 -2 | X | 1 || 1 1 | X || 0 || 3

I=CD=-ABCE-ABD

16(Y-oſ-wö) 1606 1606 16)

-4 1 || 2 || 1 2 -1 -1 -4 || 3 || 1 || 0

X || 4 X -1 || -2 || - 1 X |-2 || 1 || 1 X || 1 || -1 || 0

16% - + + F

X 4 -1 | X | -1 || -2 2 | X | -1 -1 1 | X | -2 || 1

X | - 4 1 | X | 1 || 2 -2 | X | 1 || 1 –1 | X | -2 || 3

I=BD=-ABC=-ACD

16(Bö-Otoy) 160 -160). 1686

4 –2 |-| |-1 1 || -2 || 1 4 |-1 || -3 || 0

2- | X -4 X || 2 || 1 || 1 X |-1 || 2 |-1 X || 1 || -1 || 0

1686= + + -

X || 4 –2 | X |-1 || -1 -1 | X | -1 2 –3 || X || 2 || 1

- 4 || X 2 | X | 1 || 1 1 | X | 1 || -2 -1 | X || 2 || - 1

I=-C=-ABD=ABCD
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16(Yô-0+08) 160 -1608 16Yö

4 4 -2 || -1 || -1 1 || -2 || -1 4 || -1 || -3 || 2

2, X |-4 |-4 X || 2 || 1 || 1 X|-1 || 2 || 1 X || -3 |-1 || 2

16Yö= + + -

X -2 | X | -1 || -1 1 | X | 1 || 2 -1 | X || 0 || 1

X 2 | X | 1 || 1 -1 | X | -1 || -2 1 | X || 0 || -1

I=-B=-ACD=ABCD

The variances of these LS estimates are as follows.

Effect Estimated Variance of LS Estimate

B, C, BD, CD 6/32 = 0.19

I, D, BC 4/32 = 0.12

A, AB, AC, AD 3.32 = 0.09

In both case 1 and case 2 (therefore also case 3 and case 5), the

scheme given for obtaining the LS estimates of effects not estimable from

half replicates uses a (1)-quarter replicate and estimates from all three

half replicates contained in the remaining design. However, using a (1)-

quarter replicate and estimates from all three half replicates contained in

the remaining design is not enough. This and more can be seen by con

sidering all estimates for effect C in case 2 which are obtained by esti

mating C in a (1)-quarter replicate, then correcting for bias. For case 2

(actually for cases 1-6) there are sixteen (1)-quarter replicates in all.

In case 2, four of the (1)-quarter replicates yield the LS estimate of C.

These are: I = BD = -ABC = -ACD, I = -A = CD = -ACD, I = -A = -C = AC, and

I = -A = -B = AB. The remaining twelve (1)-quarter replicates yield a total

of eight different estimates of C having two different variances. These

estimates are listed below together with the (1)-quarter replicate used

(beneath the TPM) and the alias chain for C in that (1)-quarter replicate

(above the TPM).

C-AD-BD+ABC C-AB+D-ABCD

-4 || 2 || 1 || 1 -4 || 3 || 2 || -1

X || 2 |-1 || -1 X | 1 || -2 || 1

2 | X |-3 || 1 1 | X | -3 || 2

-2 | X |-1 || 3 -1 | X | –1 || 2

=-B=AB=-AC IECDE-ABC=-ABD
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C-AC-BC+ABC C-AB-I*ABC C-AD-I*ACD C+A+D+ACD

-4 || 3 | | 1 –4 || 3 1 -4 || 4 || 1 || -1 -4 || 4 || 1 || -1

X | 1 -1 X | 1 -1 X -1 || 1 X -1 || 1

1 | X | -1 1 | X | -1 X || -1 || 1 X |-1 || 1

-1 | X | -3 || 4 -1 | X | -3 || 4 X | -3 || 3 X |-3 || 3

I=-A=-B=AB I=-C=AB=-AB I=-C=AD=-ACD IEACEADECU

C-AC+BCD-ABCD C+A+BCD+ABD

-4 || 3 || 2 || -1 -4 || 2 || 1 || 1

X || 1 || -2 || 1 * || 2 || 1 || 1

1 |x|-3 || 2 2 | X | -3 || 1

łł -1 | X | -1 || 2 -2 | X | -1 || 3

º I==A=BDE-AB I=AC=BD=ABC

º C-BC+ACD-ABCD C+D+ABC+ABD C-I+ABD-ABCD

º -4 || 4 || 2 || -2 -4 || 2 2 -4 || 2 || 2

º X 2 2 X | 2 -2 X || 2 |-2

º X | -2 || 2 2 | X | -2 2 | X |-4 || 2

º X |-2 || 2 -2 | X | -2 || 4 -2 | X 2

º: =-B=ADE-AB I=AB=CD=ABC I=-C=-ABDEABC

C+ABC+ACD+BCD

-4 || 4

X

X

X |-4 || 4

I=AB=AD=BD

Each estimate in the first row estimates C in a (1)-quarter replicate where

it is aliased with an effect from two half replicates and a second effect

estimated from the remaining half replicate, but neither is the LS estimate
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(each has variance 7/32 = 0.22); thus merely involving all three half repli

cates in the estimation of C is not enough. Each estimate in the second row

estimates C in a (1)-quarter replicate where is is aliased with both an

effect estimated from two half replicates and a second effect estimated from

one of those same half replicates; this row contains two copies each of two

different estimates. Each estimate in the third row estimates C in a (1)-

quarter replicate where it is aliased only with a single effect estimable

from two half replicates; each estimate in the third row is the same as one

of the estimates in the first row. All estimates in the first three rows

have the same variance, 7/32 = 0.22). Each of the four different estimates

in the last two rows has variance 8/32 = 0.25. Each of the three estimates

in the fourth row estimates C in a (1)-quarter replicate where it is aliased

only with a single effect estimable from one half replicate, and the esti

mate in the last row estimates C in the (1)-quarter replicate where it is

estimable.

C. Case 4 and Case 6 (Represented by Case 4). For case 4, the three

half replicates contained in the remaining design are I = D, I = ABC, and

I = -ABCD. D and I are estimable from I = ABC and I = -ABCD. A, B, and C

are estimable from I = -ABCD; AC, BC, and AB are estimable from I = D; and

AD, BD, and CD are estimable from I = ABC. Thus all effects are estimable

from half replicates. However, none of the estimates obtained by averaging

estimates from half replicates is the LS estimate. The LS estimate of D can

be obtained by estimating D in the (1)-quarter replicate where it is esti

mable and forming a strangely weighted average with the estimates from the

two half replicates where D is estimable.

86 246 246 566

-2 2 |-3 || 3 -3 3 || || -2 || -6 || 5 || 3

ab X -3 || X 3 –3| X | 3 -6 | X | 3 || 3

566 = + + -

X -3 | X 3 -3 || X | 3 -6 || X | 3 || 3

X I -2 2 X | -3 || 3 X|-3 3 X || -8 || 3 || 5

=AB=AC=BC I=-ABCD IEABC

On the other hand, I is not estimable from any (1)-quarter replicate; I can

be estimated by estimating I in any of the three (1)-quarter replicates

where it is aliased with one of the three effects estimable only from I = D,

correcting for the bias, and forming a strangely weighted average with the

estimates from the two half replicates where I is estimable. For example,

if the (1)-quarter replicate I = AB = -ACD = -BCD is used, the LS estimate

can be obtained as follows.
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8(H+of ) -80.8 24p 24lu

2 2 -1 || -1 3 || 3 |- 3 3

-- - H--- - ---- ------ - - -

X X | 1 || 1 3 | X 3 3 | X | 3

56ſ = + + +

X X | 1 || 1 3 | X 3 3 | X | 3

X || 2 || 2 X -1 || -1 X || 3 || 3 X || 3 3

I=ABE-ACDEBCD I=D =-ABCD I=ABC

56p.

2 || 6 || 2 || 4

6 | X || 4 || 4

6 | X || 4 || 4

X || 8 || 4 || 2

A, B, C, AD, BD, and CD are each estimable from a (l)-quarter replicate

contained in the design, and each can be estimated by forming a strangely

weighted average of the estimate from that (1)-quarter replicate, the esti

mate from a half replicate, and an estimate of zero (the estimate of

- ABC-ABCD from I = D). Those LS estimates follow.

160 400 0 560

–4 –5 |-5 1 || -1 –4 || –5 || -4 -1

4 | X 5 | X 5 X | -1 || 1 9 | X | -1 || 6

566 = + + -

X -4 –5 | X –5 X || -1 || 1 –5 | X | -1 || -8

X 4 X || 5 || 5 X 1 - 1 X || 5 || 6 || 3

I=BD=CD=BC I=-ABCD I=

16B 40B 0 56

–4 –5 || -5 1 || -1 –4 |-5 |-4 |-1

z- X - 4 –5 | X -5 X | -1 || 1 –5 || X |-1 |-8

563 = + + -

4 | X 5 | X 5 X | -1 || 1 9 | X |-1 || 6

X 4 X || 5 || 5 X 1 || -1 X || 5 || 6 || 3

=AC=AD=BC I=-ABCD I=
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ſ

–4 || 4 5 || -5 1 || -1 –4 || 9 || –4 || -1

- X -5 X 5 X | - 1 || 1 –5 | X | –1 || 6

56% - + + -

X –5 | X 5 X | -1 || 1 –5 | X | – 1 || 6

X -4 || 4 X || 5 || -5 X 1 || - 1 X || 5 || -8 || 3

I=AB=ADEBD I=-AB I=D

1606 4006 0 5606

4 -4 | 5 –5 1 || -1 4 || 5 || -3 || -6

-4 | X || 4 –5 | X | 5 X | – 1 || 1 –9 | X | 8 || 1

566&= + + -

X 5 | X | -5 X | -1 || 1 5 X | -6 || 1

X X || -5 5 X 1 || - 1 X | –5 || 1 || 4

=-B=-C=BC IEABC I=D

16Bö 40Bö 0 56Bö

4 -4 5 –5 1 || -1 4 || 5 || -3 || -6

* X 5 | X | -5 X | – 1 || 1 5 | X | -6 || 1

5686= + + -

-4 | X || 4 –5 | X | 5 X -1 || 1 -9 | X | 8 || 1

X X -5 5 X || || 1 |-1 X |-5 || 1 || 4

=-A=-C=AC I=ABC I=D

16Yö 40Yö 0 56Yò

4 |-4 || – 4 || 4 –5 5 1 || -1 4 |-9 |-3 || 8

X 5 | X | -5 X | –1 || 1 || || 5 | X | -6 || 1

56%- + + -

X 5 | X | -5 X | -1 || 1 5 | X | -6 || 1

X X |-5 5 X 1 -1 X |–5 || 1 || 4

I=-A=-BEAB I=ABC rt-D

Finally, none of AB, AC, and AD is estimable from a (1)-quarter replicate,

but, each can be estimated by forming a strangely weighted average of the

estimate from I = D (where each is estimable), an estimate from I = ABC
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(where each is aliased with a main effect estimable from a (1)-quarter

replicate), and an estimate from I = -ABCD (where each is aliased with a

2-factor interaction estimable from a (1)-quarter replicate), then correct

ing for bias using estimates from appropriate (1)-quarter replicates. The

LS estimates follow.

4008 8(ofty) -8)

5 || 5 1 1 2|-2

X | -5 || -5 -1 | X | -1 X

5663= + +

X || -5 || -5 -1 | X | - 1 X

X 5 || 5 X | 1 1 X 2 |-2

I= IFABC I=AB=AD=BD

8(0.3-Yö 8Yö 5608

1 || 1 2|-2 || -2 || 2 4 || -2 || 4 || 8

-1 | X -1 X -2 | X |-6 || -6

+ + -

-1 | X -1 X -2 | X |-6 || -6

X | 1 || 1 X X || 2 || 8 || 4

IEABCD I=-A=-B=AB

400). 8(oyºff) -8B

5 || -5 -1 -1 2

_* X |-5 5 -1 | X | -1 X 2

560)= + +

X || 5 || -5 1 | X | 1 –2 | X

X -5 || 5 X | 1 l X -2

I= I=ABC I=AC=AD=CD

8(a)(-36) 886 560)

-1 || 1 2 -2 4 || -2 || 4 || -6

-1 | X 1 X –2 | X |-6 || 8

+ + -

1 | X -1 –2 | X | 2 –2 | X | 8 || -6

X || 1 || - 1 X X || 2 |-6 || 4

I=-AB ==A=-C=AC
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5 -5 -1 -1 2

… N, X || 5 || -5 1 | X | 1 –2 | X

566)= + +

X | – 5 || 5 -1 | X | - 1 X 2

X –5 || 5 X | 1 1 X -2

=D I=ABC I=BC=BD=CD

8(BY-06) 806 568).

-1 || 1 2 -2 4 || -2 || 4 || -6

1 | X -1 –2 | X | 2 –2 | X | 8 || -6

+ —— + -

-1 | X 1 X -2 | X | -6 || 8

X || 1 || -1 X X || 2 || -6 || 4

I=-ABCD IE-BE-C=BC

Of course, all these LS estimates improved on the LS estimates which

could be obtained if the entire quarter replicate I = -D = -ABC = ABCD were

deleted to obtain a three-quarter replicate. For D and I the variance of

the LS estimate decreased from 3/32 = 0.094 to 5/56 = 0.089, and for each of

the other effects the variance of the LS estimate decreased from 1/8 = 0.125

to 3/28 = 0. 107. Unfortunately, the structural decompositions of LS esti

mates obtained in case 4 were not nearly so appealing as those obtained for

cases 1 and 2. They bore little resemblance to the decompositions in cases

1 and 2, the ad hoc weights needed for the averages had no obvious justifi

cation, and the estimates of zero needed for six of the estimates were

counter to intuition. Possibly there are some other decompositions for case

4 which resemble more closely the decompositions for cases 1 and 2, or

possibly there is some unifying principle which has been missed.

IV. DESIGNS OBTAINED BY DELETING FOUR POINTS FROM THE 24 DESIGN. Four

points can be deleted from the 24 design by deleting a quarter replicate or

by deleting a set of four points which do not form a quarter replicate. As

discussed in Section II, there are essentially six ways to delete a quarter

replicate, and four of those leave a design which is not of resolution W.

The sledgehammer approach was used to examine the ways that a set of four

points which do not form a quarter replicate can be deleted: appropriate

points different from (1) were deleted one at a time from the six cases in

Table 1, and the resulting matrix R'R was checked for singularity. None of

the exhaustive list of designs checked (Table 3) yielded a singular matrix

R'R, which shows that the only way to delete four points from the 2* design

and fail to have a resulting design of resolution V is to consider one of

the three-quarter replicates which is not of resolution W. An attempt was
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TABLE 3.--Designs Derived by Deleting an Additional Point Other That (1)

From the Designs in Table 1 (All Are of Resolution V)

Additional Additional

Basic Point Basic Point

Case Points Deleted Deleted Case Points Deleted Deleted

1-1 a, b, ab C 4-1 ab, ac, bo d

1-2 aC 4-2 d

1-3 cq 4-3 ad

1-4 abc 4-4 abc

1-5 acd 4-5 abd

1-6 abcd 4-6 abcd

2-1 a, bo, abo b 5-1 ab, co, abcd d

2-2 d 5-2 aC

2-3 ab 5–3 abc

2-4 ad

2-5 bd

2-6 abd

2-7 bcd

2-8 abcd

3-1 a, bod, abod b 6-1 ab, abo, bod d

3-2 ab 6-2 C

3-3 bc 6-3 3C

3-4 abc 6-4 cq

6-5 abc

6-6 abcd

made to describe for a few of these designs the structure of the LS esti

mates obtained, but the attempt was discontinued without success when it

appeared as anticipated that the LS estimates from these designs were even

more obstinate than the three-point cases considered in detail. Table 4

gives the variances of the LS estimates for each case in Table 3; these were

obtained as the diagonal entries of (R'R)^*. Reclassification of the cases

in Table 4 by numbers of estimates having particular variances might lead to

a considerable reduction in cases for detailed study, but I have not yet had

time to attempt such a reduction.

W. DESIGNS OBTAINED BY DELETING FIVE POINTS FROM THE 24 DESIGN. Only

a few designs obtained by deleting five points from the 24 design were

examined. First, the sledgehammer approach was continued for designs de

rived from three-point case 1. Appropriate points different from (1) were

deleted one at a time from cases 1-1 through 1-6 in Table 3 (obviously

redundant subcases were excluded from consideration), and the resulting

matrix R'R was checked for singularity. Most of the resulting designs were

of resolution W, and none of the resolution V designs contained a quarter

replicate within the points deleted. All six designs which failed to be of
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TABLE 4. --Variances of the LS Estimates for Each Design in Table 3

Effect Estimated

Case I A B AB C AC BC D AD BD CD

1/4 7/32 7/32 1/8 15/32 1/8 1/8 1/4 7/32 7/32 15/32

1/4 7/32 7/32 1/8 7/32 1/8 1/8 1/4 7/32 7/32 7/32

3/8 1/8 1/8 1/8 7/32 7/32 7/32 7/32 7/32 7/32 3/8

3/8 7/32 7/32 1/8 7/32 1/8 1/8 3/8 7/32 7/32 7/32

1/4 1/8 1/8 1/8 7/32 7/32 7/32 7/32 7/32 7/32 1/4

1/4 l/8 1/8 1/8 15/32 7/32 7/32 15/32 7/32 7/32 1/4

1/4 7/32 15/32 1/8 7/32 1/8 1/8 1/4 7/32 15/32 7/32

1/4 l/8 7/32 7/32 7/32 7/32 1/4 1/8 1/8 15/32 15/32

1/4 7/32 7/32 1/8 7/32 1/8 1/8 1/4 7/32 7/32 7/32

l/4 1/8 7/32 7/32 7/32 7/32 1/4 1/8 1/8 7/32 7/32

1/8 7/64 3/16 7/64 1/4 7/64 3/16 3/16 7/64 1/4 3/16

1/8 7/64 3/16 7/64 1/4 7/64 3/16 3/16 7/64 1/4 3/16

1/4 1/8 7/32 7/32 7/32 7/32 1/4 1/8 1/8 7/32 7/32

1/4 1/8 15/32 7/32 15/32 7/32 1/4 1/8 1/8 7/32 7/32

f

1/4 1/8 1/8 1/8 7/32 7/32 15/32 7/32 7/32 15/32 1/4

1/4 1/8 1/8 1/8 7/32 7/32 7/32 7/32 7/32 7/32 1/4

3/8 1/8 7/32 7/32 7/32 7/32 3/8 1/8 1/8 7/32 7/32

1/4 1/8 7/32 7/32 7/32 7/32 1/4 1/8 1/8 7/32 7/32

|

i::
4-1 1/4 15/32 7/32 1/8 7/32 1/8 1/8 1/4 15/32 7/32 7/32

4-2 3/32 1/8 1/8 1/8 1/8 1/8 1/8 15/128 15/128 15/128 15/128

4-3 1/8 7/64 7/64 3/16 7/64 3/16 1/4 7/64 1/4 3/16 3/16

4-4 3/8 7/32 7/32 1/8 7/32 1/8 1/8 3/8 7/32 7/32 7/32

4-5 1/8 3/16 3/16 1/4 l/4 3/16 3/16 7/64 7/64 7/64 7/64

4-6 3/32 15/128 15/128 1/8 15/128 1/8 1/8 15/128 1/8 1/8 1/8

5-1 1/4 1/8 1/8 1/8 7/32 15/32 7/32 7/32 15/32 7/32 1/4

5-2 1/8 7/64 7/64 3/16 7/64 1/4 3/16 7/64 3/16 1/4 3/16

5-3 1/4 7/32 7/32 1/4 1/8 7/32 7/32 1/8 7/32 7/32 1/8

6-1 1/4 1/8 1/8 1/8 7/32 15/32 7/32 7/32 15/32 7/32 1/4

6–2 3/32 1/8 1/8 1/8 15/128 15/128 15/128 1/8 1/8 1/8 15/128

6-3 1/8 3/8 1/4 3/8 3/8 1/4 3/8 7/64 7/64 7/64 7/64

6–4 3/8 1/8 1/8 1/8 7/32 7/32 7/32 7/32 7/32 7/32 3/8

6-5 1/8 3/8 3/8 1/4 7/64 7/64 7/64 1/4 3/16 3/16 7/64

6-6 1/4 1/8 1/8 1/8 15/32 7/32 7/32 15/32 7/32 7/32 1/4
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resolution V contained a quarter replicate within the points deleted: for

four of these designs the deleted quarter replicate defined one of the

three-quarter replicates not of resolution V (that is, the defining contrast

for the deleted quarter replicate corresponded to one of cases 1, 2, 3, or 5

in Table 1); however, for two of these designs the deleted quarter replicate

defined a three-quarter replicate of resolution V (corresponding to cases 4

or 6 in Table 1). Table 5 lists the designs checked and gives for all

designs which were not of resolution V the defining contrast for the quarter

replicate contained within the points deleted as well as the corresponding

Case number from Table 1.

TABLE 5. --Designs Derived by Deleting an Additional Point Other Than (1)

From Cases 1-1. Through 1-6 in Table 3

Additional Defining Contrast for Corresponding

Point Quarter Replicate Contained Case Number

Case Deleted Resolution W Within Points Deleted From Table 1

1-1-1 d yes

1-1-2 ac InO I = -D = -BC = BCD Case 2

1-1-3 ad yes

1-1-4 CC yes

1-1-5 abo nC) I = -D = ABC = -ABCD Case 4

1-1-6 abd yes

1-1-7 acd yes

1-1-8 abod yes

1-2-1 ad yes

1-2-2 CC yes

1-2-3 abo no I = A = -D = AD Case 1

1-2-4 abd yes

1-2-5 acd yes

1-2-6 abod yes

1-3-1 abo yes

1-3-2 acd no I = -BC = -BD = CD Case 3

1-3-3 abod no I = CD = ABC = ABD Case 6

1-4-1 abd yes

1-4-2 acd yes

1-4-3 abod yes

1-5-1 abod no I = A = CD = ACD Case 2

Based on the results for designs derived from case 1, twelve final

designs were checked. These were the designs resulting when (1) was deleted

from cases 4-1 through 4-6 and 6-1 through 6-6 in Table 3. These final

checks were equivalent to examining both the resolution V three-quarter

replicate defined by I = -D = -ABC = ABCD (case 4 in Table 1) and the reso

lution V three-quarter replicate defined by I = CD = -ABC = -ABD (case 6 in

Table 1) to determine the result of deleting each remaining point one at
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a time. The TPM for each of these three-quarter replicates is given below

with points in the defining quarter replicate labelled by "X" and each

remaining point labelled by "+" (if deleting that point yields a resolution

V design) or "-" (if deleting that point fails to yield a resolution W

design).

X - + + X + + -

- X | + | + - | + | + | X

- X + + - + + X

X - + + X + 1 + -

I=-DE-ABC=ABCD =CDE-ABC=-ABD

In each case, the designs which fail to be of resolution V are those where

all five points are contained in a half replicate defined by a main effect

or a 2-factor interaction.

From the cases studied, a promising conjecture for designs resulting

when five points are deleted from the 24 design in that any such design is

of resolution V if either of the following holds:

i) The points deleted contain no quarter replicate.

ii) The points deleted contain a quarter replicate having exactly one

main effect or exactly one 2-factor interaction (but not both) in its

defining contrast and not all five points deleted are contained in any

half replicate defined by a main effect or a 2-factor interaction.

Unfortunately, I have neither been able to prove this conjecture algebra

ically nor had the time to apply the sledgehammer approach to designs

derived from cases 2, 3, and 5 in Table 1.

VI. SUMMARY AND QUESTIONS. In this paper, laborious computational

methods have been used to investigate the designs resulting when less than

six points are deleted from the 24 design. Clearly, deleting six or more

points from the 2* design leaves a remaining design which is not of resolu

tion V. I had anticipated that there would be many ways to delete as few as

three points from the 24 design and fail to have a remaining design of

resolution W. Instead, this paper showed that there is no way to delete

three points from the 24 design and fail to have a design of resolution V.

Furthermore, there are many ways to delete four or five points from the 2*

design and retain a remaining design of resolution W. (I conjecture that

most designs obtained be deleting four or five points at random from the 2*

(losiqn are of resolution V, but I have not yet attempted the combinatorics

involved. ) In the cases where the least squares estimates were studied in

detail, however, the least squares estimates obstinately resisted unified

Structural representation.
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Like many Army statisticians, I am somewhat isolated from the statisti

cal community: there are few convenient persons with whom I can discuss

Statistical problems, and I lack ready access to an extensive statistical

library. Fortunately, this Conference provides an opportunity in the form

of Clinical Papers for statisticians like myself to present incompletely

Solved statistical problems for expert discussion.

I would like better to understand the impact of missing data on esti

mability and variance in 2" factorials and 2n-k fractional factorials. In

the Context of Lh is paper l have five ques Lions:

1. Are there blunders in this paper which invalidate some or all of

the results?

2. Are there known results which encompass some or all of the results

of this paper?

3. Are there (hopefully generalizable) methods which might yield the

results of this paper more easily?

4. Have I overlooked some unifying principle which ties together the

results of this paper?

5. Are the structural decompositions of least squares estimates

attempted for the three-point cases in this paper

i) the wrong ones, in the sense that other more usable

versions exist?

ii) n.1 ive, in the sense Llial one should not hupe lu ex

plain simply the solution of the normal equations

for fairly arbitrary designs?
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ABSTRACT

In decision theoretic approaches to estimation problems, loss functions

of the type L (0,0) = |6–61°, o, X 0 are often employed often q = 2. In

imany applications of reliability and life testing, such loss functions are

inappropriate. Alternative loss functions which appear to be more suited to

the intended application are proposed and Bayesian estimates of the

exponential parameter are obtained for these -

Asymptotic expansions of such estimators are given and compared with

estimators given in the literature •
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SENSITIVITY AND ASYMPTOTIC PROPERTIES OF

BAYESIAN RELIABILITY EST IMATES

Bernard Harris

&

Andrew P. SomS

1. INTRODUCTION

In decision theoretic approaches to estimation problems, the error of

estimation is typically measured by loss functions of the form

L(6,6) = |0–6]", v > 0 ,

where 6 is the unknown parameter and 6 is the corresponding estimator.

However, as the following heuristic argument will demonstrate, such a loss

function is oten inappropriate for many applications of reliability and life

testing.

Let R, 0 < R < 1, be the reliability of some device. If R is an

estimator of R and the true value of R is .5, then an error of the magnitude

|R-RI = . 1 would be unlikely to affect any administrative decision concerning

the feasibility of the device, since a device whose reliability is between .4

and .6 would not usually be regarded as satisfactory. On the other hand, it

R = .90, then one device in ten fails and the estimate R .99 would suggest

that only one device in 100 would fail. Thus, one might be inclined to conclude

that one-tenth as many replacements were needed as were in fact required and

consequently seriously misjudge maintenance and replacement costs. A similar

but opposite error in judgement occurs when R = .99 and R = .90. Consequently,

it appears to be desirable to concentrate on errors of estimation for R close

to unity.

Sponsored by the United States Army under Contract No. DAAG29–80–C–

gººd the Office of Naval Research under Contract No. NOOOl4–79–

C— -

it:

; :

ºf t
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Considerations such as those described above suggest that loss functions

suitable for reliability applications might have forms such as

L(R,R) = |R-RI”/(1-R)*, 0 < R < 1, 0 < R < 1, v > 0, k > 0,

Or

V

L(R,R) , 0 < R < 1, 0 < R < 1, v > 0.
lºs —l-

T-R T l

In order to study the effects of using such loss functions, we consider

a Bayesian model for exponential life testing and examine the asymptotic behavior

of the estimates thus obtained.

Specifically let X1,X2,..., X be independent identically distributed
N

observations from an exponential distribution with probability density function

f(x;6) - 8 e”, x > 0, 6 × 0. (1)

Then the reliability RT is defined as

R1 = e-8T , (2)

where T ~ 0 is a constant assigned in advance of the experiment and known as

the mission time. With no loss of generality, we can set T = 1, since this

corresponds to selecting the scale with respect to which the observations

X1,X2,..., XN are measured.

In Section 2, we obtain Bayesian estimators for specific loss functions

of the type described previously, when R has a beta distribution priot'. We

compare this with the Bayesian estimator of R that is obtained by assigning

a gamma prior to 0, a choice of Bayesian model quite often found in the

literature. Obviously, since R is a function of 0, this induces a prior
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on R; however, the priors assigned to 0 in such studies do not induce the

beta family of priors on R.

In Section 3, the asymptotic behavior of these estimators is given. These

asymptotic expressions facilitate studying the sensitivity of the estimators to

the changes in the loss functions.

Section 4 is devoted to comparing the results obtained herein with previous

estimation techniques.

Several appendices which provide the technical details needed to establish

the existence of the estimators and the calculation of the asymptotic expansions

are included at the end of the paper.

* }

iš
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2. BAYESIAN ESTIMATION FOR UNCENSORED AND TYPE II CENSORED DATA

Let X(1) s *(2) < * * * < *(N) be the order statistics from a random

sample disbributed by (l). Assume that only the first n order statistics

have been observed, l s n < N. Then, it is well-known that the total time

on test statistic Y, defined by

n

Y = ). Xſ: ) + (N-n)x (3)
#1 *(i) (n)

is a sufficient statistic and its probability density function is

f,(y;0) - 6" e” y"'/r(n), y > 0, 6 × 0. (4)

To represent (4) in terms of the reliability R, we reparametrize,

obtaining

f,(y;R) - (-log R)" R' y''/r(n), 0 < R < 1, y > 0. (5)

Let

t(R;o., 3) = F#y R*' (1-R)*', 0 < R < 1, a > 0, 8 - 0, (6)

be the prior distribution on R. Then the joint distribution of R and Y

is given by

f(y,8;a,b) - Fºr Rºº'(1-R)*'(-log r)" y”, (7)

0 < R < 1, 0 < y, o 2 0, 8 × 0, 1 < n < N .

We now obtain the marginal distribution of Y. Expanding (1-R)3-) in

a binomial series, we obtain

T(0.48 1 f' l * , B-l- - Cº-H n- +V- n - - -

fi(y,a,3) = F(;#[Iy y ſe *'(-log Ry" (*!')(-1)'R'dR. (8)
i =0

In (8), it is understood that if B is a positive integer, the series
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terminates; that is, all terms with i > 3 – l are zero.

The interchange of summation and integration in (8) is justifiable.

Hence, we can write (8) as

l

- – T(otfl n-i t-nyi (8-l oty+i-lt - n

fi(y,a,3) =Fºº y (i. (-1)*(*") | R (-log R)" dR

0

- - - °n - +- F#} n y" l * (-1)*(*) ſ e"e 0(q+y i)de

1 = 0

_ _ T(d+8 n- ; (-1); (8:1) r(nºl)

* FTE). TEYFTR) y iè0 - i (a+y+i)*

_ _n T(0.48 n-1 : i, 3-l n+l

- Hº-yº" i. (…)'''), ºrd". (9)

In particular, the integration given in (9) is valid over a larger range of the

parameters than specified in (7). Specifically

l

| R*y-' (1-R)*'(-log R)" dr = }
0 i =

T(n+1)

) [...] nºt (19)

i, 3-l

, (-) tº

whenever c + y > 0, 8 + n > 0. These facts will be subsequently utilized.

The reader is referred to Appendix I for various details relevant to these

remarks and calculations.

Some particular cases of (10) are worth noting. If B = 0, we have

r"
+v- -

| *' (1-R)'(-log p)" as - r(n)-(nº.sy) (11)
0

where g(r,s) denotes the generalized Riemann zeta function and g(r.1) = g(r)

is the Riemann zeta function.

Combining the results of (7) and (9), we can write down the posterior

distribution of R given Y = y as

*; 8

ºil

tº

i;

Ör
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Raty-l (1-R)*'(-log R)" - (12)

r(nº) (-i)'(*)/(a yº)"
i =0

f(R|Y=y) =

This enables us to calculate the Bayes estimators for a number of the loss

functions of the type described previously.

For Li (R,R) = (R-R)*, the Bayes estimator

R*y (1-R)*'(-log R)" dR
|

I

f

l

0

*...**) == E(R|Y=y) E 0 (l:3)

| R*y-'(1-R)*"(-log R)" dR

or equivalently,

...)"Mayº)"
F., stºl) - +- 3-l l -> (14)

-

-
+

|-)' ')/(a+y+i)"
1 =

In particular, for 8 = 1

A. - 1 n+l

*a,6(11) = (1 - arºſ) - (15)

Similarly, for L2,\,(R,R) - (R-R)*/(1-R)”, v > 0, the Bayes estimator

is

a V

R (L2) = E(R/(l-R)'IV-y}_ > 16

o,3,v\*2 E{1/(1-R)”|Y=y) (16)

Or
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j, (-i)"(*') /(syria)"
i =0

R (L.) , 8-v- n×0 . (17)
o, 3, v 2 Oo -Wºº- - l

i. (-1)*(*') /(x,y,1)"
1 =

Finally, we consider the loss function L3(R,R) E ((1-R)-'-(1-R)')’. Here

the Bayes estimator is given by

f.eſus) - 1 - (E((1-R)-'I'-y))' . (18)

Since

1

R*y-'(1-R)*-* (-log R)" dR

et (1-R) *|x-y} --- Go - 2 (l'9)

T(n+1) i-p'º'yº)"
1 =

iſ:

and since the integral (19) converges whenever 8 + n - 1 > 0 , we have

j, (-i)"(*)/(a yº)"
et (1-R) *|x-y} - +% - (2O)

oo - - ‘m.

ë. (-1)*(*')/(syri)”
1 = *R.

º

Then, we can write ºir

jº'ºrº" - ...)'''yºro" * ,# , (L.) -—º - E. . (21) *

o, 3 Oo - ill

jº'ºro" |
is:

Applying the Pascal triangle identity, we have
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(-1)*(*)/(x,y,1)"
%

#. 8(1-3) == H l

º j, (-i)"(*)/(x,y,1)"
i =0

(-1)*(*)/(syria)"_ _i=0 T º (22)

j, (-i)"(*)/(x,y,1)”
i =0

Comparing (14), (17) and (22), we have

%,8,902) - %,8-901) (23)

and

A. a 24

*a,6(3) = i.e." - (24)

Thus, we have shown that the three families of estimators have the same

form. Hence, it is possible to study all of them simultaneously and a single

asymptotic expansion, given in the appendix, permits simultaneous analysis of

their asymptotic properties.

One caution should be noted. We have listed the posterior means whenever

the posterior means exist. However, in some of these instances the Bayes risk

will be infinite. Specifically, for the loss function |-2, the Bayes risk

‘exists whenever 8 + n - 2 > 0.

In the statistical literature, one frequently finds the following Bayes

estimator of R (see for example, N. R. Mann, R. E. Schafer, N. D. Singpurwalla

[6], p. 398). This is the estimator obtained by using the loss function
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Li (R,R) and assigning a gamma distribution prior to 0, the parameter in the

exponential density (1). A brief sketch of the calculation of the estimator

follows. The prior is given by

+(8:Y,3) = & 6'-' et"/F(x) , (25)

where 6,Y > 0 and 0 × 0. Then, calculating the posterior distribution of

0, when the data is given by the total time on test statistic (3), it follows

that the estimator

n+ Y

#(x,a) - (#p" , (26)

the conditional expected value of R given Y = y. Subsequently, this will

be compared with (14), (17) and (22).

Remark. To the authors, one of the more interesting properties of these

estimators is the role played by the Riemann zeta function and the generalized

Riemann zeta function. From (ll), we have that

R.6(L1) - K(n+1, gyri) / (n+1,ay)

= %,8,842) - 8.1(3) e

Further, from (21), we see that

#,1(L3) - (<(n+1,ay) - (aty)") / (n+1,ay)

and if o = l, y = 0,

#1,1(L3) - (<(n+1)-1) / (n+1).

£º

ſt

ºrti

fºr:li

T::idt

‘ſtion

ºrill

; in th

º,
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Specifically, if in addition n = 1,

Rı,1(L3) = (m^/6 - 1) / (m"/6) = 1 - +
T

We conclude this section with some observations concerning elementary

properties of the estimators given by (14), (17) and (22). With no loss of

generality, we can examine specifically (13) and (14). From (13), it is

immediately evident that 0 < R < 1. We now show that R is an increasing

function of o (or y) and a decreasing function of 8, which one would

naturally expect to be the case, given the respective roles played by o and

8 in the model. Therefore, we calculate

l

ſºo-ºº- log (1-R)(-log R)" dR
0

f - -

| R*y-'(1-R)*-' (-log R)" dR
0

l l

- ! -r-v- -

| R*/(1-R)*-' (-log R)"dR | s”(1-s)*"log (1-s)(-log sy" ds
- 0 0

ſe” (1-R)” (-log R)" sº
0

Thus, it suffices to consider

l l

ſ R” (1-R)” log (1-R)(-log R)" dR ſ s”y-' (1-s)*'(-log sy" ds
0 0

l - l

- ſ R*y (1-R)*'(-log R)" dR ſ s”(1-s)*"log(1-s)(-log sy" ds
O 0

l l

- | ſ R*y (1-R)*'(-log R)" s”(l-s)*-' (-log s"ſau-Hau-mass,
0 °0

from which it follows readily that 28/28 - 0. The verification that

aff/2a : 0 (afi/ay > 0) is completely parallel and is omitted.
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Thé3. ASYMPTOTIC COMPARISONS OF ESTIMATORS

From the results of Appendix III (see A.82), we have that ... ?"

i; ; ;

-lye-l/y

R. 2 (L.) " -; ºr(2+) -—º-
l e

- - I/y - +
o,8 ny” (l-e ‘’’) (l º 9. (27)

-l/y
l l l -v-l)e

a 20-e-'9) (1 - l) , 28 Th

*a,3(2,w) ny” (l-e ‘’’) (l º (28)

1. L-ly - tº

R..Q.) - 7' Ryº - jºy, 6 - 1) (29)
o,8**3 ny’ “

W:

As is evident from the above, the differences are small. For large n, ; , El

trill

- R. A. (L ... —sº
*...*.*.*, *, * * * L.T. (30)

ny”(1-e"''')

- w an -l -

and in general *(a,a),(Li)/*a,6(3) ~ 1 + 0(n"'), l s i, j < 3.

Naturally, since the maximum likelihood estimator is e-l/y, one expects

the estimators above to be asymptotically equivalent to it. Note further that

ve"/7/y?(1-e-'77)

is bounded for all y > 0. §tin

Similarly, for the "traditional" Bayesian estimator (26), the comparable

representation is *:::

- # - + + 29:l §:

#(Y, 6) - e y my . ny” (31) -

and #(Y,6)/ſ, 3(li) = 1 + O(n'), i = 1,2,3. Thus, it appears that the in

differences are about as small as could reasonably be expected. | ||
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4. SOME PROPOSED ESTIMATORS OF R

The minimum variance unbiased estimator of R has been studied by

E. L. Pugh [8], A. P. Basu [2] and S. Zacks and M. Even [12]. In our notation,

this is given by

( 1 - 1/ny)" ny > 1

(32)

0 ny < 1

ºr

The asymptotic representation for R is easily seen to be

l

-} + k - 3-#ºr y -

R" - e y my *ny” (1 ., oſn-2)).

We can also adapt the estimators of the exponential parameter given by

G. M. El-Sayyad [4] to correct them in a naive manner to reliability estimators.

Naturally, the optimality hypotheses used therein no longer apply,

R
-

l/p

* - exp ( gººgºon ) , p > 0 (33)

-]. - (#1)

- e 9 º' ' (1 + O(n-2)) (34)

El-Sayyad also provides an argument which leads to the well-known

estimator

6 = ev(n)/ny

where W(n) is known as the Psi function or digama function. Fron this, one

deduces

(35)R E. se")/ny

and from well-known asymptotic properties of W(n), (see for example,

M. Abramowitz and I. A. Stegun [1]),
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! 4

§ - ey. 27(1 + O(n-3) ) . (36)

The Psi function arises naturally in estimators as the scale transformation

invariant estimator for squared error loss. In this connection see T. S. Ferguson [5] .

El-Sayyad also obtained some Bayesian point estimators for the exponential #: COſ

parameter using the gamma prior and some loss functions which are generalizations

of the squared error loss function.

In the notation of (26), his estimators for 6 are
lºtt

6, - (8+ny)" ( l/8

1 - (8+ny)" (r(Yºntate)/r(Y+n+8)} (37)

and

62 - e”)/(sºny), (38) *::yes

where 0, 8 are nonnegative parameters in the loss functions used by El-Sayyad.

These yield estimators of R as follows,

a - 6;

R s = e ', i = 1,2l T (39) *:::

and asymptotically, we have, For

* :

l - rta - (8-1) + -94.
a ſy " Ty 2ny ny” -2

R - e (1 + O(n +)), (40)

and

with
! - + 2- -3 §§

A. - 5 - TF r 7-E + EEZ- *

fi, - e º 'º * : * a , oº). (41)

Various Bayesian estimators for the exponential parameter were suggested

by S. K. Bhattacharyya [3]. In one of these, he considered the range of t = 1/6 H:

to be finite and used the uniform prior
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g(t) = (3-2)", 0 < 0 < t < 8 ,

0 2 Otherwise. (42)

He also considered the inverted gamma density

v4-1

-u/t (H)

= 5–1– , 0 < t < *, u,v > 0. (43)
g(t) =

u T(v)

Letting

X

Y(n,x) = ſ ett tº at ,

0

the Bayes estimate for (42) is

ºr -

R3 = Y {n-linyºl) + n-l. ' (44)

Y (n-l,ny) (1 + 1/ny)

where Y”(n,v) = Y(n.) - Y (n, #) -

For the prior density given by (43), the Bayesian estimator was snown

to be

w -In-V

R4 - (l +º > (45)

which asymptotically behaves like

l —#r l V

- - - - -Z + Tº

fl. = e / n 2ny ny (1 + O(n^*)). (46)
4

He also calculated the Bayesian estimator for the exponential
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prior obtaining,

- (n-l

*... "...(ſº ſº, ſº a # • (47)

where the prior is given by

º e-t/A 3. 0 < t < oo , X > 0 . (48)

It can be shown that (47) may be approximated by

fis (1 +y” (49)

for large n. Formula 9.7.8 p. 378 in M. Abramowitz and I. A. Stegun [1]

may be used to obtain more detailed asymptotic information.

In the papers by S. K. Sinha and I. Guttman [10], [ll] the improper prior

g(t) = t", 0 < t < oo (50)

is assigned to t = 1/0, obtaining as the Bayes estimator

fl = (1 + 1/ny)", (51)

which yields the asymptotic expression

1 - ––

fi - e y 2ny” (1 + O(n^*)) . (52)

W. M. Rao Tummala and P. T. Sathe [9] employed gamma priors and obtained

"minimum expected loss estimators" for the reliability. They compare these

estimators with the Bayes and maximum likelihood estimators for quadratic

loss functions in estimating 0 .
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APPENDIX I

In this appendix, we study the series given in (9) and establish the re

marks following (9) and (10). This can also serve as a justification for the

interchange of operations used in deriving (9). Specifically, we establish

the following

Theorem A.l. Let

1(a,b,c) - , (-1)*(*)(...)-(*). (A.l.)

i =

where c > 0, and t and 3 are real, and where

(8-1)(3-2) ' ' ' (8-i)/i! i = 1,2,...

(8:1) -:

i

l , i = 0 . (A. 2)

Then I (c.,8,t) converges whenever 8 is a positive integer. If B is not

a positive integer, I (c.,8,t) converges if and only if 8 + t > 0.

Pr00f. Clearly, if B is a positive integer, the series (A.l) terminates

and convergence is trivially verified. Hence assume that 3 is not a

positive integer. Write

1(a,b,c) - , (".")(-1)'taº)")
ić8

. . (*)(-)''...)-(“"). (A. 3)

i-8

The first sum has a finite (possibly zero) number of terms. Hence, to study

Convergence, it suffices to restrict attention to the second sum, which we
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write as

Y(Y+1).. ..(tri-r)(a+1)* )
C 9 (A.4)

iš8 8 il

where

r = 1, Ca = 1, Y = 1-3, if 8 × 0

r = [8]+1, cº - (-1)^*(8-1)...(8-rºl), Y - (r-8) if t > 0. (A.5)

Further, in (A.4), vacuous products are interpreted as unity and Y is always

positive.

We now determine when (A.4) converges and obtain estimates for the tail

of (A.4), when it is convergent. Hence, it suffices to consider

In(q,x, r,t) = º rºm-tº-neirº
T 2 -

> (A.6)

which has all terms positive. Note that the sign of (A.4) is determined solely

by Cs.

Now

i

alſ " tº) (ati)-(**)/i | s

j=0

(Y+i-r)log(Y+i-r)-(Y+i-r)-Y log Y + Y + # logſ(Y)(Y4i-r)]

-(t+1)log(a+i) - i log i + i - # log i – } log (2II)

=(Y+i-r)|[log i + log (l ++)] + r - Y log Y +} logy: log i

l Y-r C. -

* # log(l ++++)-(z+1)log i - (t+1)log(1 + #) - i log i

l l

- Z. log i - Ż log(2II). - (A.7)
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For M sufficiently large, we have for all i 2 M,

- r
-

l Y-r i
Ž < (l + +++) s e < e

and

C. 3

l < (l + #) < Ž

Thus,

l

i-r 2 - -rº - - -- - -

iſ 6.3) (sº)-(*)/si < 4G)(#)','e','º'; "", (A.8)
j=0

where

l, ( ) T 2 -l

d(t) = - (T-Hl

(#). T K -l . (A.9)

Therefore. we have shown that

1, 3 c \, f^**' , (A.l 0)

i >M

for some positive constant c = c(Y, r,t). From (A.10), we can immediately

observe that |M converges absolutely whenever Y-r-tº-0. Thus, from (A.5),

we have that if B > 0, I (c., 8,t) converges whenever 8+T-0. Similarly, if

3 s 0, the same conclusion holds.

To establish the converse, note that

i-Y

log |[. cº)*] >

j=0
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- l 1 -
(Y+i-r)|[log i + log(1 + Hº)]+ r -> log Y + # log Y + # log i

- . . -l ...-l Cl

, , i.e., ( , HF, , ºſtrº-r)"-" - (*) 1990 * *

- ... l l

-(t+1) log i - i log i - # log 1 - ? log (2II) - TZī .

Now, for M sufficiently large and all i > M

. . -l

(12i)" & 1/12

and

(1 + H+) = ,0-r)/(1+(Y-r))

Consequently,

i-r

| II
cº)(a)-(*. 2

j=0

-} -º-º: -**
(2.) 2." T2 Tºr-r-,-i, *d,(:) 2 (A. ll)

wh re di(t) is defined by (A.9).

Thus

IM 2 k .) iy-r-,-, , (A. l.2)

i>M

where k = k(Y,t,r) is a positive constant. Thus M diverges whenever

Y-r-t = 0 and thus diverges whenever 8+1 - 0, establishing the theorem.

Remark. The above analysis permits us to readily estimate the tail of the

series whenever 3+t > 0, since

3. ,-ºw . . .”. - ##" (A. 13)
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APPENDIX II

In this appendix, we obtain a complete asymptotic expansion (n”) of

*Y"(1-R)” (-log Ry"aR ,
1

I,(c,8,y) - ſº R

where y = ny, y > 0. In particular, we establish the following theorem.

Theorem A. 2. For y > 0, a > 0, as n + °, for any 6 × 0, k = 2, 3, . . .

º

M (6 ) k

In In -: (r), o” r/2

e In (2,3,7) v2z/Y,( ) K.(*,”,”, )

r=0

+ 0 \n º (A. 14)

where

M, (9) = 0 (a+ny) - n log 0 – (8-1)log(1-e", (A. 15)

º

and °n is the largest positive root of M;(6) = 0 . Further,

**

–0 –0

1 3-1 n \,-2 - 1

"n = n 6°2 - *(·. ) - (- ) ) º (A. 16)

n

r1/(#). 2*/2, r even

\l >

r 0 , r odd

(A. 17)

and

M. W.

Žſ. 3 k ſº. ſ.

(r) - - i (3) - - - - - (k) e e *... k

*nk (0) = 2 (-1) M. (0) Mr. (9)/4, * 31 k! º (A. 18)

k

> 0 with ) j4. = r .where the sum extends over all *3, ... ." J

j=3

k

In order to prove Theorem A. 2, it is desirable to introduce a number of

preliminary lemmas.

Lemma A. 1. For j = 1, 2, . . . ,

-, *, *-

-

|-1113–1214 - (8-1) ; b.,(1-e
62 2-0 °2

(j) tax - - -0 Y-2

*..." (0) - (any)*, * )-- , (A. 19)

where *11 = 1, 6... = 0, j ż 1 and

1j
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b = -1, b0.1 = 1,11 *13 = 0, 8 × j or W. K 0 ,

b. . = 1

1; - *,3-, - (4-1)*
1-1,3-1' " < & K j, j > 2 .

º

Alternatively, we can write

3,4- - -6A

“” (6) - tarny,8... + =1}+4+13++ - (8-1 ; 19ſi- 2 ,M. (0) (olºny) 1j + 63 ( ','!,"*** ( e )

where

a 1.1 - 1, *03 = 0, *33 = 0, j > 1, *13 = 0, 8 × j

**, 34.1 " -**13 - (3-1-1)*1-1,3 , 1 < t < j, j > 2 .

Further, for j > 2

hºul- 18-11." -- ","G-1) lººte) < aºui
6 6

+ 16-11e"(1-e", "(3-1).

and for n sufficiently large, for each fixed 6

aſi-ill & Imº (e) | < 2nti-ill
263 In 63

(A. 20)

(A. 21 )

(A.22)

(A. 23)

(A. 24.)

Proof. (A - 19), (A. 20), (A. 21) and (A. 22) are easily verified. From (A .22),

it is evident that sgn *13 - (-1)*', j > 1, 1 < t < j. Further

; *z,341 " ; (-ka, - ; (j-84-1) a
Am 1 ſºm 1 Wºm 1 2-1, j

- - ; [*a, , 4 (j- 1)a,.] = -j ; a a . e.

ſº-0 £j £j zºo *3

Thus

- j+1
; a , , = (-1) c (j-1) |

zºo *3

for some constant c. Since a11 * 1, it follows that c = 1, and

+1

; a, - (-1)” (3-1) .
ſº-0

Thus, from (A. 25), we have

(A. 25)

Al:
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....” -- "," < *q-e ‘’’(3-1), . (A. 26)

2:1 *j

(A.23 and (A. 24) follow directly from (A. 26), establishing the lemma •

ºr

Lemma A. 2. A sequence of asymptotic (n”) estimates of °n is provided by

* -i.

6. – 3, 0(n ), i = 1, 2, . . . (A. 27)

where

5, - 1/y , (A. 28)

and 52

- - i I n 3-1 -

6 = 0 , + → | *— +— - ny - (a+8–1) e (A. 29)

i-H 1 l n - -

6 –0

i i

l-e

Proof. For every € 2 0, there is an n sufficiently large so that M.,(9)

*

is strictly convex on (€, *). Thus, * (9) = 0 has a unique root °n On

(€,°) • (A. 27), (A. 28) and (A. 29) follow readily.

Specifically,

6. – 4 + 0 (n')
y

E. 1. +#(º: - “t-º) + 0 (n’)

y ny" \,-,-1/y

- 1 + –1–| —é-1—- (a+8-1)] + – —*1–- (a+8-1)*

y ny’ \'. --1/y n°y’ \'. --1/yy 1-e 1-e

-, 2-1/y - -

(3-1) e - ( *:::: - “-º) + 0 (n 3) º (A. 30)

n°;*(1-e-1/y)? 1 -e

ºr

Remark: Applying lemma A. 2, and letting 6 = 9a in (A. 23), we can leduce

- *j (j), a” * - *j
n (3-1) 1/29, In.” (9,01 < 2n(3-1) /9,' . (A. 31)

Lemma A. 3 - For 0 < r < k, k > 2,

(0) , o?"

*nk (9,) 1 (A. 32)
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K.’ (9a) - 0, r = 1,2 (A. 33)

(r)
ºr -

lº (9a). < k(2n)” yº, r = 3, 4, , , , , k f (A. 34)

for n sufficiently large.

Proof. From (A. 18), (A - 32) and (A.33) follows trivially. Therefore, we need

only establish (A. 34). From (A. 24) and (A. 18), for n sufficiently large,

3 < r < k,

ſ. ſ. 2. W.

(r) 2n(2 : ) Y. 3 2n(k-1) | \ k 3 k
< - © e º - © e O e - e.Ix.' (8) E( 63 ) ( H+) */s, *, 31 k!

Žſ.

W. W.

:= (2n) o e e *... k

E( Ejº, /*, *****, 3 k e (A. 35)

6 3

Since

i jº , = r ,

j=3 2

we have

k

3 ) ſº, . K r

j=3

and

k

) W. K ra: .

j=3

Thus

r/3 2. ſº

(r) (2n) 3 n
< +– © O - O Gº Olº. (0)| 6* E1/4, *k. 3 k e

Now

W. ſ. [r/3] 2. Q.

r1/4, 1''", 3 *... •k k < ) # ) HT (#) *... (1) k

m= 1 W. , - - - , ! >0 T3 k

3 k

“g
1 1 1. m

m=1 m! (3 + + º

* 1
< - m = o4. m! (log k) k

Thus

In A

lº),

W

Rºof,

lºſ

fol
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(r)

lº.
(6) & k(2n)”/9* .

ºr

From (A.31), the conclusion follows readily upon replacing 6 by °n in

(A. 35).

We now proceed to the proof of the theorem.

-0

Proof. Let R = e obtaining

-*tany)(-,-)-1,”I,(a,b,y) - ſº e d6 . (A. 36.)

Let

g(0) = .-9tsºny)(-,-9)*-1 ºn e (A. 37)

Choose *1(n), *2 (n) so that

0 < *, (n) < n/(a+ny) < 1,0m) < * , (A. 38)

For 3 × 1,

T. (n) T. (n) -1, (n) (any)

ſo' gºab - ſo." e-°(*ny) enae z (r,tn))"e e (A. 39)

-T

-0

For 8 & 1, since 1-e > 0 (1-e ')/r, 0 < 0 < *1.

T. (n) \{-1
T. (n) 1 T. (n) -

ſ,' g(0) do & (#) ſ".-9tatny) ºn 8-126
*1(n) 0

whenever

1,0) < * ,
othny

we have -T. (n) -

T. (n) - 1 -T. (n) (o-Fny)

ſ," gºao (#) “,@” . " • (A - 40)

1

Proceeding similarly, we have,

co --9tatny)

6°d6 ,

*2 (n)

where

f(3) = 1 , 3 P 1

-*2 (n) fl-1

f(3) = (1-e , 8 & 1 .

From F. W. J. Olver [7], p. 70, we have
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co -6 (a+ny) anaa – - , -n-1 - -u n

ſi,(A)* 6” d6 = (a+ny) ſº, a " u" du

-(a+ny)t (n)

e *”“,@”
< - e

(arny)", (n)-n

Hence

- (a+ny) t., (n)

Go f (3) e *” (,00)"
ſ.ta) g(9)49 - e (A .41 )

2 ºn (any)+2(n)-n

From (A. 15) and (A. 36), we have that

—M (6)

In (2,3,9) - ſ. e * do . (A .42

Now write, for k > 2 * , 2 * , k

(0-0 ) ºr (*-*n)" (k).
:- tº © o e -

MA(6) MA(9,9 + 21 M;(6.) + + k! Mr. °n

+ was (9) & (A. 43)

where 19-e-Ik”

n (k+1)

Iwai.(8) < —FT- |M. (5a) (A .44)

ºr

and $n lies between 0 and °n.

-

* -

From (A. 30) or (A. 15), it is easily seen that 0 = n/(olºny) + o(1) and

thus for sufficiently large n,

T 6” T e1(n) K n K 2 (n)

Consequently for 6 e (+1(n), *2 (n)), from (A - 24) and (A. 44),

2 2nk\

n

(t (n)-;,&n))” (

Now write g(6) as

Y

-s (6') - *(6-8.)" co

g(6) = e n n n

r=0 Q-3 n

• e " (A.46)
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*

where Y = M" (6 ). Then write
In In In

# , º,
co 0-0

) (-1)* ( ; ( n? *(º)"
r=0 r! 2-3 W. 1 n n

3 & 4- +kſ. *3 kº e - e. º *

r (6-8") * *M(3)(6")...Mºk) (6')
E } (-1) ) r! n Q. n 9. n n ru

r! *- : . . . . .

ra-0 *3, . . . .”.”0 3 k 31 *...k. k

W. . k - W. .

Go Go -º-º: II (**) J

n j=3 n n

= 1 + ) ) J º (A. 47)

ſº-3 ſ. ſ. k k &

3 * * * * *k II ſº. 1 II 31

j-3 ° j=3

where the sum is over *3, . . . . ** > 0 with E3% = 8. Thus, we can write

(A. 47) as

1 ; ºte-º', ; kºtº-sº" (A. 48)+ K - + K - * A • 48

Al-3 nk In n 2-k+1 nk n n

where

, k • \ }s k k W.

K.’ - } (-1)*3 m (*!) 2/ II ** I j * . (A.49)

*3, . . .”. j=3 j=3 j=3

Accordingly, we define

* Y * , 2

-M (6 )- +(6–6 ) k

h (6) - e n n 2 * (1 + ) K.' (8-8.)") w (A .50)

W-3 n

and consider

ºr

e | g(0) dº - ſº. h (6) del - R, . (A. 51 )

Then
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*, *, *, (a) *1(n) *20m)

R, s e (J. h (6)a? " ſo g(9)40 + ſ. (n) Ih, (9)-g(9) Idº

1

Go Go

+ ſ.t.)” +ſº.” e (A. 52)

the l

From (A. 34), we have funct

| kº (6-6.)”, “ . . . § (2n)** 7"(6-8")* WOW
2:3 nk n Mºs3 n

| Sl

ºr

Thus for T., (n) > 0 ,
2 n

º Y º 2

M (6 ) - **(6-8 ) k
In n " fee Go 2 n (2) * , ſº

e J h, (6) db = ſ e (1 + ) kº (6–61)*)at .
*20m) k *20m) Q-3 nk n

"n * , 2

Setting w = 2- (9-9.) , we obtain

ºr 1 2-1

M (6 ) - - k \ -

In in Go 1 Go -w 2 (A) || 2 || 1/2 2

e J (0) d6 =− ſ e [. + ) k (#) w } .
1,0m) "k 77, a tºta\le')2 tº "“We

2 2 In

Then, applying (A-31) with j = 2, and (A.41)

- 1. k \ *-1 Šin

1 ſ. e"(w + ) rºſº.” •
Y2Y, ==(t ( )-6")? 2-3 n !"ni

3-vºzuno-ºn

1 2-1

º - - k .42/3 +

• HZE ſ e"|v * + k 4: ... * law Co.
- * Y * 2/6

n ==(t (n)-0 )2 Q-3

2 2 n

Y

n 2 1

1 *“2-’,” ||Y, tº ta)-e')."! " ?
n1/2; 2 2 n

$ii
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**1

† 2

k 244/3 [...(t,n)-9.3%)

º

2-3 */6 'n (t (n)-9")”- *-1

2 2 n 2

+ k

the last inequality following from inequalities for the incomplete gamma

function on pages 66 and 70 of F. J. Olver [7] .

- 1 +3 - 4 -6

Now let n ° < 1.(n)-9" - 6" - c. (n) < n ° 0 < 3 & 4+. Then for
2 n n 1 º 12

n sufficiently large, 3 K R < k,

42/3 / Y Y

k?— I’m _6°y 2) (*1)/2 / | 'n —a", * - 1 -

*/6 [. (+2(n)º / [. (r,tn)-9a)" - (* wº

2x24*/3 [. ºr *ſº
<

n * , 2

2 (+2(n)-9a) (+2(n)-9a) )*/6 2

2-1

-: 20****)/*k T (t (n)-6")* 2

2/6 2 2 In

n

- 2 l & 1

& ºn-4/82 (*3)/3 km;2), 3 || 2 - 2 (*3)/3,-1/6 . (A. 53)

Similarly,

1 1

Y - - -2 - -

n * , 2 2 n -1+26 2

- –0 <

[*e,” : º, :

-: n”/4 o

Consequently, there is a constant °k y such that

w

ºr -

M, (9,) º °k.y e-n” */4
J h (6)deſ –#2-4 o (A. 54)

T., (n) 1
2 2. +6

n

Similar calculations establish the same bound for
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m (6') t. (n)
n in 1

e ſo h (6)a? .

*

M (6 ) T., (n)
nWe now consider e n ſº (h, (9)-gº))ae. From (A.46) and (A-50),

1

Y

º n * , 2

M (6 ) - +(0-0 ) k

2 (£) W.

• " " (g(6) - hºtº)) - e * (1 + , k.' (8-8;)*) .
24-3

—w , (6) —w , (0) º

(e "nk - 1) + e "" ) kº (6-8.)" - (A. 55)

ſº-k+1

From (A.44) and (A.31), for sufficiently large n,

(r,tn)-1, (n))” -

Iwa (9) I < —Frºſſ- 4nkly ,

since |E_ - 1| < t , (n) - T. (n) < 2n-1/3 • Thus

n - 2 1

y

-woº (9)
le - 1 || = o(1,0)-1, (n))”n)

and

Iwº.1 - ot (1,0m) - “,@*'a)

as n + °. Further from (A. 34),

Go ©o

wº -

| } rºtº-6," < x ) (2n)****
Zakł-1 Q-k+1

k(2n) (k+1)/3 ;(k+1)

ſ.

(*2(n) - *1(n))

- (k+1)

(+2 (n) t, (n))
- - - (A. 56)

1 - (2n)'''yº, (n) - r,tn))

Since n(+2(n) - *, (n))* * 0 as n + °,

| ) rºtº-ºp". < 2×(2n) (k+1)/3 ;(k+1)
k+ 1

(T., (n) - T. (n)) (A. 57)

2-k+1 "" 2 1
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for sufficiently large n. Similarly

k

| 1 + ) rºtº-3.)"
2:3 nk

k R/3-ſ. M.

< 1 + ) k(2n) */*y (*2 (n) - T, (n))

2-3

= 1 + 0(+2(n) - “,@*.**) e (A. 58)

Thus

k

(*), a_a” * - k+1

| + & K.'(9-9.)"|(ott, (n) - , (n)*'a)
=3

- o((+2(n) - “,@*'a) e (A. 59)

Hence

Y º

n 2

*20m) *20m) - #(6-8 )
- n (k+1)/3 – k+1ſº | g (0) - h (6) I do & ſº e Gr(2n) y

k+ 1 k+1

“,(n) - , (n))” ot",-i,0°'a) as

"... •
n 2

n) - #(9-9.,
T., (

- - k+1_(k+1)/3 ) f '2
o(ſt, ºn) t, (n))" ºn M.G.) e d6

T., (n)/T * , 2
E o(“, (a)-.,tn))”,”/*) —1– f 2 n (9-9.) /*ae

e

W. 1, Gnoſ,

1

**), º/*- i)
-

(

0 (,” *1(n))

- #1 - # + (k+1) &

= 0 || In e (A. 60)

From (A-37) and (A. 40)

*1(n) nºds -(arny)", (n)
0 g(0) d6 & (+1(n)) e r(t, (n))

º

555



1 , 3 > 1

where *8 -

3 , 3 K 1

and

1 3 > 1

r(r, (n) - -1, (n)

(1-e )/t, (n), 3 K 1 .

Thus ºr

tiºn) -M (0 )

ſo' gºaº/e

º
-

-

t, ta) n (0,-7, (n)) tarny) *8 r(r, (n))

= 1-7 e (r,tn)) 7–R=7

0 (n) -0 )
n

1-e

Since

1– « t. (n) < * (A.61)
- 1 -

2y y

for n sufficiently large, we can write

*8 —e" 3-1 - -

(r,tn)) ºr (r,tn))/(1-e In < d, (y,8) , (A.6.2)

where d, ty,8) does not depend on n. Similarly,

Go ..,0), "wº." -

ſ.t.)” <— , (A.63)

(any)t,(n)-n

where

f, (8) - t2(n)f(3) º

and from (A-61), for n sufficiently large

f, (3) < d, ty, 3) ,

where d207,8) does not depend on n.

Note further that

º 4-6
- - 3

(*ny)+2(n) • n > (any)(b. n ) - In
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Therefore, combining (A - 62 ), (A.63), and (A. 64), we can write

* *1(n) t, (n) ºr -

M, (9a) + logºſo g(6) d6) < n log 6” - (0,-1, n)) (any)

(n)

+ log d, ty,8)

and

* Go *2 (n) º -

M, (9a) + log(ſ. (a) g(9)49)) < n log ( ºr ) - (9,-7, (n)) (any)

2 9 (n)

+ log d, ty, 3) + # log n + log c , (A. 65)

where c is a suitable constant. Accordingly, we consider the expression,

for i = 1,2,

t; (n) ºr -

n logl-F - (0,-i, (n)) tarny)

0 (n)

ºr

T, (n)-6(n)

- n logſ + ++-) - (8-1, (n)) (any)
6 n i

n

º ºr 2

* (n)-9 (n) (*, (n)-9 (n)) ºr -

= n 6” - 2e." - (0,-7, (n)) (any)

n n

* 3

+ occº, 9 (n)) ) .

+ otn"), we have

** {n} º -

n logi- - (0,-1, (n)) (arny)

0 (n)

ºr

Now, since °n E.

;
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- at (1, (n)-6' (n)) (7-0 (n")

ºr 2

ſº (n)) ( -:)
- n!--— | + + 0 (n )

2 -

y

6* - 6*- O ( n-ti (n) - ny ( n-ti (n))

e" n)?
+ 0 (+,- n) )

(1, (n)-6' (n))” - # -6

= -n—4 00m ) . (A. 66)

2y

Thus

4-26

ºr n 3

t, (n) -M, (9,) ~ 25
ſo' g(9)a?/e < e “Y (A. 67)

and

4 -36

* In 3

Go -M, (9,) 27

< eſ.t.)” e (A. 68 )

for n sufficiently large.

Combining (A-52), (A - 54), (A. 60), (A. 67) and (A. 68), we have

*

k+1 1

- ++ - + +6
*n(*n), ,- Go 6 2

lſ, g(9)49 - ſº. h. (9)461 - 0(n ) .

n

Since

(£)

ſº. h. (9)46 - e " " ſº. e 1 + ... K.

Y
ºr n * , 2

M (6 ) - #(6-8, ( k

k •oo 3

* , 0.

(9-9.) ).
* , 2

ºr 0-0

-M, (9a) - **m'. (6-8")*

= *— ſ. e 2 1 + ) K.’ —º-)e.

/7. Q-3 "n

ºr

—M (6 ) k

/21 e n n : k(*) u /Y r/2

Y nk "r" "n º (A - 69)

n r=0

thus establishing the theorem.
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APPENDIX III

From the results of Appendix II, the various estimates of section. 2 all

have asymptotic estimates given by ratios of the form,

an

*a, 8, w " ſº- h. (9,3-1,3)48/ſ. h. (9, a.3)46 . (A. 70)

We now proceed to obtain an asymptotic expansion for this ratio.

Since h. (9) has the form

Y

º n * , 2

-M (6 )- +(0-0 )* k tº ºr

e In In 2 In } K (0, ) (0-6 }r

r In n

rmsO

we have

ſI. h. (9)dº

º

-M (6 ) k

--> n n' / 2M (r), o° r/2
e * ... K.'(ºve/Y, 0.

n rºs0

where "r are the central moments of the normal distribution with variance

º º

unity. Now MA(9,A), Yn. and 9, depend on C. Thus, from (A. 14) and (A. 70)

6* 3 6*
Mn( aſ at 1, )) + Maſ aſo, 3)) Yº (2,8)

R * -©

o,8,y * Yº (at 1,8)

A

* -(r)..." r/2

i. K.' (8,091,3), Z(x,toºl, 3) - * +3

(1 + o(n 6 ))
k (r), Aº 2

7 K.' (8.2, 6), Zºº,3))*/
r=0

(A. 71 )
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We now employ the results of Appendix II to evaluate (A. 71). From (A. 15)

º º

waſ 9,12,6)) - M.,(9,041,6) -

(e.g., 8) - 0.911,5)) (any) - *...to 1,8)

*

9. (a+1,2) ...”.”.”
+ n log-- + (8–1) log wº e (A. 72)

9, ſa,6) ...”.”.”

Using (A. 30), direct calculations establish

º º

9,9,8) - 8,941,8) =

#-3ſº-º-
-2 2-3 -

ny n'y Wi-,-1/y

-, --1/y -

--tº-ºº-º- + 0 (n’) . (A. 73)
-\ 2

n°5"(-rº)

Similarly,

6" (a,b)

+++ - 1 + + · +;|—º-- (s-a-1)
9,941,8) ny n y 1-e-1/y

-, --1/y -

- —#11-13 oth’, . (A. 74)

n”;” |-,-1/#)

Thus,

n log(e.g.,B)/2.0-1,80) -

R- -, --1/y
+ +: —t- - --) - (8 1)e - 2 - +:

ny \i-e-1/y n;”(1-e"/Y). 2ny

+ oth *) . (A. 75)

Now write
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º -

-0 (o., 3) -1 /> -1/y - -

1-e * - (1 - ~") + =#|-tºº-- (s-a-1) + oth’, (A. 76)

ny \l-e-1/y

º

–6,(a+1,2)
and replacing q by G41 in (A.76) produces 1-e e

Rewrite (A. 76) as

-1 /> -1/y - -

(1-e ºſ. + —= ( *1–- “-1) + O(n •) -

1nti-e"/Y);” e-1/y

Then * -

-0 (o, 3) -1 /> -1/y -

log [1-e n = log(1-e 1/y) + e - 3-1 - - --) +

nº 1-e"/Y);” 1-e-1/y

o(n°) º

Thus,

| - “...) -1/y

log *—z--- -—=– + otn’) © (A.77)

-0 (o., 3) ;"| - -v;)|- n ) ny" | 1-e

Consequently,

* º

M_ (0 (o., 8) - M_(6 (ot-1, 3)) =
n in in n

-, --1/y -

- 4 + +; (or + #) - —ſtile—ºt + O(n 2) - (A. 78)

y ny ny”(1-e"/Y)

We now evaluate Yata,3)/Y, (a+1,8). Since

* º

- -0 (o., 3)\-2 -0 (o., 3)\-1
nya(2,8) -→ - #1 |- n ) - (- n ) | º

(9,9,8))

from (A. 30)

(e.g.8))” - 7% + +|→
ny

2 -2

1-e-1/y

- --) "' + 0 (n°) ,
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and

6" (a,b)\-2 6" (a,b)\-1-0 (o., 5)\- -0 (o., 5)\-#1 (- n ) - |- n ) )

- -2 - - 1

- *::1 [...”) - (1-e"/y) | + oth *) ,

we set

Y (a,b)/ (at 1.8) - 1 - *-* oth’)
n n ny

and 1

(x,ta,b)/",(at 1,3)]* - 1 - + + on * . (A. 79 )

ny

Finally, we set k = 5, obtaining

i kº (6' (a,b))u /(x;a,b))*
nº ("nº", *) )*, Á º

rºs0

- 1 - ...(4) ta" 21 M. (9,42, 3))/ex;ta, 3) e (A. 80)

From (A. 19), (A. 30) and (A. 79), we see that

1-nº'(9.62+1,8))/ex (at 1,8) -2

1-h."(e.g., 3))/ex (a,b)

Combining (A. 71), (A .76), (A. 77), (A. 78), (A. 79) and (A.80), we have

-1/y

- 4 - –1– 1 - —ſtil—

: + -itat ;) ------17;
- y ny ny" (l-e ) 1 -2

*a, 8, y T * (1 - 4–)(1 + 0 (n’”)) . (A. 82)

ny
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A NOTE ON THE WARIABLE KERNEL ESTIMATOR

#

OF THE HAZARD FUNCTION FROM RANDOMLY CENSORED DATA

Martin A. Tanner

Department of Statistics

University of Wisconsin

Madison, Wisconsin 53706

ABSTRACT

In a recent paper (Tanner and Wong (1982b)), a family of data-based

nonparametric hazard estimators was introduced. Several of these estimators

were studied in an extensive simulation experiment. The estimator which

allows for variable bandwidth was found to have a superior performance.

In this note, sufficient conditions for the variable kernel estimatcrto

be strongly consistent are presented.

*Support for this research has been provided in part by Research Grant

No. MCS-8101836 of the National Science Foundation. The author wishes to

express his sincere appreciation to professors R. R. Bahadur, S. M. Stigler,

and W. H. Wong for their valuable suggestions.
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1. INTRODUCTION

Let (T. ,C , ), i = 1,...,n be independent and identically distributed
i” i -

pairs of non-negative random variables. Assume that Ti and Ci are in

dependent for all i. Denote by ST(fT) and Sc(fo) the survivor (den

sity) functions of Ti and Ci, respectively. (See Miller (1981).) In

the random censorship model we observe the pairs Cº.,64), i = 1, . . . , n

where

Yi - min(T1,c)

6, - I(T1 - c1)

;
-

Q = 6. .

#1 *

The problem is to estimate the hazard function h(z) = frcz)/Sr(z).

Define RK as the distance from the point z to the kth nearest

of º,”, where 84 = 6. = ... = 6 Q. = 1 (assume k < 2.). RK,

then, is the distance to the kth closest failure neighbor from z. De

fine J to be the index of the largest order statistic of the W. failure

points which precedes the interval [z - Riº, z+R.J. (If z — RK < *(ii).

let J = 11-1.) Let J' = min (n, J 4 k) and let 81 be the indicator

random variable associated with *(i) :

The variable kernel estimator of h(z) is defined as

Ö 2-Y

- - i ; i (i)

*A* - # 7, Hä *(*) . (1)

data

183!

tSt.

Aſ

ket

$0.

£S

th
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This estimator has the appealing feature that the configuration of the data

plays a role in determining the degree of smoothing. In data sparse (dense)

regions, R. will be large (small) and the kernel will be flat (peaked).

In an extensive simulation study, Tanner and Wong (1982b) compare a

data-based 3-parameter nonparametric estimator, which incorporates the kth

nearest failure neighbor distance, to a data-based 1-parameter nonparametric

estimator, with constant bandwidth. (The theoretical properties of the 1

parameter estimator are discussed in detail in Tanner and Wong (1982a), while

Yandell (1983) and Ramlau–Hansen (1983) examine a truncated 1-parameter

kernel estimator.) The performance of the data-based 3-parameter estimator

is shown to be superior to that of the 1-parameter estimator. Our ultimate

goal is to establish the theoretical properties of this fully data-adaptive

estimator. However, this is a difficult problem. We regard the present

paper as solving a significant component problem. One must understand how

these estimators behave when the parameters are chosen deterministically

as a prerequisite to the analysis of the behavior of the data-adaptive procedure.

Several authors (Fix and Hodges (1951), Loftsgaarden and Quesenberry (1965),

Wagner (1975), Moore and Yackel (1977) and Mack and Rosenblatt (1979)) have

discussed the theoretical properties of the variable kernel estimator of the

density function and the special case nearest neighbor estimator. We point out

that the estimation of the hazard is a somewhat more difficult problem, since

formula (1) depends on both the order statistics of the sample and the ordering

induced by estimating the hazard at a point and sorting the data to obtain the

kth nearest failure neighbor of this point. For this reason, direct application

of previous techniques yields intractable formulas.
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2. CONSISTENCY OF #,

We assume that the survivor and density functions are continuous in

a neighborhood around the point of interest. We begin with some lemmas.

In Lemma 2.1, we present the density of Rk. We use this result in Lemma

2.2 to show that *k converges almost surely to zero. Lemma 2.3 enables

us to use Proposition 3i of Aalen (1978) to prove almost sure convergence

of à(z).

LEMMA 2.1. Let *k represent the distance between the point x

and its kth nearest failure point. Let p * p(t, > Ci),

G(r) = frºy)sc(y)dy, F(r) = (1 − p) G(r),

'X-ylºr

G' (r) = frCK-r)scGr-r) + frºx+r)sc(x+r) and F'(r) = (1-p) G' (r).

Then the density of *k is .

*s, * *(#) F(r)*(1-F(r))"F'(r) .

PR00F. The probability of m censored observations in a sample of

size n is given as

P(m) = (-)-a-ºº: -

In addition, given that m observations in a sample of size n have been

censored, the density of *k is given as

Mé

?:
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P(rlm) - (n-m) (º) cor)**(1- cory)* c (r) .

The result now follows by direct calculation.

LEMMA 2.2. Let k = k(n) = In”), 0 < e < 1, and let R be defined

8 - 8.

-º-as above. Then *. 0.

PROOF. Given 6' > 0, by Lemma 2.1 and repeated application of

integration by parts it is easy to show that

P(R. S. 6") < * * ) 51(1-5)"-4
RK T 1:0 \* -

—na(n)

From Chernoff (1952), it can be shown that this quantity is bounded by 2

where A(n) equals

& 1-6 p 1-p 1-6 \P 1-6 \*
- log2(6 (1 - 6) + log2 |p (1 − p) + log, + - log, *#) >

with p = k/n. It is now straightforward to show that

—nA(n) = -- - |log2 ( - is) log2 ( - **)

For n sufficiently large we have -nA(n) < -ne', for some positive

|- º |a- log2(nc) -

|

e' < c, and the result follows.

LEMMA 2. 3. Let *k and k = k(n) be defined as above, with

1/2 < 0 < 1. Then

n1/2 a . S.

i;(n) Rºta) →-- *
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PROOF. The result will follow if we can show that for all e > 0,

co n1/2

}. *(; *k(n) * •) < + co .

In=

Now

P n* s - n-l k-l n-k
log(n) *k(n) E n ( k_1 | t (1-t)* “dt,

O

where *n = € leg. . One can show that the result will follow if

n

co n

) n (*#) t”(1-t)*at z + . .
=2 k-l

Proceeding analogously to Lemma 2.2

E

n

-1 \ . k-1 -k n i -i -nAſ *(·). (1-t)" dt = ...(?):a-º" s 2 (n)

0

where, for p = k/n,

- - P – – e Al-P p – cyl-P
A(n) log2 °n log2(l en) + log2(P) + log2(l p)

1 -

l

1/2 + o- l-O.

1 n l In ,

n1-6 *(; ſº + ( - #) log2 € log n

1 – E 495 m.

n1/2

º

Hence for 1/2 < 0 < 1 and sufficiently large n, -nā(n) < —n" , where

0 < o' < 0, and the result follows.
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THEOREM 2.1. Let k - k(n) - In”), 1/2 < 0 < 1, and Rk be

defined as above, let KC") be a function of bounded variation with com

pact support on the interval [-1,+1], let h be continuous at z, then

fi,(2) **-* h(z).

PROOF. Let A * {sup|h,(2) – h(z)| > E) for e > 0. Now choose

m2n

6 such that (z – 26)2 0, then

m2n

An - |...}:**! U !', lºº. “ -

::... ) (, alº...”)m2n

P(Aa) S (, ſh

and by Lemma 2.2, *k *:5+ 0. Hence we need only consider the event

{An ſ\ {sup *k(m) < S] }. Now by the triangle inequality one can show that

In2n

:*. “{*}^{:”, “ .|...}:... “ - (< *

where,

A" = | :( –4– ſ K(u) dā (2-2R, u) -—4–ſ K(u)dh(z-2 u) ). #}
n 2R. , , n (m) “’ 2 Riº - 2 ( *

m2n *k(m) |ulsl *k(m) |ulsl (m)”

and

): ; }.
–4– / K(u) dh(z – 2 ) — h

- - – h(*EG) /lulxı * - *k(m)u z)
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Regarding the first event, using an application of integration by

parts, one can show
|| ||

A" ſh < 6 C sup c sup |ä (y)-H(y) ) 2 #} 2

!. |: *k(m) } !:(, (m) ye [2-26, z+26].' " | 4

since K(•) is assumed to be a function of bounded variation with compact

support. But by Proposition 3i of Aalen (1978) and Lemma 2.3, we have that

lim PI sup c sup fi (y) - H(y) ſ2 2 E. = 0.

n+oo (:: (*~ | m y | *...) 4 )

[]

Regarding the second event, it is immediate that

}ºn | : *k(m) >º C (A.") -

|

Therefore, if the function

f(0) =
[5]

ſ K(u)h(z - 20tu) du - h(z) of X 0

|ulsl

is continuous at z, then lim P(A.") - 0, since R. *** 0. Now fºo)
n+oo n [.

can be shown to be dominated by

max |h(z – 2du) - h(z)| |KGu) |du.

|ulsl |uls1

If we let O + 0, the result follows.

572



[1]

[2]

[3]

[4]

[5]

[6]

[7]

REFERENCES

Aalen, O. (1978). Nonparametric estimation of partial transition

probabilities in multiple decrement models. Annals of Statistics.

6. 534–545.

Chernoff, H. (1952). A measure of asymptotic efficiency for tests

of a hypothesis based on a sum of observations. Annals of

Mathematical Statistics, 23 493-507.

Fix, E., and Hodges, J. L. (1951). Discriminatory analysis. Nonpara

metric discrimination: consistency properties, Report 4, Project

Number 21–49–004, USAF School of Aviation Medicine, Randolf Field,

Texas.

Loftsgaarden, D. O., and Quesenberry, C. P. (1965). A nonparametric

estimate of a multivariate density function. Annals of Mathemati

cal Statistics. 36 1049–1051.

Mack, Y. P., and Rosenblatt, M. (1979). Multivariate k-nearest neigh

bor density estimates. Journal of Multivariate Analysis. 9. 1-15.

Miller, R. G. (1981). Survival Analysis. Wiley, New York.

Moore, D. S., and Yackel, J. W. (1977). Large sample properties of

nearest neighbor density function estimators. In Statistical

Decision Theory and Related Topics (S. S. Gupta and D. S. Moore,

Eds.) Academic Press, New York.

573



(8) Ramlau–Hansen, H. (1983). Smoothing counting process intensities by

means of kernel functions. Annals of Statistice.” (To Appear).

(9) Tanner, M. A. and Wong, W. H. (1982a). The estimation of the hazard

function from randomly censored data by the kernel method. Technical

Report 134. Department of Statistics, University of Chicago

(10) Tanner, M. A. and Wong, W. H. (1982b). Data-based nonparametric

estimation of the hazard function with applications to exploratory

analysis and model diagnostics. Journal of the American Statistical

Association, (To Appear).

(11) Wagner, T. J. (1975). Nonparametric estimates of probability densities.

IEE Transactions on Information Theory. IT-21, 438-440.

(12) Yandell, B. S. (1983). Non-parametric inference for rates and densities

with censored serial data. Annals of Statistics, (To Appear). t

674



\

THE EARLY INFLUENCE OF W. EDWARDS DEMING

ON THE DEVELOPMENT OF STATISTICAL OUALITY CONTROL

|N THE UNITED STATES AND IN JAPAN

Nancy R. Mann

Department of Biomathematics

UCLA

Los Angeles, California 90024

The first time that I heard a detailed account of W. Edwards Deming's

early experiences with quality control, I was in Washington to attend an

"International Conference on Fatigue Failure of Engineering Structures" and

to give a paper there. It was 1969 and the 69th year of his life.

Some time before the conference, I received an invitation to join Dr.

Deming and another conference speaker who was from the University of

Lisbon. The invitation was for dinner at the Cosmos Club on the first

evening of the event. I accepted with some feeling of anticipation, and

then when I arrived in town, touched base by phone to find when I should

meet them for the occasion.

At that time I discovered two problems concerning my projected fellow

dinner guest. First, he was not the Portuguese professor whom Ed Deming

had met some years before, but a younger man with the same unusual last

"ame. Second, he had stopped in New York, on his way to Washington
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from Portugal, to consult with a co-investigator at Columbia University; had

thereupon contracted food poisoning, or perhaps stomach flu; and had

rushed back home to Lisbon to seek treatment or comfort or both. He didn't

make it to the conference, though he did later submit a paper for the

published proceedings.

So, it didn't matter that this was the wrong man; he didn't come to

dinner anyhow. That left the two of us to eat and converse, once we met

in the Ladies' Parlor, just inside the ladies' entrance to the Cosmos Club.

(In those days, my consciousness of male chauvinism was languishing

comfortably, yet to be raised, so I paid little attention to this quaint

arrangement.) I might add that the ladies' entrance is still there at the

Cosmos Club, but its use has been abandoned for reasons of security.

Mealtime provided a chance for me to find out how W. Edwards Deming,

who was originally trained in mathematics and physics, had made such an

impact on the discipline of statistical quality control and had had so much

infuence in its application in this country and in Japan.

Recently, I have refreshed my memory and filled in details in

conversations with him during several Saturday and Sunday afternoons in

his home-based office in Washington. These took place between his trips to

South Africa, British Columbia, the Netherlands, Japan, Korea and most of

the major and many of the minor cities of the United States. I have also

been aided in the following by documentation provided (directly or

indirectly) by Churchill Eisenhart, Allen Wallis, Holbrook Working and THE

MA |N| CH | DA ||LY NEWS of Tokyo, the issue of November 10, 1965.

It's useful to begin the story in March of 1938, shortly before the time
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Ed Deming left his position as a mathematical physicist at the U. S.

Department of Agriculture (USDA) to join the U.S. Census Bureau. At that

time, he arranged for Dr. Walter Shewhart of the Bell Telephone

Laboratories to deliver a series of four lectures on "Statistical Method from

the Viewpoint of Quality Control" at the USDA Graduate School. These

lectures were published by the Graduate School in 1939 "with the editorial

assistance of W. Edwards Deming".

Shewhart, in his 1931 book, "Economic Control of Ouality of

Manufactured Product," had given his criteria for determining whether a

given set of numerical data was in a state of statistical control -- and had

given also the particulars of his corresponding control-chart techniques.

In a 1981 interview published in MILITARY SCIENCE AND TECHNOLOGY,

Volume 1, Issue No. 3, Ed Deming discussed Shewhart's important

contribution.

"Dr. Shewhart first saw the fact that random variation represents

the ultimate state of a system, that when you have achieved that

state, then you have an identifiable process, and until then you do

not -- you have chaos in a small degree or to a high degree.

"Causes of nonrandom variation are called assignable causes or

special causes. And those are usually chargeable to particular, local

conditions that the workers can recognize and eliminate. And then

you have left random variation that defines the system, and from then

on only the management can improve it. That was Shewhart's great

º

contribution.'

In his first book, Shewhart was concerned with the application of his
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methods and techniques in controlling the quality of industrial production

processes. In the USDA lectures and the book derived from them,

however, he not only reviewed his earlier work and the developments

during the intervening years, but also devoted one full lecture (chapter) to

their application to the results of measurement of physical properties and

constants, and one lecture (chapter) to the "specification of accuracy and

precision" of measurement processes generally.

The editing of the Shewhart book, along with earlier work with Harold

Dodge at Bell Labs and Captain Leslie Simon (later Lt. General) at

Aberdeen Proving Ground, had a profound effect on W. Edwards Deming.

The ideas that resulted from this exposure are central to his total

philosophy of dealing with problems of production.

He first made use of the material in the two chapters in the Shewhart

book on measurement and precision in consulting he did some few years

later for the U.S War Department during World War II. Shewhart's general

theory, however, he applied shortly after he became familiar with it. This

is explained by Dr. Churchill Eisenhart, Senior Research Fellow at the

National Bureau of Standards, in notes he wrote recently on Deming

accomplishments. The notes were to be read on the occasion of the

presentation of a fourth honorary doctorate to Dr. Deming, this by the

University of Maryland on January 8, 1983. Many of the facts were

obtained from "Revolution in U.S. Government Statistics, 1926 - 1976, " a

1978 U. S. Government Printing Office publication by Joseph Duncan and

William Shelton.

"In neither of his books, nor in his other related publications, did

Shewhart mention or hint that his statistical quality control procedures
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could be applied equally well to routine clerical operations, with

comparable beneficial effect. This is obvious once one thinks of it,

and think of it Deming did. Statistical quality control procedures were

applied, at his suggestion, in the clerical operations of the 1940

population census, for example in the coding and card-punching

operations. The procedure worked very well. During the learning

period, the error rate of a card puncher was high; but with training

and experience, a good card puncher's error rate dropped markedly

and exhibited statistical control at a low level. At first, the work of

all card punchers received 100% verification or correction. Later 39%

qualified for only sample verification.

"Work subject only to sample verification flowed through the process

six times faster than otherwise. Deming and Leon Geoffrey, in an

article in the September 1941 issue of the JOURNAL OF THE

AMERICAN STATISTICAL ASSOCIATION, estimated that the

introduction of quality control saved the Bureau $263,000, which was

transferred to other work, and also contributed to earlier publication.

Use of statistical quality control procedures has been a standard

practice at the Bureau of the Census ever since.'

The next relevant scenario began early in 1942, soon after war was

declared against the United States by Japan, Germany, Italy, and their

allies. By then Ed Deming was well established at the Census Bureau, but

was also working half time as Consultant to the Secretary of War. Recent

Wilks Award winner, W. Allen Wallis, now Undersecretary of State for

Economic Affairs and then on the faculty of Stanford University, tells of

those times in the June 1980 issue of the JOURNAL OF THE AMERICAN

579



STATISTICAL ASSOCIATION:

"The atmosphere there that spring was satirized by a squib in the

student paper saying, 'It is rumored that in the outside world there is

a war and a shortage of Coca Cola." As one of several statisticians -

Holbrook Working, Eugene Grant, Quinn McNemar, Harold Bacon -

seeking some way that we at Stanford could contribute to the war

effort, I wrote on April 17, 1942, to a friend in Washington, W.

Edwards Deming of the Census Bureau, that 'those of us teaching

statistics in various departments here are trying to work out a

curriculum adapted to the immediate statistical requirements of the

war. It seems probable that a good many students with research

training might by training in statistics become more useful for war

than in their present work, or might increase their usefulness within

their present fields. . . . .

"Deming responded on April 24 with four single-spaced pages on

the letterhead of the Chief of Ordnance, War Department. After some

explanatory background on the theme that, 'the only useful function of

a statistician is to make predictions, and thus to provide a basis for

action', he wrote:

""Here is my idea. Time and materials are at a premium, and there

is no time to be lost. There is no royal short cut to producing a

highly trained statistician, but I do firmly believe that the most

important principles of application can be expounded in a very short

time to engineers and others. I have done it and have seen it done.

You could accomplish a great deal by holding a school in the Shewhart

methods some time in the near future. I would suggest a concentrated
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effort -- a short course followed by a long course. The short course

would be a two-day sesson for executives and industrial people who

want to find out some of the main principles and advantages of a

statistical program in industry. It would be a sort of popularization,

four lectures by noted industrial people who have seen statistical

methods used and can point out some of their advantages. The long

course would extend over a period of weeks, or, if given evenings,

over a longer period. It would be attended by the people who actually

intend to use statistical methods on the job. In many cases they

would be delegated by the men who had attended the short course.'

ºn 1

I would suggest that both courses be thrown open to engineers,

inspectors, and industrial people with or without mathematical and

statistical training. Naturally, any person who has had considerable

statistical training would be in a position to get much more out of the

course, but few would be in this fortunate position...'

"On May 1, I was able to write Deming that, 'Your letter arrived a

few hours ago. . . The specific suggestions struck home so well that

Holbrook Working (chairman of the University Committee on Statistics)

has already talked with two or three of the key people and arranged a

general meeting of everyone in statistics'; on May 21 the first letter

about the course went to firms supplying Army ordnance in the

western region; and the first course was given in July 1942 at

Stanford."

A short article by Holbrook Working, published in SCIENCE in

November, 1942 describes this effort. Working, after some preliminaries

and his description of the Deming letter, went on as follows.
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"The suggestion posed two problems: that of providing for the

requisite instruction, and that of bringing to the course men actually

in a position to apply the methods.

"Suitable machinery for organizing and financing the suggested

course was already in existence in the engineering science and

management War Training Program, financed by the Office of

Education. The institutional director of the program at Stanford took

up the plan with enthusiasm. Aided by active support from the

Ordnance Department, through its San Francisco District Office, he

was able to bring together, in early July, less than six weeks after

the original suggestion had been received, a group of twenty-nine key

men from industries holding war contracts and from procurement

agencies of various branches of the armed services. These men, with

three others, entered upon an intensive ten-day course with classes

running eight hours a day. All thirty-two men completed the course."

Dr. Working went on to describe a second course, offered in Los

Angeles in September, 1942, and then discussed the personnel involved in

the instruction.

"Two Professors, Eugene L. Grant and Holbrook Working from

different departments of Stanford University and Dr. W. Edwards

Deming from the Census Bureau worked together in each course. A

fourth man on the staff for each course was drawn from industry to

present the point of view of a man meeting, from day to day, the

practical problems of applying the methods under discussio, i.
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Dr. Churchill Eisenhart, in his notes on Deming accomplishments,

describes subsequent events.

"The course was such a success that early in 1943, Working was

chosen to head the now famous major national program that put on

intensive 8-day courses in statistical quality control throughout the

country, under the auspices of the Office of Production Research and

Development of the U.S. Office of Education. Deming was the teacher

of 23 of these courses. By March 1945, they had been attended by

more than 1900 persons from 678 industrial concerns in the United

States and 13 in Canada. Many of the 'students' in the earlier of

these went out to serve as 'instructors' in part-time courses that

brought the message to an additional 31,000 persons in American and

Canadian industry, and 2500 persons attended other part-time courses

in statistical quality control. The program had an enormously

beneficial effect on the quality and volume of American and Canadian

war production; and 'prepared the soil' for the establishment of the

American Society for Quality Control (ASQC) in February 1946, in the

founding of which Deming also played an important role."

Ed Deming agrees that he did, indeed, play an important role in the

founding of the ASQC.

"Wherever I taught I told the people, 'Nothing will happen if you

don't keep working together. And you've learned only a little. I

know only a little. You must keep on working and meeting together.

Get someone to send out postal cards, and persuade someone to let you

use a room for an evening.' And they did it. It was that nucleus

upon which congealed the ASOC."
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In the 1981 MILITARY SCIENCE AND TECHNOLOGY interview, Ed

Deming stated in a few words the principal reason that the brilliant

successes in using statistical quality control methodology to increase quality

and productivity, later to be exhibited on a grand scale in Japan, were not

realized in this country.

"The courses were well received by engineers, but management paid

no attention to them. Management did not understand that they had to

get behind quality control and carry out their obligations from the top

down.'

In our recent conversations, he expanded on this theme, discussing first

the random variation that defines a process, a manufacturing process, say,

in an industrial setting.

"In the wartime courses we taught people that there is variation in

all things and that the readings that one takes from a manufacturing

process must exhibit stable randomness, or they don't have any

meaning as far as defining the process. Any instabilities can help to

point out specific times or locations of local problems. Once these

local problems are removed, then there is a process that will persist

until somebody changes it.

"Changing the process is management's responsibility. And that we

failed to teach. Professor Working thought that it would be a good

idea to include management in the courses, so we devoted one

afternoon to letting the people bring their management. Well, some did

come, but most did not. And I don't think we had anything wonderful
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to tell them. We had no stories to tell them.

"By 1950, these simple methods that we had taught were working all

right, but nothing astounding happened. Not that they weren't

accomplishing something, but it was only a small part of what could be

accomplished. The big gains come from changes in the system, the

responsibility of management.

In Japan, management did take responsibility for putting statistical

quality control methods to work. The story of how that happened begins in

1946. In that year, Dr. Deming made a trip around the world under the

auspices of the Economic and Scientific Section of the U.S. Department of

War. While he was in India, working with Mahalanobis, the famous Indian

statistician who had founded the prestigious Indian Statistical Institute, he

got orders to continue on to Japan. He described those times to me.

"I stayed in Japan for two months to assist with studies of

nutrition, agricultural production, housing, fisheries, etc. In that

way I became friends with and learned from some of the great Japanese

statisticians. Statistics was well established in Japan."

He is not aware of how there came to be so many learned statisticians in

Japan those many years ago, but he remembered that a Dr. Seito had been

studying statistics at University College in London when he was there a few

years earlier.

"In 1948, I went again to Japan, this time for the Department of

Defense, to do more of what I had done before. I made an effort to

talk whenever possible with Japanese statisticians. I would go to the

Post Exchange, where I had privileges, and buy food. Then I would
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lug it to the Army operated Dai-Ichi Hotel where I had a very small

room. If I said it was 8 feet by 9 feet, I wouldn't be far off. Then I

would arrange for a private dining room in the hotel and serve the

food to my Japanese friends.

"Any food tasted good to them, I'm sure. We'd sit around the table

and talk. I had no vision of what was to happen. I just told them

that they were important to the country in the reconstruction of

Japan. This idea was new to them.

"Now, there is a sub-plot involving a Mr. Ken-ichi Koyanagi, who

had earlier been in jail for 8 years -- ostensibly for being a

Communist. Whether he had been under house arrest or actually in

jail, I don't know. Probably all there was to it was that he had a

mind of his own and wouldn't go along with the war lords. I say this

because when it came time for him to get a visa later to come to this

country, there was no great problem.

"His major in the university was German literature. Most people

who rise in management in Japan never have studied Management

Science, thank goodness. It's better that they don't.

"In 1947 he formed the Union of Japanese Scientists and Engineers

(JUSE) consisting then of about 7 men, their purpose being the

reconstruction of Japan. Mr. Koyanagi held the group together. And

Dr. Nishibori, who was in the original group and later Chairman of

Japan's equivalent of our Atomic Energy Commission, told me that they

had nothing much to talk about. They would just eat and drink.

Suddenly one night, Dr. Nishibori had the bright idea that statistical

586



methods could help in the reconstruction of Japan. This would be a

way of helping that wouldn't require new equipment, which they had

no means of obtaining.

"One of the principal problems of Japanese industry at that time

was that the captive markets of China and Korea that they had had

prior to the war, were now lost to them. And they needed to trade so

that they could import food.

"Came in 1949 a letter asking me to teach statistical methods in

industry. I couldn't go at that time, though I wished to. I had too

many projects going, so I kept stalling. I finally did go in June of

1950 under the auspices of the Supreme Commander of Alled Powers."

THE MAINICHI DAILY NEWS OF TOKYO, on the occasion of the

presentation of the Deming prizes on November 10, 1965, described the visit

and the conditions in Japan immediately following the war.

"The scholastic contact between Japan and Dr. Deming dated back

to April 1950 when Ken-ichi Koyanagi managing director of the JUSE,

wrote to Dr. Deming, then in the U.S. asking for lectures on

statistical quality control when he visited Japan later in the year. He

readily accepted the plea.

"At that time, few Japanese realized the significance of quality

control. In the prewar years, there were, indeed, some Japanese

scholars and engineers who were engaged in the study of quality

control, and some of them attempted to put it into practice. But no

company dared to carry out the wholesale introduction of the

revolutionary idea.
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"After the war, the nation's industry was quick to rise again, but

the quality of its products were all but inferior. Faced with enormous

demand, manufacturers were all busy in turning out as many products

as possible, and no one cared about quality.

"The concept of quality control made in roads into the Japanese

industries in the form of an Occupation Forces order to communication

equipment manufacturers. When they started to employ the modern

production formula, some private organizations paid a deep concern.

Soon they stepped into the field and started dissemination activities.

"Independent from these organizations, the JUSE also launched an

educational service of quality control in 1948. A series of lectures was

sponsored on the subject of statistical analysis of small samples.

Several Japanese experts gathered to form a research group, primarily

aimed at collecting necessary literature. But these activities had a

discouraging result: there was little experience and material available.

Still under occupation, Japan was in no position to obtain enough

literature and material related to quality control.

"Then came the offer from Dr. Deming to the joy and surprise of

all the people concerned. In his first lecture meeting in Tokyo in

mid-1950, 230 scholars and statisticians gathered, impressed by the

exciting concept of statistical quality control uttered by the U.S.

scholar. In another lecture meeting in Fukuoka, 110 were present.

"Dr. Deming called on the students to come out of their studies

and, with courage and confidence, go into factories, to keep contact
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with, and teach, business managers and engineers, and to promote

their theoretical research on the application of statistical methods"

He recalls:

"I lectured in English, but I had a wonderful translator, Mr.

Hisamachi Kano. His father was a banker, and as a child, he lived in

New York, London and Paris, so he learned English and French as he

was growing up. He probably learned Japanese at home."

"His English was absolutely perfect, with every kind of idiom. I

was very fortunate because I had him with me for the duration of

every visit for a period of over ten years.

Dr. Deming described to me the fateful events that involved Japanese

higher management in the educational process and provided the critical

impetus for changing the image of Japanese products.

"They were wonderful students, but on the first day of the

lectures a horrible thought came to me, 'Nothing will happen in Japan;

it'll be a farce unless I talk to top management.' By that time I had

some idea of what top management must do. There are many duties to

be performed that only the top people can do: consumer research for

example, work with vendors just for example. I knew that I must

reach top management. Otherwise it would just be another flop as it

was in the states.

| immediately talked to American friends who knew the right

Japanese and before long, I was talking to Mr. I charo Ishikawa, who

had formed the great Kei-dan-ren, the Japanese association of top
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management.

"I had 3 sessions with Mr. Ishikawa; and at the end of the third

session, he understood what I needed to do. He sent telegrams to the

45 or so top level men to come to the Industry Club the next Tuesday

at 5 o'clock to hear Dr. Deming. And they all came.

"I did the best I could. I gave them encouragement. That was the

main thing. I told them that they could produce quality for the

consumer, partly industrial, partly household, for the Western world,

in return for food. Conditions were such that they would have to do

that.

"They thought that they could not because they had such a terrible

reputation when it came to quality. But they knew what good quality

was. Ask anybody in our Navy, and they'll tell you that. What they

made for military purposes was superb. But for consumer goods,

they'd never tried. They didn't know what it was to stand back of

any goods. At that time a Japanese item wouldn't last very long;

there was no endurance.

"I told them, 'Those days are over. You can produce quality.

You have a method for doing it. You've learned what quality is. You

must carry out consumer research, look toward the future and produce

goods that will have a market years from now and stay in business.

You have to do it to eat. You can send duality out and get food

back. The city of Chicago does it. The people of Chicago do not

produce their own food. They make things and ship them out.

Switzerland does not produce all their own food, nor does England.
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"Incoming materials were terrible, off gauge and off color, nothing

right. And I urged them to work with the vendors and to work on

instrumentation. A lot of what I urged them to do came very naturally

to the Japanese, though they were not doing it. I said, 'You don't

need to receive the junk that comes in. You can never produce

quality with that stuff. But with process controls that your engineers

are learning about, specifications as loose as possible, consumer

research, redesign of products, you can. Don't just make it and try

to sell it. But redesign it and then again bring the process under

control. The cycle goes on and on continually, with ever increasing

quality.'

"I knew the problems because I'd been at Aberdeen Proving

Ground, working there for the War Department, with people in

industry. And look at the Census Bureau. It was one of the largest

organizations to be immersed in quality.

"One of the big problems of management is to define quality and

realize that there are several facets. One is what you're trying to do

for the future, whatever quality you're aiming at. Should your

purchasing agent continue to buy this kind of paint, or should he

switch? But also, how about turning out product today? What is the

plant manager's job today?

"Now only the management can work on that problem of defining

quality. It's a complicated problem with no easy solutions, but it's

management's responsibility.

"I tried to explain these things to them, and apparently they
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understood. They wanted more conferences, so we had more. It was

a terrifying experience for me because I was new at it. I was a

technical man.

"I told them they would capture markets the world over within 5

years. They beat that prediction. Within 4 years buyers all over the

world were screaming for Japanese products.

"I was back in Japan in 6 months, in Janury of 1951. They

already had had many brilliant successes, brilliant fires, just as they

had had here during the war. But that's not quality; those are just

dividends. The top management showed me what they were doing.

Mr. Nishimura, President of the Furukawa Electric Company, was

himself working to evaluate the process that produced insulated wire.

He brought control charts to show me, and he was able to reduce the

amount of rework to 10% of what it had been.

Mr. Tanabe, President of the Tanabe Pharmaceutical Company, was

working himself in quality control. In a few months he was producing

3 times as much para aminosalyscilic acid as before, with the same

machinery, by just improving the system.

"But you cannot improve the system until you've achieved statistical

control. Then engineers and chemists can see that it will stay this

way until they make some changes.

"Now six months later here were these members of top management

showing me what they had done. Six months after that trip, I was

there again, and a year later there again. They were working hard,

and they were getting results. I made it clear to them in those first
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conferences that this must be company wide. 'Everybody in the

company has a job to do to improve quality. And as you improve

quality, your productivity will go up. Your customers will be happy,

and you'll have something to sell.'

"I also told them 'This movement must be nationwide. You must

teach other companies, teach your competitors, move along together.

As you learn, tell others.' I didn't have to tell them that. That was

the natural Japanese way of working But I did tell them anyway.

"By the time I'd made several trips to Japan, Juse was able to

teach hundreds of people. They had courses for people outside of

Tokyo in the daytime and courses in Tokyo in the evening for people

who were working there during the day. There were also courses for

management. They trained almost 20,000 engineers in rudimentary

statistical methods within 10 years. These courses today are booked

up seven months ahead.

Clearly, the Japanese appreciate what Ed Deming and statistical quality

control have done to change their destiny. The MAINICHI DAILY NEWS

describes the history of the Deming Prize, which symbolizes this

appreciation.

"The Deming Prize was created in 1951 by the Union of Japanese

Scientists and Engineers (Juse) to commemorate the friendship and

contribution of Dr. Deming to the whole spectrum of Japanese

industry. The prize has played a significant role to give an impetus

to industry in its dazzling growth.

"The Deming Prize is a silver medal. Designed by Professor
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Kiyoshi Unno of Tokyo University of Fine Arts and some other artists,

the medal bears an engraved profile of Dr. Deming.

"The Deming Prize is divided into three categories. The prize for

research and education is awarded to those who made excellent

researches in theory and application of quality control. Another prize

for application is given to corporations or plants which attained

outstanding results in practicing quality control. The third prize is

provided for smaller enterprises.

"The prize has been awarded annually ever since 1951. The

Deming Prize Committee is responsible for the selection of the winners

from among a number of candidates. Parallel with the progress in

Japan in the concept of quality control, the selection standard has

been rising year after year, and the race for the laurels has become

keen. It is said that most corporate candidates are spending years in

streamlining and reinforcing their quality control setup under the

guidance of specially invited experts before they apply for the prize."

Business Week, on page 21 of a special advertising section on "Japan:

Ouality Control and Innovation" of July 20, 1981, lists the winners of the

Deming Prize for Application for the years 1954 through 1980 and discusses

its impact.

"Each year the competition grows in intensity, as more and more

companies volunteer to undergo the close scrutiny required. For the

firm that wins the Prize, and those that gain one of the associated

awards, however, the rewards are significant, in profits as well as

prestige. For other companies, the ceremony is a time for self

reckoning. The innovations in quality-control honored in any year

usually soon become national norms."
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ANALYSIS OF FERROGRAPHIC ENGINE WEAR

DATA USING QUALITY CONTROL TECHNIQUES

Robert L. Launer and Edward A. Saibel

U.S. Army Research Office

Research Triangle Park, N.C. 27709

1. Background.

It is generally accepted that wear is the leading factor in engine and

gear failure. There are many types of wear, some of which are: adhesion,

abrasion, corrosion, erosion, fretting, cavitation, fatigue, melting, ablution

and delamination. Each of these results in its characteristic form of wear

particle, the identification of which is sometimes difficult. There are many

methods for indentifying these particles and for monitoring their development

over time. One such method is ferrography.

Ferrography is a technique developed by Seifert and Wescott for separating

wear particles from the lubricant matrix and depositing these on a glass

slide, arranged or sorted by particle size [4, 7]. This slide is then

examined microscopically. An indirect measure of wear is obtained by

measuring the amount of light which is transmitted through the glass slide,

subject to the amount of particles which have been deposited. The

transmittance is reported as the percentage of the area within the field of

view which is covered by the deposited particles. Measurements are made in

areas on the slide corresponding to the large particles and to the small

particles. The two measurements are called by workers in the field, A

respectively. The particles are deposited by dripping the engine or

transmission oil onto an inclined glass slide which is immersed in a magnetic

field. The larger particles are thus deposited first and the smallest

particles, last. A good survey of this method is presented in [6].

2. Statement of Objective.

Our objective is to produce an easy to use method for improving the amount

of information which can be obtained in Ferrography without an increase in

time, effort and instrumentation. As things stand now, optical measurements

are made from the ferrogram deposit and an index of wear severity, 's is

calculated using an arbitrary relationship

L and As

- A

S : S (l)
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where AL is percent area covered by particles at the entry deposit, (particles

greater than 5 um) and As is the percent area covered by particles at 50 mm

from the exit of the Ferrogram, (particles ranging from 1 to 2 um.) [6]. This

index of severity, proposed by W. Wescott, is attractive because of its

conciseness and the ease with which it is calculated. Since it contains only

information obtained directly from the Ferrogram, this measure is apparently

germane and relevant.

3. Brief Discussion of Current Methodology.

- S is difficult to interpret. Let i. A. and

AL represent the time derivatives of 's' As. and AL. Notice that,

As a direct measure of wear, I

9Is 3 I
F - S

-ār- 2Asso, and 3A

L

so that i. - 2ALAL - 2AsAs. Therefore, a net positive change in 's can result

from either an increase in AL or a decrease in As. In general, simultaneous

- 2A. > 0 ,

increases and/or decreases in AL and As in differing amounts may result in

either an increase or a decrease in !s. In the following, we propose a change

in this index which will produce a direct measure of the ferrogram information

which is easy to compute and interpret.

A Ferrogram is an indirect measure of engine wear at a specific time so

that, for practical purposes, it can be considered a monitoring process. The

onset of failure is signalled by a fairly abrupt increase in AL Or As or both.

Early failures are indicated by premature deviations from the normal values or

trends in one of these parameters. It would be very useful to devise a scale

for plotting Ferrogram values with automatic warning limits so that

interpretation of individual cases could be reduced to a minimum. If this

were accomplished with a preliminary sample or other past history (such as

factory test data) to establish benchmarks, we will have described a quality

control monitoring process.

Ferrogram measurements exhibit unpredictable variation which demands a

statistical analysis for proper interpretation. Although the statistical

distributions of Al and As are somewhat normal in appearance [5], we suggest

that several repeated measurements be taken of each value from each Ferrogram,
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yielding average AL and As. so that the assumption of normality may be

justified by invoking the central limit theorom [3]. Since these measurements

are taken from the same Ferrogram, there is the possibility of correlation

between them. Al and As are, however, related to the extreme values of the

available measurements from the Ferrogram and are, therefore, related to the

extreme order statistics. Since the extreme order statistics are

asymptotically independent [2], AL and As are assumed to be independent. We

will, nevertheless, present a method which will allow for correlation between

them.

4. Proposal for an Improved Method.

Let

Sample average, AL, at time tX

y = Sample average, As. at time t

ux(t) = expected value of Al at time t

Vy(t) = expected value of As at time t

2 = -

o; = variance of Al

o? = variance of A
y S

p = correlation between Al and As

Under the assumptions stated previously, the joint statistical distribution of

x and y is

f(x,y) - (*, ,VF)' exp [-96.0/2(1-2)] (2)

where - - - -

96.0 - (*)* * * * * *. (3)

X X y y

The appropriate regions for monitoring sample values (x,y) are the ellipses of

equal probability density, for the probability

ſſrºyº
A

exp [*2], (4)

1 - exp [*2], (5)
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where A is the region enclosed by the ellipse [1].

g(x,y) = a” (l-p?) . - (6)

In order to standardize the graphical representation of the sample

values, it is recommended that the ellipses (6) be transformed to unit circles

as follows. When x and y are independent the ellipse (6) becomes

X-ku y-ll 2 2
X Y -

(→ f : ( +) = a (7)

X y

Let

a Y = (x-ux)/3, and as = (y-by)/oy (8)

Then (7) becomes

r2 + s? = 1 . (9)

The new index of severity, "s' is made by transforming the data thus:

X-11 y-u
U = X and u = −7. (10)

O. O

X y

Then,

is the proposed new index of severity. This value should be compared to an

extreme upper tail percentage point of the central chi-square distribution

with 2 degrees of freedom. For example, the probabilities =.01 and .005

correspond to the values 9.2 and 10.6, respectively. If there is correlation

present these values are reduced, with the lower bounds 6.6 and 7.9

corresponding to perfect correlation. On the other hand, the onset of failure

is marked by instability of the distribution of the particle sizes with AL, As

or both rapidly becoming very large, depending on the underlying cause of the
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failure. This implies that these measures change separately or independently,

so that the deflation of these values due to correlation would tend to

emphasize them during the onset of failure. The appropriate critical values

in either case, then, could be obtained from the chi-square distribution with

2 degrees of freedom. We suggest using the value 10 (or 9 if the user is

conservative) for the critical value of Js.

5. A Numerical Example.

The foregoing development might appear somewhat complicated, although 's

is only slightly more complicated than (1). We maintain that 's contains more

engine history and therefore more information on which to base automated

decisions. We further suggest that 's and the related preceding formulation

can be easily computed with a handheld computer or even programmed for a

microcomputer. The following example will illustrate the point.

Suppose that it has been determined that a certain helicopter engine is

characterized by 1,0t)- 15 + .00625t, y(t)-6+.003t, gº-11.1, cº-2.75. and t is

engine operation time in hours. Suppose further that the engine Ferrogram

measurements at 600, 650, and 700 hours are (A, K.)- (24.8, 6.1) (24.1,8.6),

and (25.7, 12.7). First we note that u,(600)-18.75 and ,600-7.8. Then

- (24.1 - 18.75\%. , ,8.6 - 7.8, 2–

J. - (*#) + (*#) = 4.35

The other values of 's and the values of 's are calculated similarly and are

given in the table below. Notice that while the successive values of 's

decrease, the third value of 's exceeds the critical value, which is a signal

of impending failure.

S S

600 4.35 578

650 2.43 507

700 11.28 499
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