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FOREWORD

The Thirty-Fifth Conference on the Design of Experiments in Army
Research, Development and Testing had as its host the TRADOC Test
and Experimentation Command, Experimentation Center (TEC), Fort
Ord, California. This conference was planned for 18-20 October
1989, and was held in the Monterey Beach Hotel, Monterey, CA. The
earthquake on 17 October prevented several of the speakers from
attending this meeting; and while the power was off, problems arose
for many of the speakers. Dr. Marion Bryson, Director of TEC,
served as local host and conference coordinator. He and members of
his staff are to be commended for supplying innovative and
immediate solutions to many problems associated with the quake.
Without their support the conference would never have succeeded.

The Army Mathematics Steering Committee (AMSC) is the sponsor of
the Conference on the Design of Experiments. Members of this
committee would like to thank D. Hue McCoy, TRADOC Analysis
Command, for organizing the Special Session on "Statistical Issues
Related to Combat Modeling."™ The speakers were Hue McCoy, Bill
Baker (BRL), and Eugene Dutoit (Infantry School). This session
achieved its purpose of stimulating a dialogue between combat
modelers and the statistical community. The AMSC members feel that
the addresses by the principal speakers, as well as the contributed
papers by Army and academic personnel, also stimulated the
interchange of ideas among the scientists attending this meeting.
Noted below is the list of invited speakers selected by the Program
Committee:

Speaker and Affiliation Title of Address
Professor Robert Bechhofer An Appraisal of Several
Cornell University Multistage Selection
Procedures
Professor William J. Conover Latin Hypercube Sampling, a
Texas Tech University Way of Saving Computer Runs
Professor Gary Koch An Overview of Statistical
University of North Carolina Methods for Categorical Data

at Chapel Hill

Professor David W. Scott Statistical Data Analysis
Rice University

Another event associated with each of these conferences is a two-
day tutorial. This year, Ronald Hocking of Texas A&M University
presented a tutorial entitled "Analysis of Linear Models with
Unbalanced Data." It was held two days before the start of the
conference and was conducted in the TEC Protocol Building at Fort
ord.
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As the master of ceremonies at the banquet and the recipient of the
Wilks Award last year, Dr. Marion Bryson had the honor of
announcing the winner of the ninth U.S. Army Wilks Award, Professor
Boyd Harshbarger. He was selected because of his research
endeavors, his promotional activities for Army applications, his
unending supply of speakers for these conferences, and his help in
numerous ways to carry the Army forward in many important
statistical areas. Because of ill health, Professor Harshbarger
was unable to attend the conference. Dr. Douglas Tang,
representing the Army statistical community, accepted the award on
his behalf.

Members of the Army Mathematics Steering Committee would like to
thank the members of the Program Committee for guiding this
scientific conference, and to also thank the Mathematical Sciences
Division of the Army Research Office for preparing the proceedings
of these meetings.

PROGRAM COMMITTEE
Carl Bates Robert Burge Francis Dressel
Eugene Dutoit Hue McCoy Carl Russell
Douglas Tang Malcolm Taylor Jerry Thomas

Henry Tingey
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AGENDA

THE THIRTY-FIFTH CONFERENCE ON THE DESIGN OF EXPERIMENTS
IN ARMY RESEARCH, DEVELOPMENT, AND TESTING

18-20 October 1989

Host: TRADOC Test and Experimentation Command
Experimentation Center (TEC)
Fort Ord, California 93941-7000
Marion R. Bryson, Director

Location: Monterey Beach Hotel

2600 Sand Dunes Drive
Monterey, California 93940

Wednesday, 18 October 1989
0730 - 0900 REGISTRATION
0915 - 0930 CALLING THE CONFERENCE TO ORDER:

Marion R. Bryson, Director
TRADOC Test and Experimentation Command
Experimentation Center (TEC)
WELCOMING REMARKS
0930 - 1200 GENERAL SESSION I

Chairperson: Marion R. Bryson, TRADOC Test and Experimentation
Command, Experimentation Center

0930 - 1030 KEYNOTE ADORESS:

AN APPRAISAL OF SEVERAL MULTISTAGE SELECTION PROCEDURES
Robert Bechhofer, Cornell University

1030 - 1100 BREAK

1100 - 1200 STATISTICAL DATA ANALYSIS
David W. Scott, Rice University

1200 - 1330 LURCH



Wednesday (Continued)

1330 - 1500 CLINICAL SESSION A

Chairperson: Barry Bodt, U.S. Army Ballistic Research
Laboratory

Panelists: William J. Conover, Texas Tech University
Jayaram Sethuraman, Florida State University
Nozer Singpurwalla, George Washington University

HAS VARIABILITY BEEN REDUCED?
Gary Aasheim, U.S. Army Armament, Munitions and Chemical
Command

WHICH DISTRIBUTION APPLIES?
Gary Aasheim, U.S. Army Armament, Munitions and Chemical
Command

ki d

1330 - 1500 TECHNICAL SESSION 1
Chairperson: Francis Dressel, U.S. Army Research Office

MODELING DEPENDENCE INDUCED BY COMMON ENVIRONMENTS
Mark A. Youngren, U.S. Army Concepts Analysis Agency

EVALUATION OF DESERT CAMOUFLAGE UNIFORMS BY GROUND OBSERVERS
George Anitole, Ronald L. Johnson, U.S. Army Belvoir
Research, Development and Engineering Center, and
Christopher Neubert, U.S. Army Materiel Command

ELIMINATING CALCULUS DEPENDENCY IN THE DERIVATION OF DODGE'S u
Richard M. Brugger, U.S. Army Armament, Munitions and
Chemical Command

HOW SHOULD ERROR ESTIMATES OF FIXED CAMERA CALIBRATION
CONSTANTS BE COMPUTED?
William S. Agee and Andrew C. Ellingson, U.S. Army White
Sands Missile Range

1500 - 1530 BREAK



1530 - 1710

0815 - 0945

Wednesday (Continued)

TECHNICAL SESSION 2

Chairperson: Malcolm Taylor, U.S. Army Ballistic Research
Laboratory

PROMOTING STATISTICAL LITERACY AND INTERACTION OF RESEARCHERS
AND STATISTICIANS
Emanuel Parzen, Texas ASM University

BAYESIAN INFERENCE FOR NONHOMOGENEOUS POISSON POINT PROCESSES
USING EXPERT OPINION AND DATA
Nozer D. Singpurwalla, George Washington University

RANDOM MAPPINGS
Bernard Harris, University of Wisconsin-Madison

Thursday, 19 October 1989
APPLICATIOR SESSION

Chairperson: Carl Bates, U.S. Army Concepts Analysis Agency

HANDLING UNCERTAINTY IN EXPECTED VALUE MODELS
Mark A. Youngren, U.S. Army Concepts Analysis Agency

APPLICATION AND CALIBRATION OF A STOCHASTIC C3 COMBAT MODEL FOR
OUTER-AIR AND INNER-AIR BATTLES
Izhak Rubin, University of California at Los Angeles and
Israel Mayk, U.S. Army Communications and Electronics
Command

LOADING AND MATERIAL PROPERTY UNCERTAINTIES IN FINITE ELEMENT
ANALYSES FOR ORTHOPAEDICS
Shirish Chinchalkar and D. L. Taylor, Cornell University

kit



0815 - 0945
0945 - 1015
1015 - 1200
1015 - 1200

Thursday (Continued)

TECHNICAL SESSION 3

Chairperson: Jock 0. Grynovicki, U.S. Army Human Engineering
Laboratory

NONNEGATIVE ESTIMATION OF VARIANCE COMPONENTS IN MIXED LINEAR
MODELS WITH TWO VARIANCE COMPONENTS I
Thomas Mathew, University of Maryland

NONNEGATIVE ESTIMATION OF VARIANCE COMPONENTS IN MIXED LINEAR
MODELS WITH TWO VARIANCE COMPONENTS I!
Bimal Kumar Sinha, University of Maryland

NONPARAMETRIC INFERENCE FOR IMPERFECT REPAIR MODELS
Jayaram Sethuraman, Myles Hollander, and Brett Presnell,
Florida State University

BREAK
CLINICAL SESSION 8

Chairperson: Carl Russell, U.S. Army Operational Test and
Evaluation Agency

Panelists: Robert Bechhofer, Cornell University
Bernard Harris, University of Wisconsin
Emanuel Parzen, Texas ASM University

APPLICATION OF A COMPOSITE DESIGN TO TEST A COMBAT SIMULATION
MODEL
Carl B. Bates, U.S. Army Concepts Analysis Agency

APPLICATION OF RESPONSE SURFACE METHOD TO RANDOM VIBRATION
Mircea Grigoriu, Cornell University

kRl

TECHNICAL SESSION 4

Chairperson: John Robert Burge, Walter Reed Army Institute of
Research

DISTRIBUTION THEORY FOR VARIANCE COMPONENT ESTIMATION
DIAGNOSTICS
Jock 0. Grynovicki, U.S. Army Human Engineering Laboratory
and John W. Green, University of Delaware



1200 - 1330
1330 - 1530
1530 - 1600
1600 - 1700
1830 - 1930
1930 - 2130

Thursday (Continued)

TECHNICAL SESSION 4 (Continued)

NUMERICAL ESTIMATION OF THE PARAMETERS OF THE SOURCE DENSITY
FUNCTION
Charles E. Hall, Jr., U.,S. Army Missile Command

THE HUNTER PROBLEM IN A RANDOM FIELD OF OBSCURING ELEMENTS
Shelemyahn Zacks and M. Yadin, State University of New York
at Binghamton

LUNCH
SPECIAL SESSION
Chairperson: D. Hue McCoy, U.S. Army TRADOC Analysis Command

STATISTICAL ISSUES RELATED TO COMBAT MODELING
D. Hue McCoy, U.S. Army TRADOC Analysis Command

A NONPARAMETRIC APPROACH TO THE VALIDATION OF STOCHASTIC
SIMULATION MODELS
William E. Baker and Malcolm S. Taylor, U.S. Army Ballistic
Research Laboratory

SMALL SAMPLE TESTS OF SIGNIFICANCE IN SUPPORT OF COMBAT
MODEL ING
Eugene Dutoit, U.S. Army Infantry School
BREAK
GENERAL SESSION II
Chairperson: Gerald R. Andersen, U.S. Army Research Office

LATIN HYPERCUBE SAMPLING, A WAY OF SAVING COMPUTER RUNS
William J. Conover, Texas Tech University

CASH BAR
BANQUET AND PRESENTATION OF WILKS AWARD



0815 - 0945

0945 - 1015
1015 - 1145

ADJOURN

Carl Bates
Eugene Dutoi
Douglas Tang

Friday, 21 October 1989
TECHNICAL SESSION §

Chairperson: Willfam S. Agee, White Sands Missile Range

THE VARIANCE OF THE INTEGRATED PROCUREMENT PROBLEM VARIABLE -
A FRESH APPROACH
Barnard H. Bissinger, Pennsylvania State University

GRAPHICAL TOOLS FOR EXPERIMENT DESIGN
Russell R. Barton, Cornell University

MONTE CARLO SURFACE APPROXIMATION USING ORTHOGONAL FUNCTIONS
Peter W. Glynn and Donald L. Iglehart, Stanford University

BREAK

GENERAL SESSION III

Chairperson: Douglas B. Tang, Walter Reed Army Institute of
Research; Chairman of the AMSC Subcommittee on
Probability and Statistics

OPEN MEETING OF THE STATISTICS AND PROBABILITY SUBCOMMITTEE OF
THE ARMY MATHEMATICS STEERING COMMITTEE

AN OVERVIEW OF STATISTICAL METHODS FOR CATEGORICAL DATA

ANALYSIS
Gary Koch, University of North Carolina at Chapel Hill

PROGRAM COMMITTEE

Robert Burge . Francis Dressel
t Hue McCoy Carl Russell
Malcolm Taylor Jerry Thomas

Henry Tingey



STATISTICAL DATA ANALYSIS:
HOW FAR WILL COMPUTER GRAPHICS TAKE US?

David W. Scott
Department of Statistics
Rice University
P.O. Box 1892
Houston, Texas 77251-1892

ABSTRACT. In this paper we survey the directions researchers are following in statistical
graphics. Hardware support for animation and of color is expanding rapidly while price is at least
decreasing. While a fairly optimistic scenario can be drawn, the most cormrect statement we can
make about the future of graphics and statistical computing is that the uncertainity has never
been greater. Potential obstacles towards efective use of computer graphics are discussed, particu-
larly in the academic setting. Strategies to break these bottlenecks will be suggested. Otherwise
excess CPU cycles may remain so.

L_INTRODUCTION. Each year at the annual meeting of the National Computer Graphics
Association, a gala dinner is held at which the winners of various computer graphics contests are
presented. As the winning computer-generated images and videos are presented, with bumble bees
darting among flowers and pool balls reflecting the images of a futuristic shiny room, one is
overwhelmed by the shear raw power and impact of the presentation. There is not (yet) a category
for statistical presentation, but one senses this is not out of the question.

The impact of modemn computer graphics on statistical education and practice has not yet
been great. Eddy et al. in a recent article in Statistical Sciences have attempted to describe future
computing needs and trends, and graphics is an important part of the overall picture. The average
statistician retains a small collection of typical images that are recycled over and over: scatter
diagrams including residual plots, frequency curves such as histograms, curve fits such as regression
lines, elliptical contours of normal densities including principal components; the list is surprisingly
small. Far more emphasis is given to tables: summary statistics tables, chi-squared tables,
analysis of variance tables, tables of percentiles, and spreadsheets. This follows the natural incli-
nation of statisticians to present a parsimonious summary of an incidence of data analysis: choose
a powerful model well-studied in the literature, estimate parameters and determine significance,
and present results summarizing the model in tabular and sometimes graphical forms. Image pro-
cessing, animation, rotation are all very unparsimonious statistical tools.

Historically, technology has affected the relative importance of these forms. Early data
analysts such as John Graunt and William Petty favored tabular presentation, after all, paper was
a dear commodity. William Playfair showed the array of graphical presentation of business data
was worth the paper. Computation was expensive, and the human effrt required for creating
efective graphs was relatively cost-efctive. Karl Pearson began the trend towards testing and
tabular presentation, but devoted much energy to graphs in the form of frequency curves. Fisher
and others accelerated the tabular form with analysis of variance and maximum likelihood, which
emphasizes parametric analysis over the more graphical nonparametric analysis. The emphasis
was on mathematical statistics. The rapid increase in number crunching ability spawned the crea-
tion of statistical packages, with largely numerical output. Graphics was not ignored in such pack-
ages (certainly not in the past few years), but the quality was relatively low and options limited.
Quality graphics output is still much more expensive than computing, but the absolute price of
both has decreased so dramatically that we are secing an explosion of interest in graphical statis-
tics. Truly impressive packages for personal computers are available and SAS and SPSS have pro-
vided similar capabilities for mainframes. Separately, many non-statistical companies provide
software for presentational graphics, aimed at business markets. ISCOL is one example, but such
quality products cost even academic workers many thousands of dollars.



. How strong has the impact of com-
puter graphics been on the statistical community? To look at many journals and statistical text-
books, you would be hard pressed to detect any revolution. In its fourth edition, Hogg and Craig’s
classical textbook on mathematical statistics contains only five figures! The Journal of the Ameri-
can Statistical Association is showing the change, but in unexpected ways. Roughly half of the
papers contain only tables. Those with figures contain more figures than papers ten years ago, but
ironically the quality is poorer. Ten years ago artwork was professionally drawn (if only approxi-
mating truth). Many figures today are drawn by PC’s, which are acceptable but clearly inferior in
presentation quality and impact of their professional cousins. But the cost is so much less that we
accept substandard quality. The very recent increase in laser graphical output partially justifies
the premature switch to PC graphics.

The long and short of it is that we are within five years of everyone having the ability to
produce very high quality two-dimensional graphics virtually without cost. In other words, we
have succeeded in automating the kinds of graphs William Playfair drew 200 years ago.

3._NEW DIRECTIONS IN COMPUTER GRAPHICS. The emphasis of this paper is on
how much farther will computer graphics take statistics? Why is there a trend towards newer
graphical presentations? Graphics is at odds with classical statistics because graphics is non-
parsimonious. A graph cannot be neatly summarized or reduced to a few key coefficients and p-
values. Graphs demand close scrutiny and invite speculation and interpretation, something hardly
ever seen in parametric analyses. But the fundamental distinguishing feature is that graphs are
subjective, imprecise, manipulative, yet powerful. One novel multivariate graph is the Chemoff
face. An entire conference in 1978 was devoted to evaluating the subjective aspects of this tech-
nique, in particular, coping with the almost infinite possible alternative constructions for individual
datasets. There is no consensus whether it is a serious statistical tool. The discipline of statistics
attempts to be very precise about its imprecision, and many statisticians do not find graphs precise
enough to serve as the analysis, preferring tables and statistics.

Yet the whole new technology of computer graphics and enhanced graphics chips has opened
up the possibility of a new generation of presentation graphics. More statisticians are focusing
their research effort in this area, and are represented by the new ASA section called statistical
graphics. The concerns about limitations of the old style graphics are even more critical in the
new style of graphics. The key additional features are color, solids rendering, translucency, and
animation; the Pixar machine is the state-of-the-art for all of these features. If we consider the
exploratory graphical tools for high dimensional data, we see that an important part of data
analysis is luck. For the higher the dimension, the smaller the fraction of data that can be
‘“explored’’ in a given amount of time. Thus difierent workers examining the same multivariate
data will probably see disjoint parts of it - quite in contrast to a parametric world using principal
components. Even the order in which the data are examined can be a factor, given the inevitable
fatigue. Some research is already under way to help automate the searching process (reminds me
of the computer science project to automate the game Rogue, called rogomatic). But real objec-
tions have been made about this imprecise form of data analysis. The use of color excludes those
who are color blind. The use of stereo viewing techniques is maddeningly unsuccessful for a large
percentage of professionals. Each new subjective element increases the power of the data analysis
but decreases the reliability and widespread usefulness of these techniques. Publishing is virtually
impossible, until CD-ROM publishing is available. A nonexhaustive list of projects includes: pro-
jection pursuit (Tukey, Friedman, Stuetzle); animated scatter plots (Tukey, Huber, Donoho);
exploratory methods (Tukey and Tukey); density estimation (Scott, Thompson, Tarter); glyphs
and stereo (Carr and Nicholson); grand tours (Buja and Asimov); programming languages (Becker,
Chambers, Donoho, Huber); programming environments (McDonald).

4, MANAGING THE FUTURE. But enough about how hard it all will be and how unap-
preciated it all may be. Are we going to be able to sustain research in novel statistical graphics?
As an engineering undergraduate in 1968, I used to wait in line to use a Wang time-sharing calcu-
lator terminal (it actually could do the transcendental functions to twelve significant digits!). Once



we began doing our number crunching through programming languages, we could accept and track
the new computing resources with almost no overhead. So in the past fifteen years, I have written
Fortran (and PL/I) programs on as many types of hardware. The only overhead was learning a
new editor, a few system commands, and the faster and bigger machine was immediately increas-
ing productivity and opening new horizons. There is still a bit more of that to be had. With the
workstations now available, we have finally obtained the luxury of wasting a huge fraction of CPU
cycles. This is of course a correct state of affairs given the relative cost of faculty time. Idle CPU
seconds are costly only in terms of maintenance; idle graphics workstations cannot yet be justified
as maintenance costs are very high.

But we must face two developments. The first is parallel computing. The second is graphics.
Statisticians can probably make the most efctive use of parallel computers than any single group
of researchers, because much of our computing involves very loosely coupled computation such as
Monte Carlo simulation. Numerical analysts, on the other hand, face tightly coupled computation
which provides real gains only in rather specific situations. Theoretical limits exist to performance
in tightly coupled systems, no matter how many parallel processors are available. But all that
aside, to effctively use hypercube or other parallel architectures is not a straightforward exercise.
It is even worse than having to give up your favorite programming language and return to assem-
bler. Serious allocation of time and other supporting resources must be made at this time. One
reaction is that it is not worth the effort and just to wait until some computer scientist writes an
incredible parallel compiler that takes non-parallel code and optimizes into parallel environments.
(Not too likely in my opinion. Gene Golub at Stanford in a comment after a lecture by John Rice
lamented that there weren’t enough numerical analysts to go around to try and make parallel algo-
rithms for each differential equation and hardware configuration.)

Graphics presents the same challenge. With more modest efort, one can produce useful pic-
tures on a PC or graphics terminal of the William Playfair variety. Playing with the color tables
can be fun. Choosing the specific 256 colors from the 16,777,216 choices can be a bit frustrating.
Graphics chips have helped enormously, putting frequently used graphical transformations into
hardware and supporting animation. The interface with these chips is at about the same level as
other graphics commands, almost at the assembler level, pixel by pixel. Some systems are avail-
able at the command level to avoid this, but the convenience eventually becomes the limitation,
both in functionality and performance. At a somewhat lower level, graphics standards have
appeared, such as CORE and GKS. But any commercial outfit will admit that the advantages of
portability are outweighed by the benefits of performance allowed by assembler programming. But
most academics are satisfied by *“‘prototype” systems rather than commercial performance.

My observation is that with graphics systems it is very difficult to build upon previous work.
Each new generation of hardware demands a complete new attack. As the graduate students who
did the previous system disappear, the next generation of students have a more difficult task get-
ting up to speed. For the better hardware often has many more capabilities, so reproducing the
previous system often much harder. Therefore, less time is available for extending the previous
system and actually less research gets done. This is a bit overdrawn, but accurately reflects what
has happened over the past fifteen years. At Berkeley, a biostatistical researcher developed a
analysis and graphical system on some IBM hardware that he nursed for eight years beyond its
supported lifetime, before finally biting the bullet and updating hardware. At Rice and Stanford
and other places, graduate students who worked on very specialized hardware and produced very
useful systems, graduated and went away. What was left was a collection of faculty who had
directed the research but who did not have the time to actually program the system, maintain it,
or even fully understand it. Thus the next generation of graduate student basically found it
impossible to effctively use the machines. Maintenance costs and down-time were significant as
the expensive hardware aged, and using the previous student’s system frustrating (and not
research). The apparent time to start new and create a wholly new system was determined too
risky, since rumors that the machine might be sold (since no one was using it) began to circulate.
The traditionally successful faculty/graduate student relationship was found wanting. The need
for continuity implied the need for a new type of person in the picture (nontraditional), the staff
support group. These persons can usually be recruited from recent graduates by offering post-docs,



research positions, and other positions not commonly found in statistics groups. Thus there is a
need to restructure research personnel to continue this work. The systems are too complex for
individual faculty to manage (much less to retrain unproductive faculty). Fewer and fewer gradu-
ate students are able to master the complexities of these systems in the few years available and
make real contributions. Those who can leave quickly, leaving behind a serious void in continuity,
rendering expensive equipment unusable almost overnight. These statistics and computer science
wizards are not well-recognized as doing valid statistical research worthy of tenure track (as
opposed to statistical computing). The result is inability to do the desired research, which neces-
sarily includes extensive systems development. We seem to be moving towards the system used by
sciences, many post-docs per faculty member as well as support staff to provide full-time research
efort and continuity of systems expertise and support, something that cannot be even partially
satisfied by faculty and students alone. Unfortunately, the job market is so strong in statistics as
opposed to these other areas that it will be very difficult to build up new centers and move
towards the big research lab model. '

This will be a rather traumatic trend. It is well-known that using programmers greatly
reduces output (due to decreased reliability of code and less intimate knowledge of the problem)
and decreases hands-on experimentation that leads to new developments, but senior faculty time
can not usually be allocated significantly for this purpose. Debugging purely graphical systems is
extraordinarily difficult. Dr. Banchoff at Brown University reports that Roger Penrose found a bug
in a four-dimensional hidden-line removal algorithm by simply watching it perform. Testing will
be an enormous headache and problem. Everything looks so pretty when the output is graphics.
Difficult to be critical. We have watched computer science departments try and manage very large
development projects. Statistical researchers will have to pay attention to how these eforts have
been organized and managed. Statisticians seem to be a bit impatient and more satisfied with pro-
totypes of systems than is healthy for the profession.

Another approach has been to move to novel computing environments that hold the promise
of improved user productivity and portability. The LISP machines fall into this category.

At Battelle Labs in Richland, Washington, Wes Nicholson and Dan Carr have pioneered
research into the use of glyphs and stereo viewing for data analysis. In 1983 they invited a dis-
tinguished panel of statisticians and computer scientists to review and criticize their progress. It is
clear from the reprinted papers and discussion that the visitors could not decide what was ‘‘funda-
mental research’’ and what was merely “‘systems development.” This lack of a clear understanding
of the joint roles of these activities has hindered the professional development of many young
computer-bound statisticians.

3. CONCLUSIONS. We asked the question of how far will computer graphics take us? The
answer is a long way, but not with the current research structure. Graphics requires as much sup-
port as supercomputing or parallel architectures, but may not get it directly. Many of the sciences
and engineering departments have received adequate laboratory resources and statistics must be
added to the list. The need for and trend towards graphics can not be altered, but we can work on
improving presentation quality and effctiveness, such as Bill Cleveland (1985) and others have
been attempting to evaluate. Statisticians have contributed much to the burgeoning field of
“‘scientific visualization,” but it is computer scientists who have dominated the funding in the field.
A closer working relationship to the fields of application is already occurring but more should be
expected. Finally, examples of figures shown in the original talk may be found in the references
below.

6. ACKNOWLEDGMENTS. This work was supported in part by grants from the ONR and
the ARO, N00014-90-J-1176 and DAAL-03-88-K-0131, respectively. The original talk was greatly
varied to cope with the unusual circumstances surrounding the great California earthquake the
preceding day. I wish to thank the organizers for their professionalism under such stress.



1,_REFERENCES.
Asimov, D. (1985), “The Grand Tour,” SIAM J. Sci. Statist. Comput., 6:128-143.
Barnett, Vic (1981), Interpreting Multivariate Data, Wiley, New York.

Becker, R.A. and Chambers, J.M. (1984), S: An Interactive Environment for Data Analysis and
Graphics, Wadsworth, Belmont, CA.

Becker, R.A., Chambers, J.M., and Wilks, AR. (1988), The New S Language, Wadsworth
Brooks/ Cole, Pacific Grove, CA.

Carr, D.B. and Nicholson, W.L. (1984), “Graphical Interactive Tools for Multiple 2- and 3-
Dimensional Scatterplots,’” Proceedings of NCGA, Anaheim, CA.

Cleveland, W.S. (1985), The Elements of Graphing Data, Wadsworth, Monterey, CA.

Eddy, W. (1986), ‘“‘Computers in Statistical Research,” Workshop on the Use of Computers in Sta-
tistical Research, Statistical Sciences 1:419-453.

Foley, James D., and Van Dam, Andries (1982), Fundamentals of Interactive Computer Graphics,
Addison-Wesley, Reading, MA.

Friedman, J.H., McDonald, J.A., and Stuetzle, W. (1982), “An Introduction to Real-Time Graphi-
cal Techniques for Analyzing Multivariate Data,” Proceedings of NCGA.

Hall, DL. (1983), “ALDS 1982 Panel Review,” Pacific Northwest Laboratory Report PNL-SA-
11178, Richland, WA,

Haerdle, W. and Scott, D.W. (1989), “Smoothing in Low and High Dimensions by Weighted
Averaging Using Rounded Points,’’ Rice Technical Report 88-16.

Jee, R. (1985), “A Study of Projection Pursuit Methods,’” Unpublished Dissertation, Rice Univer-
sity.

Lorensen, W.E. and Cline, HE. (1987), “Marching Cubes: A High Resolution 3D Surface Con-
struction Algorithm,” Computer Graphics, 21:163-169. )

Scott, D.W. (1983), ‘“Nonparametric Probability Density Estimation for Data Analysis in Several
Dimensions,”” Proceedings of the T wenty-Eighth Conference on the Design of Experiments in Army
Research Development and Testing, pp. 387-397.

Scott, D.W. (1984), ‘Multivariate Density Function Representation,” Proceedings of the Fifth
Annual National Computer Graphics Association Conference, Volume II, pp. 794-801.

Scott, D.W. (1986), “Data Analysis in 3 and 4 Dimensions With Nonparametric Density Estima-
tion,” in Statistical Image Processing and Graphics, EJ. Wegman and D. DePriest, Eds., Marcel
Dekker, New York, pp. 291-305.

Scott, D.W. (1987), “Software for Univariate and Bivariate Averaged Shifted Histograms,’ Rice
Technical Report 311-87-1.

Scott, D.W. (1990), ‘‘Statistics in Motion: Where Is It Going?"’ Proceedings of Statistical Graphics
Section, to appear.



Scott, D.W. and Hall, MR. (1989), ‘“Interactive Multivariate Density Estimation in the S
Language,” Proceedings of the 20th Interface of Computer Science and Statistics, American Sta-
tistical Association, Alexandria, Virginia

Scott, D.W. and Thompson, J.R. (1983), “Probability Density Estimation in Higher Dimensions,"’
Computer Science and Statistics: Proceedings of the 15th Symposium on the Interface, pp. 173-197,
North Holland, New York.

Terrell, G.R. and Scott, D.W. (1990), “On Adaptive Estimation of Multivariate Densities,” Work-
ing Paper.

Tufte, E.R. (1983), The Visual Display of Quantitative Information, Graphics Press, Cheshire, CT.
Tukey, John W. (1977), Exploratory Data Analysis, Reading, MA.

Wegman, E. (1990), ‘“Hyperdimensional Data Analysis using Parallel Coordinates,” J. American
Statistical Assoc., to appear.

Wegman, E.J. and DePriest, D.J. (1986), Statistical Image Processing and Graphics, Marcel Dekker,
New York.



EVALUATION OF
DESERT CAMOUFLAGE UNIFORMS
BY GROUND OBSERVERS

GEORGE ANITOLE AND RONALD L. JOHNSON
U.S. ARMY BELVOIR RESEARCH, DEVELOPMENT AND ENGINEERING CENTER
FORT BELVOIR, VIRGINIA 22060-5606

CHRISTOPHER J. NEUBERT
US. ARMY MATERIEL COMMAND
ALEXANDRIA, VIRGINIA 22333-0001

ABSTRACT

The standard U.S. Army desert camouflage uniform appears dark against U.S. and Saudi
Arabian desert backgrounds. Prototype uniforms were developed and evaluated in the desert
Southwest in 1986. Test results led to further evaluation, in 1987, of seven new uniforms, plus
the standard uniform. Uniforms were shown in all possible pairs, at ten sites, to U.S. Marine
Corps and Fort Belvoir personnel, who served as ground observers. The uniforms were judged
on their ability to blend with the background. The best of each pair was independently
selected. An analysis of variance and Duncan’s Multiple-Range Test statistics were performed.
It was determined for most sites, and across all sites, that three new uniforms were
significantly (@ < 0.05) best in blending with the background.

1.0 SECTION | - INTRODUCTION

The standard U.S. Army desert camouflage uniform is made in a pattern consisting of
six colors. The predominant color areas are tan, khaki, light brown, and dark brown. Small
light-brown areas outlined in black are scattered throughout the other color areas. This
uniform was taken to Saudi Arabia in 1980, and viewed against multiple desert backgrounds.
In all cases the uniform appeared dark and did not blend well with any of the observed desert
backgrounds. This information was given to counter-surveillance personnel at Natick RD&E
Center, MA. A scries of seven prototype desert uniforms wag then made and given to Fort
Belvoir for a desert evaluation in 1986. Analysis of this data / identified unif orms 4, 5, and
6 as being the most effective in terms of blending with the U.S. desert test sites investigated.

Using the additional test information collected by Belvoir as a basis, Natick then
developed uniforms 8, 9, 10, <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>