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Introduction

The effect of individual predictors in a multiple 
regression may be biased due to 
multicollinearity. 

Multicollinearity often occurs in longitudinal 
studies, especially when the objective is to 
study the association between biomarkers and 
a specific disease.
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Biomarker Study Concepts

1. Biological predictors of disease                    
(e.g., schizophrenia) 

2. Nested case-control design
3. Binary outcome: disease status
4. Multiple serum specimens per case and 

control
5. Demographic and medical information 

available on all subjects
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Objectives

1. Identify a biomarker signature that 

distinguishes individuals with disease from 

the general population

2. Identify a biomarker that distinguish cases 

from controls
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Methods

1. Decompose the space of X, consisting of all 
independent variables according to their 
association, such that all biomarkers in any 
subspace are independent. 

2. Find the gradient, as the linear combination of the 
biomarkers, that can best separate schizophrenia 
cases from controls, as well as the perpendicular 
vectors to the gradient in each subspace. 

3. Perform general linear regression (GLR) based on 
the gradient direction and other significant vectors 
for dimension reduction and case identification.  

4. Propose a sum statistic test used to select 
biomarkers.
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Space Decomposition

• In regression, x1, x2, …, xk are assumed to be 
independent.

• The multicollinerity in the regression can be 
solved by space decomposition. 

• We divided the whole space into several 
subspaces.
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Space Decomposition

for i=1,2,…k

Where 
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Correlation Example
_NAME_ va1 va2 va3 va4 va5 va6 va7 va8 va9 va10 va11 va12 va13 va14 va15 va16 va17 va18 va19 va20 va21 va22 va23 va24 va25 va26 va27 va28 va29 va30 va31 va32 va33 va34 va35 va36 va37 va38 va39 va40 va41 va42 va43 va44 va45 va46 va47 va48

va1 1

va2 1

va3 1

va4 1

0.

42

01

8
0.432677 0.404819

va5 1

va6 1

va7 1 0.469304 0.676994

0.

66

20

06
va8 0.469304 1 0.507305 0.556208

va9 1

va10 1 0.449286

va11 1

va12 0.449286 1 0.490042

va13 1

va14 1

va15 1 0.52764

va16 0.42018 1

va17 0.432677 1

va18 1

va19 1

0.

61

31

6

va20 1

0.

87

22

34
va21 1 0.416967 0.504

va22 0.6769940.507305 1 0.431464 0.584705

va23 1

va24 1

va25 0.416967 1

0.43305

7

va26 0.61316 1

va27 1

va28 1

va29 1

va30 0.431464 1 0.489796

va31 1

va32 1

va33 0.872234 1

va34 0.6620060.556208 0.584705 1

va35 1

0.42335
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va36 1

va37 1

va38 0.52764 0.489796 1 0.406189 0.425397

va39 1

va40 0.406189 1

va41 1

va42 1

va43 0.404819 0.490042 1

va44 0.504 0.433057 0.423359 1

va45 0.425397 1

va46 1

va47 1

va48 1
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Observations

1. High correlation:

• Exists

• Sparse

2. This makes decomposing data possible  
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Gradient-Nuisance
Direction-Orthogonal Base

g(Y) ≈  ƒ(X‚β)+ε            (1)

E(g(Y) | X) = f(X, β)   (2) 
E(ε| X) = 0        (3)

The Space X will be decomposed into two parts: U 
and V. The vectors in Space U will be highly 
associated with g(y), and the vectors in V will 
have almost no association with g(y). 
Usually in our approach, unlike PCA, the gradient 
is the only factor in U.
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Binary Outcome Study 

• The probability density functions of X  for Y=0 
or 1, normal (𝜇0, ∑0) and (𝜇1, ∑1)

• The ratio of the log-likelihoods            

• Solution to get ω1 such that 

• ωj is the one:

ω1·X <c , where ω1=∑-1(μ1-μ0) 

Minimize {|( ωj · ω1)| + |( ωj · ω2)|+… + |( ωj · ωj-1)|}     j=2, 3,4,…K;   (4)
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Deduction Approach 1: Ad Hoc. 
Gradient-Reduction-Sequence
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Simulation for Selection

Assume two factors (biomarkers) are associated 
with binary outcomes
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=200 Sample Size=200

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of 
Sensitivity

0.89 0.84 0.85 0.85 0.85 

(1.5,1.0)

Mean of 
Sensitivity

0.86 0.85 0.85 0.85 0.85 

Theoretical 
Sensitivity

0.89 0.89 0.89 0.89 0.89 
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

SD of 
Sensitivity

0.03 0.06 0.05 0.05 0.05 
SD of 
Sensitivity

0.04 0.05 0.05 0.05 0.05 

X1 Remains 100.00% 100.00% 100.00% 100.00% 100.00% X1 Remains 99.00% 100.00% 100.00% 100.00% 100.00%

X2 Remains 100.00% 100.00% 100.00% 100.00% 100.00% X2 Remains 95.00% 95.00% 91.00% 99.00% 90.00%

(2.0,1.0)

Mean of 
Sensitivity

0.88 0.85 0.85 0.85 0.85 

(1.5,0.5)

Mean of 
Sensitivity

0.85 0.85 0.85 0.85 0.85 

Theoretical 
Sensitivity

0.87 0.87 0.87 0.87 0.87 
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

SD of 
Sensitivity

0.03 0.06 0.05 0.05 0.05 
SD of 
Sensitivity

0.05 0.05 0.05 0.05 0.05 

X1 Remains 100.00% 100.00% 100.00% 100.00% 100.00% X1 Remains 100.00% 100.00% 100.00% 100.00% 100.00%

X2 Remains 93.00% 89.00% 85.00% 92.00% 89.00% X2 Remains 24.00% 35.00% 44.00% 35.00% 34.00%

(2.0,0.5)

Mean of 
Sensitivity

0.87 0.85 0.85 0.85 0.85 

(1.0,1.0)

Mean of 
Sensitivity

0.83 0.84 0.85 0.85 0.85 

Theoretical 
Sensitivity

0.85 0.85 0.85 0.85 0.85 
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

SD of 
Sensitivity

0.03 0.05 0.05 0.05 0.05 
SD of 
Sensitivity

0.05 0.05 0.05 0.05 0.05 

X1 Remains 100.00% 100.00% 100.00% 100.00% 100.00% X1 Remains 91.00% 95.00% 96.00% 99.00% 99.00%

X2 Remains 22.00% 18.00% 20.00% 17.00% 24.00% X2 Remains 98.00% 96.00% 95.00% 95.00% 94.00%

(1.5,1.5)

Mean of 
Sensitivity

0.87 0.85 0.85 0.85 0.85 

Theoretical 
Sensitivity

0.86 0.86 0.86 0.86 0.86 

SD of 
Sensitivity

0.03 0.05 0.05 0.05 0.05 

X1 Remains 100.00% 100.00% 100.00% 100.00% 100.00%

X2 Remains 100.00% 100.00% 100.00% 100.00% 100.00%
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=150 Sample Size=150

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

(1.5,1.0)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

Theoretical 
Sensitivity

0.89 0.89 0.89 0.89 0.89 
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

SD of 
Sensitivity

0.05 0.06 0.06 0.07 0.07 
SD of 
Sensitivity

0.05 0.06 0.06 0.07 0.07 

X1 Remains 82.00% 88.00% 88.00% 88.00% 89.00% X1 Remains 80.00% 81.00% 74.00% 80.00% 77.00%

X2 Remains 80.00% 81.00% 68.00% 78.00% 78.00% X2 Remains 50.00% 53.00% 52.00% 51.00% 58.00%

(2.0,1.0)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

(1.5,0.5)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

Theoretical 
Sensitivity

0.87 0.87 0.87 0.87 0.87 
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

SD of 
Sensitivity

0.05 0.06 0.06 0.07 0.07 
SD of 
Sensitivity

0.06 0.06 0.06 0.07 0.07 

X1 Remains 90.00% 90.00% 86.00% 82.00% 85.00% X1 Remains 90.00% 85.00% 85.00% 79.00% 84.00%

X2 Remains 35.00% 48.00% 55.00% 52.00% 57.00% X2 Remains 10.00% 14.00% 15.00% 14.00% 12.00%

(2.0,0.5)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

(1.0,1.0)

Mean of 
Sensitivity

0.84 0.84 0.84 0.84 0.84 

Theoretical 
Sensitivity

0.85 0.85 0.85 0.85 0.85 
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

SD of 
Sensitivity

0.05 0.06 0.06 0.07 0.07 
SD of 
Sensitivity

0.06 0.06 0.07 0.07 0.07 

X1 Remains 88.00% 88.00% 85.00% 85.00% 89.00% X1 Remains 57.00% 53.00% 58.00% 66.00% 59.00%

X2 Remains 12.00% 13.00% 15.00% 19.00% 14.00% X2 Remains 64.00% 62.00% 50.00% 59.00% 65.00%

(1.5,1.5)

Mean of 
Sensitivity

0.85 0.84 0.84 0.84 0.84 

Theoretical 
Sensitivity

0.86 0.86 0.86 0.86 0.86 

SD of 
Sensitivity

0.05 0.06 0.06 0.07 0.07 

X1 Remains 73.00% 62.00% 78.00% 76.00% 66.00%

X2 Remains 79.00% 75.00% 76.00% 77.00% 62.00%
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RESULTS 
Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=100 Sample Size=100

Number of 
Biomarkers

Number of 
Biomarkers

2 4 6 8 10 (1.5,1.0)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 

Mean Pairs Statistics
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

(2.0,1.5)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

Theoretical 
Sensitivity

0.89 0.89 0.89 0.89 0.89 X1 Remains 96.00% 99.00% 95.00% 95.00% 97.00%

SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 X2 Remains 64.00% 68.00% 69.00% 56.00% 73.00%

X1 Remains 99.00% 100.00% 100.00% 99.00% 100.00% (1.5,0.5)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 

X2 Remains 96.00% 91.00% 86.00% 96.00% 94.00%
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

(2.0,1.0)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

Theoretical 
Sensitivity

0.87 0.87 0.87 0.87 0.87 X1 Remains 95.00% 96.00% 98.00% 100.00% 98.00%

SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 X2 Remains 8.00% 14.00% 12.00% 11.00% 16.00%

X1 Remains 99.00% 100.00% 100.00% 100.00% 100.00% (1.0,1.0)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 

X2 Remains 51.00% 54.00% 64.00% 53.00% 62.00%
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

(2.0,0.5)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

Theoretical 
Sensitivity

0.85 0.85 0.85 0.85 0.85 X1 Remains 68.00% 76.00% 75.00% 65.00% 72.00%

SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 X2 Remains 62.00% 69.00% 71.00% 65.00% 64.00%

X1 Remains 100.00% 99.00% 100.00% 100.00% 98.00%

X2 Remains 6.00% 8.00% 9.00% 18.00% 16.00%

(1.5,1.5)
Mean of 
Sensitivity

0.84 0.84 0.84 0.85 0.85 

Theoretical 
Sensitivity

0.86 0.86 0.86 0.86 0.86 

SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

X1 Remains 100.00% 98.00% 97.00% 98.00% 94.00%

X2 Remains 90.00% 95.00% 98.00% 96.00% 95.00%
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=80 Sample Size=80

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of 
Sensitivity

0.88 0.84 0.85 0.86 0.87 

(1.5,1.0)

Mean of 
Sensitivity

0.85 0.85 0.86 0.87 0.87 

Theoretical 
Sensitivity

0.89 0.89 0.89 0.89 0.89 
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

SD of 
Sensitivity

0.05 0.08 0.07 0.07 0.07 
SD of 
Sensitivity

0.06 0.07 0.07 0.07 0.07 

X1 Remains 98.00% 95.00% 99.00% 99.00% 97.00% X1 Remains 91.00% 92.00% 93.00% 91.00% 86.00%

X2 Remains 81.00% 89.00% 85.00% 90.00% 83.00% X2 Remains 45.00% 50.00% 50.00% 56.00% 50.00%

(2.0,1.0)

Mean of 
Sensitivity

0.88 0.85 0.86 0.86 0.87 

(1.5,0.5)

Mean of 
Sensitivity

0.84 0.85 0.86 0.87 0.87 

Theoretical 
Sensitivity

0.87 0.87 0.87 0.87 0.87 
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

SD of 
Sensitivity

0.05 0.08 0.07 0.07 0.07 
SD of 
Sensitivity

0.06 0.07 0.07 0.07 0.07 

X1 Remains 98.00% 100.00% 100.00% 98.00% 100.00% X1 Remains 90.00% 93.00% 91.00% 90.00% 91.00%

X2 Remains 39.00% 51.00% 45.00% 52.00% 41.00% X2 Remains 11.00% 10.00% 13.00% 15.00% 14.00%

(2.0,0.5)

Mean of 
Sensitivity

0.87 0.85 0.86 0.87 0.87 

(1.0,1.0)

Mean of 
Sensitivity

0.83 0.85 0.86 0.87 0.87 

Theoretical 
Sensitivity

0.85 0.85 0.85 0.85 0.85 
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

SD of 
Sensitivity

0.05 0.07 0.07 0.07 0.07 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

X1 Remains 100.00% 99.00% 97.00% 100.00% 99.00% X1 Remains 51.00% 70.00% 57.00% 61.00% 62.00%

X2 Remains 1.00% 6.00% 10.00% 7.00% 9.00% X2 Remains 60.00% 52.00% 68.00% 66.00% 55.00%

(1.5,1.5)

Mean of 
Sensitivity

0.87 0.85 0.86 0.87 0.87 

Theoretical 
Sensitivity

0.86 0.86 0.86 0.86 0.86 

SD of 
Sensitivity

0.05 0.07 0.07 0.07 0.07 

X1 Remains 90.00% 90.00% 89.00% 87.00% 92.00%

X2 Remains 87.00% 88.00% 81.00% 93.00% 89.00%
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=60 Sample Size=60

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of 
Sensitivity

0.87 0.87 0.86 0.87 0.87 

(1.5,1.0)

Mean of 
Sensitivity

0.87 0.87 0.87 0.87 0.87 

Theoretical 
Sensitivity

0.89 0.89 0.89 0.89 0.89 
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 
SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 

X1 Remains 88.00% 86.00% 91.00% 90.00% 92.00% X1 Remains 60.00% 72.00% 65.00% 73.00% 71.00%

X2 Remains 56.00% 71.00% 55.00% 59.00% 59.00% X2 Remains 25.00% 33.00% 38.00% 30.00% 39.00%

(2.0,1.0)

Mean of 
Sensitivity

0.87 0.87 0.86 0.87 0.87 

(1.5,0.5)

Mean of 
Sensitivity

0.87 0.86 0.87 0.87 0.87 

Theoretical 
Sensitivity

0.87 0.87 0.87 0.87 0.87 
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 
SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 

X1 Remains 94.00% 92.00% 92.00% 94.00% 93.00% X1 Remains 68.00% 69.00% 72.00% 73.00% 68.00%

X2 Remains 25.00% 22.00% 32.00% 18.00% 27.00% X2 Remains 2.00% 4.00% 9.00% 3.00% 4.00%

(2.0,0.5)

Mean of 
Sensitivity

0.87 0.87 0.87 0.87 0.87 

(1.0,1.0)

Mean of 
Sensitivity

0.86 0.86 0.86 0.87 0.87 

Theoretical 
Sensitivity

0.85 0.85 0.85 0.85 0.85 
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 
SD of 
Sensitivity

0.07 0.08 0.08 0.08 0.08 

X1 Remains 93.00% 91.00% 95.00% 95.00% 93.00% X1 Remains 30.00% 22.00% 25.00% 32.00% 35.00%

X2 Remains 2.00% 2.00% 4.00% 4.00% 8.00% X2 Remains 33.00% 31.00% 23.00% 39.00% 43.00%

(1.5,1.5)

Mean of 
Sensitivity

0.87 0.87 0.87 0.87 0.87 

Theoretical 
Sensitivity

0.86 0.86 0.86 0.86 0.86 

SD of 
Sensitivity

0.07 0.07 0.08 0.08 0.08 

X1 Remains 66.00% 67.00% 71.00% 67.00% 74.00%

X2 Remains 62.00% 60.00% 67.00% 72.00% 59.00%
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=50 Sample Size=50

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.85 

(1.5,1.0)

Mean of 
Sensitivity

0.85 0.85 0.85 0.85 0.85 

Theoretical Sensitivity 0.89 0.89 0.89 0.89 0.89 
Theoretical 
Sensitivity

0.82 0.82 0.82 0.82 0.82 

SD of Sensitivity 0.07 0.07 0.07 0.07 0.07 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

X1 Remains 69.00% 77.00% 66.00% 71.00% 74.00% X1 Remains 43.00% 45.00% 53.00% 55.00% 58.00%

X2 Remains 37.00% 38.00% 42.00% 35.00% 44.00% X2 Remains 24.00% 18.00% 23.00% 16.00% 28.00%

(2.0,1.0)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.85 

(1.5,0.5)

Mean of 
Sensitivity

0.85 0.85 0.85 0.85 0.85 

Theoretical Sensitivity 0.87 0.87 0.87 0.87 0.87 
Theoretical 
Sensitivity

0.79 0.79 0.79 0.79 0.79 

SD of Sensitivity 0.07 0.07 0.07 0.07 0.07 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

X1 Remains 71.00% 77.00% 63.00% 67.00% 75.00% X1 Remains 49.00% 52.00% 44.00% 58.00% 54.00%

X2 Remains 18.00% 21.00% 11.00% 16.00% 13.00% X2 Remains 4.00% 5.00% 3.00% 5.00% 4.00%

(2.0,0.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.85 

(1.0,1.0)

Mean of 
Sensitivity

0.85 0.85 0.85 0.85 0.85 

Theoretical Sensitivity 0.85 0.85 0.85 0.85 0.85 
Theoretical 
Sensitivity

0.76 0.76 0.76 0.76 0.76 

SD of Sensitivity 0.07 0.07 0.07 0.07 0.07 
SD of 
Sensitivity

0.07 0.07 0.07 0.07 0.07 

X1 Remains 68.00% 71.00% 78.00% 78.00% 70.00% X1 Remains 19.00% 24.00% 21.00% 30.00% 23.00%

X2 Remains 1.00% 3.00% 6.00% 4.00% 3.00% X2 Remains 15.00% 13.00% 25.00% 18.00% 17.00%

(1.5,1.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.85 

Theoretical Sensitivity 0.86 0.86 0.86 0.86 0.86 

SD of Sensitivity 0.07 0.07 0.07 0.07 0.07 

X1 Remains 49.00% 46.00% 44.00% 40.00% 46.00%

X2 Remains 48.00% 46.00% 44.00% 44.00% 41.00%
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RESULTS 

Decomposition-Gradient-Reduction approach in high dimension data analysis

Sample Size=30 Sample Size=30

Number of Biomarkers Number of Biomarkers

2 4 6 8 10 2 4 6 8 10
Mean Pairs Statistics Mean Pairs Statistics

(2.0,1.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

(1.5,1.0)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

Theoretical Sensitivity 0.89 0.89 0.89 0.89 0.89 Theoretical Sensitivity 0.82 0.82 0.82 0.82 0.82 

SD of Sensitivity 0.07 0.08 0.08 0.08 0.08 SD of Sensitivity 0.08 0.08 0.08 0.08 0.08 

X1 Remains 55.00% 58.00% 51.00% 54.00% 56.00% X1 Remains 26.00% 27.00% 32.00% 33.00% 32.00%

X2 Remains 29.00% 35.00% 22.00% 26.00% 30.00% X2 Remains 13.00% 9.00% 5.00% 15.00% 11.00%

(2.0,1.0)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

(1.5,0.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

Theoretical Sensitivity 0.87 0.87 0.87 0.87 0.87 Theoretical Sensitivity 0.79 0.79 0.79 0.79 0.79 

SD of Sensitivity 0.07 0.08 0.08 0.08 0.08 SD of Sensitivity 0.08 0.08 0.08 0.08 0.08 

X1 Remains 48.00% 53.00% 52.00% 60.00% 58.00% X1 Remains 30.00% 36.00% 27.00% 32.00% 30.00%

X2 Remains 9.00% 10.00% 5.00% 11.00% 9.00% X2 Remains 3.00% 2.00% 3.00% 6.00% 3.00%

(2.0,0.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

(1.0,1.0)

Mean of Sensitivity 0.85 0.85 0.85 0.86 0.86 

Theoretical Sensitivity 0.85 0.85 0.85 0.85 0.85 Theoretical Sensitivity 0.76 0.76 0.76 0.76 0.76 

SD of Sensitivity 0.07 0.08 0.08 0.08 0.08 SD of Sensitivity 0.08 0.08 0.08 0.08 0.08 

X1 Remains 56.00% 61.00% 62.00% 57.00% 56.00% X1 Remains 10.00% 12.00% 18.00% 20.00% 17.00%

X2 Remains 1.00% 0.00% 1.00% 1.00% 3.00% X2 Remains 8.00% 14.00% 11.00% 11.00% 13.00%

(1.5,1.5)

Mean of Sensitivity 0.85 0.85 0.85 0.85 0.86 

Theoretical Sensitivity 0.86 0.86 0.86 0.86 0.86 

SD of Sensitivity 0.08 0.08 0.08 0.08 0.08 

X1 Remains 30.00% 33.00% 33.00% 34.00% 34.00%

X2 Remains 25.00% 27.00% 34.00% 35.00% 25.00%
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Regression

In general, for binary outcomes, a logistic model 
is commonly used
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Regression on Gradients 

1. Find the plane best separating cases from controls in a d-
dimensional space Sd, d=p, p-1, ...., where p is the number of 
predictors in the space. The new variable, generated by the 
normal vector of the plane denoted as ωd1, is called 
“gradient.”

2. Find other vectors that are orthogonal to each other as well 
as to the gradient and generate new variables: ωd2, ωd3, …, 
ωdd.
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Regression on Gradients Cont.

3. Perform regression modeling on ωd1 and other ωdi that 
show significant effect on outcome of g(Y). We use Ud to 
denote the subspace of Sd. Remove the factors with small 
absolute coefficients in the gradients and other significant 
vectors. Then repeat Steps 2 and 3 to continue to reduce 
the number of biomarkers. 

4. Use the logarithm of the likelihood G2 to measure 
goodness of fit. Simulation results show that the gradient 
absorbs almost all information from existing biomarkers, 
hence ∆ G2 = G2 (ωp1) - G2 (ωd1) ≈ G2 (Up) - G2 (Ud). If ∆ G2 is 
large or significant (the degrees of freedom of the ∆ G2

would be approximately p-d), factor elimination may stop. 
An alternative stop rule would be to examine ∆ G2 = G2

(ωd+1) - G2 (ωd1) with 1 degree of freedom. In practice, we 
may stop eliminating biomarkers based on biological 
plausibility.
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Biomarker Selection by Akaike
Information Criterion

• How many biomarkers should be included can 
be determined by AIC, BIC or QIC.

• The gradient consist of p biomarkers, it has 
one degree freedom in the regression, but it 
consist of p biomarkers, we should consider  
AIC has p degrees of freedom rather than 1.

• A simulation of 100 biomarkers, 50 are 
assumed to be associated and 50 are not, the 
AIC should achieve minimum at 50. 
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Biomarker Selection by Akaike
Information Criterion
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Sum of Statistic

• Gradient vector ω =(u1, u2, …,uP)τ ,  and

• ∑ ui
2 =1, defines the sum statistic as 

• Sumc=∑ |ui|, 

• Range (1, √P )

• Under the null hypothesis with random results 
and no effect on outcome, then sumc=√P. 

• If the null hypothesis is not true, and one of the 
biomarkers has the strongest effect while the 
others have no effect on outcome, then sumc=1.
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Integration on the Surface of P-Sphere 

• For r near  1, the integration domain is a circle, but for r  
near 1/ 𝑝, the integration domain is part of circle. 

• The distribution percentiles can be used to delete non-
effect biomarkers simultaneously.

• H0: all biomarkers are not associated with the binary 
outcome.

• If gradient score has no significant effect and 
sumc>selected critical value, say 0.05, or 0.10.
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Evaluated Distribution of Sumc
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Percentiles of Sumc
P 1% 5% 10% 20% 50% 80% 90% 95% 99%

2 1.008 1.039 1.076 1.144 1.307 1.397 1.410 1.413 1.414

3 1.099 1.211 1.285 1.376 1.515 1.646 1.689 1.710 1.728

4 1.247 1.393 1.469 1.559 1.716 1.847 1.904 1.940 1.979

5 1.399 1.556 1.637 1.731 1.893 2.029 2.090 2.133 2.190

6 1.549 1.710 1.793 1.889 2.055 2.196 2.259 2.305 2.374

7 1.689 1.855 1.939 2.036 2.204 2.349 2.414 2.463 2.539

8 1.823 1.992 2.076 2.174 2.344 2.492 2.559 2.609 2.691

9 1.953 2.121 2.207 2.305 2.477 2.626 2.696 2.748 2.833

10 2.074 2.244 2.330 2.429 2.603 2.754 2.824 2.878 2.967

11 2.191 2.362 2.449 2.548 2.722 2.875 2.947 3.002 3.093

12 2.304 2.476 2.562 2.661 2.836 2.991 3.063 3.119 3.213

13 2.412 2.585 2.671 2.771 2.947 3.102 3.176 3.233 3.329

31

150 9.276 9.433 9.515 9.613 9.793 9.967 10.055 10.126 10.258

155 9.437 9.594 9.676 9.774 9.955 10.129 10.217 10.288 10.420

160 9.596 9.753 9.835 9.931 10.113 10.287 10.375 10.447 10.578

165 9.752 9.910 9.991 10.089 10.269 10.443 10.531 10.603 10.733

170 9.908 10.064 10.145 10.242 10.423 10.597 10.686 10.757 10.889

175 10.059 10.216 10.297 10.394 10.575 10.749 10.838 10.910 11.041

180 10.208 10.365 10.447 10.544 10.724 10.899 10.987 11.059 11.191

185 10.355 10.512 10.593 10.690 10.871 11.046 11.135 11.207 11.338

190 10.501 10.657 10.739 10.837 11.017 11.191 11.280 11.352 11.484

195 10.644 10.801 10.883 10.980 11.161 11.335 11.424 11.497 11.629

200 10.785 10.942 11.025 11.122 11.302 11.477 11.566 11.638 11.769



Simultaneous Deletion of Biomarkers

• H0: no biomarker has an effect on the binary 
outcome

• Ha: some biomarkers have an effect on the binary 
outcome

• If P(sumc < observed sumc)>α, and the gradient 
is not significant, then H0 is not rejected, and all 
biomarkers can be removed. Otherwise, the 
biomarkers are divided into two parts, and used 
the above test is performed separately. In 
general, only a few biomarkers show an effect on 
the risk of outcome.
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DATA

34

“Data from the Defense Medical Surveillance System, 
The Armed Forces Health Surveillance Center, U.S. 
Department of Defense, Silver Spring, Maryland [Data 
from 1988 to 2006; released in 2007]” 

“Serum specimens from the Department of Defense 
Serum Repository: The Armed Forced Health Surveillance 
Center, U.S. Department of Defense, Silver Spring, 
Maryland [Data from 1990 to 2006; released in 2007]”.



Study Design

• Nested case-control

• Multiple serum specimens per case and control

• Cases and controls were matched on their military 

accession date (±12 months), date of birth (±12 

months), sex, race, branch of military service, and 

the serum specimen draw dates (±90 days)

• All cases had psychiatric evaluations with full clinical 

evaluations that applied DSM-IV diagnostic criteria
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Steps

1. Decompose space X which consists of all independent variables ranked 
by the significance of their associations starting with Prolactin (PRL) into 
subspaces devoid of highly correlated variables (X=AUBUC).  

Aim: avoid co-linearity in regression and biomarker selection 

2. Find the gradient (e.g., ωA, ωB), the linear combination of the biomarkers 
in each subspace that can best separate the schizophrenia cases from 
controls in the corresponding subspace as well as the perpendicular 
vectors to the gradient in each subspace.

Aim: Reducing dimension 

3. Use general linear regression (GLR), which is based on all gradients and 
other significant vectors, for dimension reduction and case identification.  
For longitudinal data, the GEE GLR is used.

Aim: Study association and identification
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Biomarkers
Space A Apolipoprotein B (Apo B)  

Testosterone, Total  Macrophage-Derived Chemokine (MDC)  

Prolactin (PRL)  Cortisol (Cortisol)  

Interleukin-6 receptor (IL-6r)  Ferritin (FRTN)  

Brain-Derived Neurotrophic Factor (BDNF)  Intercellular Adhesion Molecule 1 (ICAM-1)  

Follicle-Stimulating Hormone (FSH)  Betacellulin (BTC)  

Fetuin-A  Cancer Antigen 125 (CA-125)  

Apolipoprotein A-I (Apo A-I)  Monocyte Chemotactic Protein 2 (MCP-2)  ;

Interleukin-7 (IL-7)  

Carcinoembryonic Antigen (CEA)  Space B

Beta-2-Microglobulin (B2M)  Apolipoprotein H (Apo H)  

Prostatic Acid Phosphatase (PAP)  Tumor Necrosis Factor Receptor 2 (TNFR2)  

Peptide YY (PYY)  Connective Tissue Growth Factor (CTGF)  

Macrophage Migration Inhibitory Factor (MIF)  Sortilin

Epidermal Growth Factor Receptor (EGFR)  Kidney Injury Molecule-1  (KIM-1)  

Serum Amyloid P-Component (SAP)  Macrophage Inflammatory Protein-1 alpha (MIP-1 alpha)  

Vascular Endothelial Growth Factor (VEGF)  Serotransferrin (Transferrin)  

Immunoglobulin M (IGM)  Thyroid-Stimulating Hormone  (TSH)  

TNF-Related Apoptosis-Inducing Ligand Receptor 3 (TRAIL-R3)  Apolipoprotein C-I (Apo C-I)  

Interleukin-10 (IL-10)  Haptoglobin

Luteinizing Hormone  (LH)  Tissue Inhibitor of Metalloproteinases 1 (TIMP-1)  

Matrix Metalloproteinase-2 (MMP-2)  Immunoglobulin A (IgA) 

Vitronectin Space C

Endothelin-1 (ET-1)  Apolipoprotein A-II (Apo A-II)    

CD5 (CD5L)  Complement C3 (C3)    

Alpha-1-Antitrypsin (AAT)  Calbindin 37



Decomposition Result
• In each step k in each space A, B or C, the only significant vector is 

the gradient. None other vectors approach significance, so the 
gradient is used to select biomarkers.

• The correlation coefficients between any pairs of gradients in Space 
A, Space B and Space C decrease as the dimension increases. All 
were 0.2 or less for this data. It can be shown that 

• ρ(gA,I,gB,J)< ρ(vk,vl), for 1≤k≤I, 1≤l≤J, 3≤I≤33, 3≤J≤12

• Where gA,I is the gradient in Space AI, which consists of one selected 
biomarker from Space A by GNO; gB,J is the gradient in Space BJ, 
which consists of J selected biomarkers from Space B by GNO.

• The contribution of Space C did not approach significance; Using 
the sumc test all biomarkers in Space C were removed from further 
analysis.

• The collinearity problem is solved.
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biomarkers on sensitivity



QIC Selection

Using QIC: 

1. Space A: 12 biomarkers were selected

2. Space B: 4 biomarkers were selected

40
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Estimate Biomarker Effect

The top 12 or 6 biomarkers from Space A and 
the top 4 or 3 biomarkers from Space B were 
used to form the gradient scores in the logistic 
model with a GEE approach.
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Results

44

The Odds Ratio for One Unit Increased in Gradient Score

Space Parameter OR ORL ORU *p_value in 
model

Adjusted p-value 
from Chi-square
Wald approach

(6,3)

gradienta 1.5 1.27 1.77 2.00E-06 0.001

gradientb 1.25 1.05 1.5 0.013 0.11

(12,4)

gradienta 1.78 1.49 2.14 5.16E-10 0.01

gradientb 1.31 1.09 1.56 0.004 0.09

* Using Bonferoni criterion, all are significant: k=6, α=0.05/6=0.0083, k=3; α=0.05/6=0.0167



SUMC Test

The six biomarkers are in A12, but not in A6:
1. Matrix Metalloproteinase-2 (MMP-2)
2. Cortisol (Cortisol)
3. Monocyte Chemotactic Protein 2 (MCP-2)
4. CD5 (CD5L)
5. Macrophage Migration Inhibitory Factor (MIF)
6. Epidermal Growth Factor Receptor (EGFR)

The gradient effect by adjusted Chi-square was 0.07
Sumc = 2.36, which was near the 80th percentile for p = 6.
The null hypothesis cannot be rejected, all effects are random, 
and they can be deleted simultaneously.

45



Individual Biomarker Effect from Last 6 
Biomarkers in A and 3 Biomarkers in B

Space Male

Biomarkers Coef Effect  % OR

A

Alpha-1-Antitrypsin (AAT) 0.47 0.22 1.21*

Apolipoprotein A-I (Apo A-I) 0.38 0.14 1.16

Immunoglobulin M (IGM) -0.33 0.11 0.87

Interleukin-6 receptor (IL-6r) -0.53 0.28 0.81*

Prolactin (PRL) 0.36 0.13 1.16

Serum Amyloid P-Component (SAP) 0.35 0.12 1.15

B

Apolipoprotein H (Apo H) -0.65 0.19 0.94

Immunoglobulin A (IgA) 0.51 0.26 1.12

Connective Tissue Growth Factor 
(CTGF) 0.56 0.54 1.24*

*significance level < 0.05.
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Observations

1. The gradient contains much more 
information than noise.

2. The gradient from 12 contains almost the 
same information as the gradient from the 
higher dimension space.

3. The surface is smooth, hence we can 
confidently delete weak-effect biomarkers.

4. 3 biomarkers had higher contributions.
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Conclusions

1. The selection of biomarkers is robust and accurate.

2. Individual biomarker effect can be estimated.

3. Correlated biomarkers, if they have effect, all will be 
selected.

4. Eliminated the collinearity difficulty in regression.

5. Non-significant biomarkers can be tested and eliminated 
simultaneously by proposed sum statistic.

6. The difference in sensitivity between training and test sets 
is small.

7. The training group sensitivity is stable, and with a large 
sample size is large we can expect more reliable selection. 
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Discussion

• Univariate analysis: Prolactin RR=1.10

• Unispace gradient: RR=1.42

• Split space: RR=1.50

• Split space+time: RR=1.77

• 3 biomarkers were selected
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